Diversity In
African languages

Selected papers from the 46th Annual
Conference on African Linguistics

Edited by
Doris L. Payne

Sara Pacchiarotti

Mokaya Bosire

Contemporary African Linguistics 1




Contemporary African Linguistics
Editors: Lee Bickmore, Akinbiyi Akinlabi

In this series:

1. Payne, Doris L., Sara Pacchiarotti & Mokaya Bosire. Diversity in African languages:

Selected papers from the 46th Annual Conference on African Linguistics.



Diversity In
African languages

Selected papers from the 46th Annual
Conference on African Linguistics

Edited by
Doris L. Payne
Sara Pacchiarotti

Mokaya Bosire



Doris L. Payne, Sara Pacchiarotti & Mokaya Bosire (eds.). 2016. Diversity in African
languages: Selected papers from the 46th Annual Conference on African Linguistics
(Contemporary African Linguistics 1). Berlin: Language Science Press.

This title can be downloaded at:
http://langsci-press.org/catalog/book/121
© 2016, the authors
Published under the Creative Commons Attribution 4.0 Licence (CC BY 4.0):
http://creativecommons.org/licenses/by/4.0/
ISBN: 978-3-946234-70-8 (Digital)
978-3-946234-71-5 (Hardcover)
978-1-542598-22-4 (Softcover)
DOI:10.17169/1angsci.b121.280

Cover and concept of design: Ulrike Harbort

Typesetting: Emily Clem, Felix Kopecky, Sebastian Nordhoff, Doris Payne, Hannah
Sande

Ilustration: Sebastian Nordhoff

Proofreading: Ahmet Bilal Ozdemir, Andreas Hélzl, Anne Kilgus, Evans Gesure,
Ezekiel Bolaji, Felix Kopecky, George Walkden, Hannah Gibson, Ignatius Usar, Ikmi
Nur Oktavianti, Jean Nitzke, Michael Marlo, Rosey Billington, Stathis Selimis, Steve
Pepper, Teresa Proto, Valeria Quochi, Varun de Castro Arrazola

Fonts: Linux Libertine, Arimo, DejaVu Sans Mono

Typesetting software: XgWITEX

Language Science Press
Habelschwerdter Allee 45
14195 Berlin, Germany
langsci-press.org

Storage and cataloguing done by FU Berlin

Freie Universitat

Language Science Press has no responsibility for the persistence or accuracy of URLs
for external or third-party Internet websites referred to in this publication, and does not
guarantee that any content on such websites is, or will remain, accurate or appropriate.


http://langsci-press.org/catalog/book/121
http://dx.doi.org/10.17169/langsci.b121.280
http://langsci-press.org

Contents

Preface vii

I (Possible) Niger-Congo
I-A — Mande 3

1 Tone features revisited: Evidence from Seenku
Laura McPherson 5

I-B — Gur 23

2 Intonation and emotions in Konni: A preliminary study
Michael Cahill 25

3 The coding of identifiability in Mooré
Amos Teo 41

4 The syntactic status of objects in Mooré ditransitive constructions
Sara Pacchiarotti 61

5 All-in-one and one-for-all: Thetic structures in Buli grammar and discourse
Anne Schwarz 81

I-C — Kwa 101

6 Beyond resumptives and expletives in Akan

Sampson Korsah 103
7 Valency changing processes in Akan

E. Kweku Osam 117
I-D — Edoid 139

8 Degema clitics and serial verb constructions at the syntax/phonology
interface
Nicholas Rolle & Ethelbert E. Kari 141



Contents

I-E — Bantu

9

10

11

12

13

14

15

16

17

18

19

20

II

21

iv

Coronal palatalization in Logoori
Eleanor Glewwe & Ann M. Aly

Remote past and phonological processes in Kaonde
Boniface Kawasha

The future in Logoori oral texts
Hannah Sarvasy

Quantification in Logoori
Meredith Landman

The syntactic structure of negation in Ndebele
Ross Burkholder

The productivity of the reversive extension in Standard Swahili
Deo Ngonyani & Nancy Jumwa Ngowa

The anticausative alternation in Luragooli
John Gluckman & Margit Bowler

The locative applicative and the semantics of verb class in Kinyarwanda
Kyle Jerro

The Ndebele applicative construction
Galen Sibanda

Differential object marking in Mozambican languages
Armindo Saul Atelela Ngunga, Fabio Bonfim Duarte & Quesler Fagundes
Camargos

The interaction of two focus marking strategies in Luganda
Jenneke van der Wal & Saudah Namyalo

Variation in the expression of information structure in eastern Bantu

languages
Steve Nicolle

(Possible) Nilo-Saharan

Number marking in Lopit, an Eastern Nilotic language
Jonathan Moodie

163

165

183

201

219

235

255

271

289

309

333

355

377

397



22

III

23

24

v

25

26

27

Contents

Daats’iin, a newly identified undocumented language of western Ethiopia: A
preliminary examination
Colleen Ahland 417

Afro-Asiatic

Somali gender polarity revisited
Morgan Nilsson 451

The development of finite verbs from nominalized structures in Northern
Mao
Michael Ahland 467

Cross-family studies

Niger-Congo transitive reciprocal constructions and polysemy with
reflexives
Ken Safir & Naga Selvanathan 495

STAMP morphs in the Macro-Sudan Belt
Gregory D. S. Anderson 513

Igbo-English intrasentential codeswitching and the Matrix Language Frame
model

Kelechukwu Themere 539
28 Humor in Kenyan comedy

Martha Michieka & Leonard Muaka 559
Index 577






Preface

The 28 papers in this volume were presented at the 46th Annual Conference on African
Linguistics, held at the University of Oregon, March 26-28, 2015. The conference featured
nearly 120 papers, addressing phonetics, phonology, morphosyntax, semantics, informa-
tion structure, sociolinguistics, and historical linguistics, as well as a workshop on Luhya
languages of East Africa. The selected papers in this volume represent the broad range of
topics and language families that characterized the conference, as well as the maturation
of research in African linguistics.

The volume editors thank those whose generous support made the conference and
this volume possible: the Association of Contemporary African Linguistics (ACAL); and
the University of Oregon Linguistics Department, GLOSS (University of Oregon Gradu-
ate Linguistics Students organization), College of Arts and Sciences, Division of Equity
and Inclusion, Global Oregon, Office of International Affairs, African Studies Program,
American English Institute, Yamada Language Center, and Ford Alumni Center. We are
grateful to many graduate and undergraduate students, administrative staff, and friends
who supported the 46th ACAL conference, notably Ariel Andersen, Linda Campbell,
Thiago Castro, Richard Griscom, Manuel Otero, Sanna Parikka, Hugh Paterson, Rebecca
Paterson, Jaime Pefia, Matthew Stave, and Amos Teo.

Special thanks go to the many reviewers who helped us select and improve the papers
in this volume: Enoch Aboh, Colleen Ahland, Michael Ahland, George Akanlig-Pare,
Sean Allison, Greg Anderson, Peter Avery, Lee Bickmore, Rosey Billington, Fabio Bon-
fim Duarte, Leston Buell, Mike Cahill, Robert Carlson, Rod Casali, Tucker Childs, Thera
Crane, Nick Danis, Michael Diercks, Gerritt Dimmendaal, Laura Downing, Helen Eaton,
Ines Fiedler, Volker Gast, Eitan Grossman, Abbie Hangtan, Martin Haspelmath, Larry
Hyman, Kyle Jerro, Jason Kandybowicz, Boniface Kawasha, Mena Lafkioui, Marten Lutz,
Michael Marlo, Laura McPherson, Jonathan Moodie, Irina Monich, Edith Moravcsik,
Leonard Muaka, Carol Myers-Scotton, Deo Ngonyani, Steve Nicolle, Emmanuel Nikiema,
Morgan Nilsson, Derek Nurse, David Odden, Knut Olawski, Paul Olejarczuk, E. Kweku
Osam, Thomas Payne, Mary Pearce, Eric Pederson, David Peterson, Kent Rasmussen,
Nicholas Rolle, Sharon Rose, Phil Rudd, Josephat Rugemalira, Ken Safir, Ron Schaefer,
Anne Schwarz, Frank Seidel, Shahar Shirtz, Irina Shport, Galen Sibanda, Sylvester R.
Simango, Keith Snider, Tim Stirtz, Anne Storch, Amos Teo, Harold Torrence, Mark van
de Velde, Jenneke van der Wal, Valentin Vydrin, Aggrey Wasike, and Malte Zimmerman.
We are also grateful for the support and advice of the Contemporary African Linguistics
series editors Lee Bickmore and Akinbiyi Akinlabi, the expertise of Hannah Sande and
Emily Clem, and the patient, meticulous, and high-quality technical work of Sebastian
Nordhoff and colleagues from Language Science Press.
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Chapter 1

Tone features revisited: Evidence from
Seenku

Laura McPherson
Dartmouth College

Recently, authors such as Hyman (2010) and Clements, Michaud & Patin (2010) have argued
that African tone is better modeled with tonal primitives (e.g. H, M, L) than with tonal fea-
tures. This paper reopens the question with novel data from Seenku, a four-tone Mande
language of Burkina Faso (X, L, H, S). I argue that the features [+upper, *raised] provide
a unified analysis of several tonal phenomena, including plural formation, tonal neutral-
izations, and verbal alternations. First, I argue that plural formation is a case of featural
affixation, with a plural suffix [+raised] deriving [-upper,+raised] L from singular X, while
underlying [+upper,-raised] H shifts to S. In terms of tonotactics, the two middle tones are
treated differently in nouns: [+upper,-raised] is not allowed word-finally and is always fol-
lowed by X, while derived [-upper,+raised] is allowed. Further evidence for tone features is
found in the verbal domain. First, the distinction between S and H in verbs is often neutral-
ized, to S for transitive verbs and H for intransitive verbs. I analyze these neutralizations
as default [+raised] assignment to underlying [+upper] verbs in the transitive and [-raised]
assignment in the intransitive. In the perfective, S-toned transitive verbs are realized as H
while X-toned verbs remain unchanged. A featural account derives this result with the af-
fixation of perfective [-raised]. Finally, complicated argument-head tonal alternations may
be more naturally explained under a featural approach. In sum, this paper presents a case
where tonal features show an analytic advantage over tonal primitives, suggesting that the

debate is not yet over.

1 Introduction

Segments are widely accepted in phonology to consist of phonological features. These
features encode parameters such as place ([labial], [coronal], [dorsal]), voicing ([voice]),
nasality ([nasal]), or manner ([sonorant], [continuant], [delayed release]). For tone, the
situation is much less clear. Unlike segments, tone relies on only one phonetic parameter,
fo (barring secondary features like phonation), which is inherently scalar rather than

binary.
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Nevertheless, numerous feature systems for tone have been proposed in the literature.
Wang (1967) proposed a seven feature system for tone, including three height features
([high], [central], [mid]), and four contour features ([contour], [rising], [falling], [con-
vex]). Later systems abandoned featural specification for contour tones, opting to view
contours as sequences of tone levels instead. The most widely accepted systems take four
level tones as the base, which can be achieved with two binary features. Yip (1980) pro-
posed a so-called Register feature [+upper], dividing tonal space into two halves further
subdivided by a second feature (sometimes called a Tone feature) [+high]. This latter fea-
ture was renamed [raised] by Pulleyblank (1986). Other authors such as Clements (1983),
Snider (1990), and Hyman (1993) use unary features, [h/1] for Register and [H/L] for Tone,
but the resulting systems function in largely the same way.

Despite numerous proposals for both African languages and tone languages elsewhere,
recent work has cast doubt on the use of features for tone. Hyman (2010), for instance,
points out problems for M tones in featural systems, including featural ambiguity in a
three-tone language and the lack of a natural class for M tones in a four-tone language.
Clements, Michaud & Patin (2010) echo these criticisms, pointing to the lack of clear
natural classes defined by tone features and to the lack of support for assimilation or
dissimilation patterns driven by tonal features. For these reasons, both sets of authors
suggest that at least African tone is better modeled in autosegmental terms with simple
levels (L, M, H, etc.).

This paper has two main goals. The first is to describe the tone system of southern
Seenku, a relatively undescribed Mande language of Burkina Faso. The second is to re-
open the debate on the featural underpinnings of tone. I will argue that a two-feature
system aids in the analysis of Seenku, drawing evidence from plural formation, tran-
sitive/intransitive tonal neutralization, perfective formation, and argument-head tonal
alternations found in inalienable possession and certain O+V constructions.

The paper is structured as follows: §2 provides background information on Seenku
and data sources, and in §3, I give a brief description of Seenku lexical tone. The core
arguments for tonal features are given in §4, where I address plural formation (§4.1), tran-
sitive/intransitive tonal neutralization (§4.2), perfective formation (§4.3), and argument-
head tonal alternations (§4.4). §5 considers alternative analyses and §6 concludes.

2 Language and data

Seenku (ISO 639-3 [sos]) is a Mande language of the Samogo subfamily spoken in south-
western Burkina Faso. It has two main dialects, each named after the main village where
the dialect is spoken: northern Seenku (Timiku, literally ‘language of Karangasso’) with
5,000 speakers and southern Seenku (Gbeneku, literally ‘language of Bouendé’) with
12,000 speakers (Lewis, Simons & Fennig 2015). The former was the subject of Prost’s
(1971) Eléments de Sembla, a short grammar sketch and lexicon, but the latter has received
very little scholarly attention apart from Congo’s (2013) Master’s Thesis on aspects of the
phonology. Since 2013, I have undertaken fieldwork on the southern dialect; all data in
this paper are drawn from my field notes.



1 Tone features revisited: Evidence from Seenku

Like most Mande languages, Seenku shows S Aux O V X word order, where “X” can
be occupied by an indirect object, PP, negation, or adverb. Morphologically, it is largely
isolating.

3 Sketch of the tone system

Seenku is a four-tone language, with tonal primitives X (extra-L), L, H, and S (extra-H),
though with a few exceptions the underlying tonal inventory can be reduced to three
(X, H, S); as we will see below, L is commonly the result of plural formation, where it
contrasts with singular X, but is rarely found lexically. Minimal sets contrasting even
these three underlying levels are remarkably difficult to find, given an apparent tono-
tactic restriction on H in word-final position in nouns and many tonal neutralizations
found in verbs (see §4.2 and §4.3). In pronouns, we find the following (near) minimal
pairs for X vs. H and H vs. S, respectively:!

1 a 2 356’

5

a ‘2sG
b. mé ‘iIsG’
mi ‘1pL’

If we include the repair for noun-final H, i.e. epenthesis of X, the following (near)
minimal sets can be identified:?

(2) Tonal minimal sets contrasting X, H, and S
X HX) S
a. ky&(n) kyé¢(n) k&
‘peanut’  ‘breast’ ‘fat’
b. tsi tstt st
‘thatch’  ‘hippo’  ‘antelope’

Underlying L is limited in the current dataset to one numeral, nj ‘five’, and a couple
of adverbs, kirj ‘yesterday’ and mda ‘again’. Given the limited nature of numeral and
adverbial vocabulary, minimal pairs are not available, but L forms a near minimal pair
with X in numerals: nJ ‘five’ vs. nda ‘four’, and the f0 of L on ‘five’ is lower than that

! Tonal transcription represents X with double grave <>, L with grave <a>, H with acute <4>, and S
with double acute <4>. Tone marking for the whole syllable is otherwise only marked on the first vowel,
e.g. bée ‘pig’ is a long level X. The most common contour tones are HX and XS, represented by circumflex
<4&> and hacek <&>, respectively. The less common falling contour SX is represented by umlaut <&>.
All of these contour tones are likewise marked on the first vowel only, representing the fact that tone is a
property of the syllable rather than the mora, and to maintain identity in tone marking between short and
long vowels. All other contour tones are only found through processes of vowel coalescence, and in this
case only, each component of the contour is marked on one half of the long vowel, e.g. HS <a4>.

2 In these examples, the <n>> in parentheses represents a floating nasal, usually unpronounced in isolation
but realized on the following word in connected speech (either by nasalizing a sonorant or prenasalizing
a stop).
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of H on séen ‘one’ when pronounced side-by-side, showing that these two middle tones
are indeed phonetically distinct.

Contour tones are very common in Seenku, particularly HX (illustrated above) and XS,
found on both heavy and light syllables. This distribution suggests that the tone-bearing
unit (TBU) in Seenku is the syllable rather than the mora. An example of a minimal pair
contrasting HX and XS is given in (3):

(3) kui ‘néré seeds’
ki ‘grass sp.

Of these, HX is the more common contour, found on all syntactic categories; XS, in
contrast, is particularly common on auxiliaries and adjectives, the latter of which may
be grammatically assigned.

The other attested underlying contour is the tritonal sequence XHX, as in ddd ‘basket
hanger’.

Other contours are created morphologically or phonologically, as illustrated in the
following examples:

(4) Other contour tones and how they are created

Tone Example Gloss Created by...

SX nios ‘has eaten’ Perfect formation
XSX nai ‘has come’ Perfect formation
HS moé ‘1sG past’ Past tense formation
HL moo ‘1sG genitive’  Genitive formation
XH & ‘3sG genitive’  Genitive formation

In terms of tone rules, Seenku displays downstep and contour tone simplification,
though the domains of these processes and their potential implications for a system of
tone features are still under investigation.

4 Evidence for tone features

I propose that tone in Seenku is characterized by the following binary features, using
the Pulleyblank (1986) feature system:

(5) Seenku tone features

X|L|H|S

[upper] | - | -
[raised] | - | + | -

+
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The two binary features produce four potential tone levels, all of which are represented
in Seenku.® As stated above, L is seldom part of an underlying specification and is instead
usually derived by the addition of grammatical tone features (featural affixes).

Evidence for the utility of tone features over tonal primitives is drawn from four
sources: plural formation, transitive/intransitive verb tone, perfective formation, and
tonal interactions between pronominal arguments of nouns and verbs (inalienable pos-
session and O+V constructions). This featural specification for Seenku tone responds to
some of the criticisms of tone features, including providing evidence for natural classes
and for assimilation and dissimilation patterns.

4.1 Plural formation

The first piece of evidence for tone features in Seenku comes from nominal plural forma-
tion. Here, we see a tone raising process (in addition to vocalic changes that I will not
address here), raising X to L and H to S; underlying S in the singular remains S in the
plural, since there are no further tone levels to raise to. For example:

(6) Plural tone raising
a. X — L
bie —  b&e ‘pig(s)

b. HX) — S
bi — bi  ‘goat(s)

c. S — S
s — stii  ‘antelope(s)’

I argue that tone raising is driven by a featural affix [+raised] (McCarthy 1983; Lieber
1987; Wiese 1994; Akinlabi 1996; Wolf 2007, etc.). The addition of [+raised] to an X tone
([-upper, -raised]) yields L ([-upper, +raised]). The addition of [+raised] to H ([+upper,
-raised]) yields S ([+upper, +raised]). Finally, the addition of [+raised] to S tone yields
no audible difference, since it is already specified as [+raised]. In short, between the
singular and the plural, all four possible tonal specifications are attested.

In tonally complex nouns, only the final tone is altered in the plural, suggesting that
the plural [+raised] is a suffix. We see this effect in (7a), where the final S absorbs
[+raised], leaving the preceding X unaffected, and in (7b), where H(X) raises to S without
effecting the preceding X in the contour tone:

3 In the early stages of work, I analyzed the language as a three-tone language, which meant there was
ambiguity in the featural specification of the M tone. Nevertheless, differing tonotactic restrictions for
erstwhile “lexical M” (now H) vs. the “derived M” (now L) supported this four-way featural distinction.
Further fieldwork revealed that the two supposedly M tones are in fact phonetically distinct, with the tone
derived by plural formation (L) lower than that found underlyingly (H). The discovery of a small number of
underlying L tones corroborate the decision to treat Seenku as a four-tone language, despite the majority
of lexical contrasts being created with only three levels. In other words, it is thanks to a featural analysis
that I became attuned to the possibility of four distinct levels.
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(7) a. jogwa — jonwé ‘cat(s)’
b. daa — dg&¢ ‘basket hanger(s)’

Looking at (7b), we can see that the feature [+raised] targets H of the tritone XHX
contour, not X. This fact is explained if the underlying form is XH, with the final X tone
added only if plural formation fails to apply. As mentioned in the last section, there is a
systematic absence of level H-toned singular nouns in the lexicon:

(8) Singular level-tone melodies
Singular  Plural Gloss

X  bte bte ‘pig(s)
H - - -
S st st ‘antelope(s)’

Instead, we find an abundance of HX contours that become S in the plural, just as we
would expect of a H tone. Examples include:

(9) /H/ singular — S plural
bi bi ‘goat(s)’
ka ké ‘yam(s)’
sa(n) sf ‘rabbit(s)’
g3  g3ee  ‘wood(s)’

If X were part of the underlying representation, then [+raised] would dock to X, creat-
ing HL (e.g. bi — *bi " ‘goat(s)’).* This supports an underlying representation /bi/, which
fills in the systematic gap in singular level tone melodies. Anytime a H tone finds itself
in noun-final position, an X tone is epenthesized as a repair.’ If we assume morphology
occurs before phonology, then the plural of H nouns would carry a [+raised] feature that
alleviates the need for such an epenthetic X:

(10) UR /bigg/  /bin/
Morphology — bi (Addition of [+raised])
Phonotactics  bi —
SR [bi] [bi]

From a constraint-based perspective, *[+upper, -raised]# would be satisfied in the plu-
ral by docking the [+raised] feature and deriving an S tone, whereas in the singular
where no such feature is available, X epenthesis is the optimal strategy. In contrast, all
other tones (X, L, S) are level, showing that the phonotactic ban is specifically on the
featural specification [+upper, -raised].

In sum, plural formation provides evidence for all four tone levels in Seenku, moti-
vated by a single featural affix [+raised].

4 HL is never found on a light syllable in Seenku, so no single diacritic is employed to represent it, the
circumflex already being used to represent HX.

5 This is either a case of lexical class-specific tonotactics or X is itself morphological, perhaps encoding
singular (though not on S nouns). I leave this question to future work.

10



1 Tone features revisited: Evidence from Seenku

4.2 Transitive and intransitive verbal tone

The next piece of evidence for features comes from transitive and intransitive verbal tone.
On the surface, most verb stems show only a two-way tone contrast, with neutralization
of S and H (though as we will see later, there is a contrast between these two underly-
ingly).® For transitive verbs, S and H verb stems neutralize to S tone, as highlighted in
Table 1, with a dummy 3sG object d.

Table 1: Transitive verb stems

Underlying tone  Surface form  Gloss

X d sa ‘buy it’
agys ‘grill it’
ap ‘uproot it’

H a kiis ‘bite it’

a s ‘sell it’
a gda ‘pull it’

S a ba ‘hit it’

a dzi ‘put it’
anio ‘eat it’

Both a lexically H-toned stem like /s32/ ‘sell” and a lexically S-toned stem like /nio/
‘eat’ have S tone on the surface in constructions where verbal tone is not perturbed by
either aspect (see §4.3) or the presence of an object in the irrealis mood (see §4.4), namely
the progressive and the immediate past, to be expanded upon below.

For intransitive verbs, S and H verb stems neutralize to H. However, since the un-
derlying distinction between the two only emerges in the presence of a direct object, it
is impossible to determine the underlying tone of intransitive verbs in most cases. (11)
gives surface forms only:

(11) Intransitive verb stems

Surface form  Gloss Surface form  Gloss
a.X ki ‘go’ b.H s5 ‘arrive’
nd ‘come’ tsl ‘jump’
ki ‘die’ su ‘get up’
kwiaa ‘farm’ gy ‘return’

The neutralization of S and H is a dynamic process that results in alternations. For
instance, an ambivalent stem gyara ‘spill’ surfaces as gydrd when used transitively and

¢ Recent fieldwork has unearthed some irregular verbs that do not follow these tonal patterns, including a
few S-toned intransitives, but the majority of verbs do undergo the neutralizations described here.

1
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gysra when used intransitively. X-toned verb stems, on the other hand, always surface
with X. Thus, intransitive kwda ‘farm’ is still X-toned kwd when used transitively.7

I analyze these patterns as the result of morphological neutralization rules targeting
[+upper] tones and shifting their registers to either [+raised] for transitive or [-raised]
for intransitive verbs:

(12) a. [+upper] — [+raised] when Viapsitive
b. [+upper] — [-raised] when Viptansitive

For (12a), the change to [+raised] in [+upper, +raised] S verbs is vacuous, since they
already carry this specification, while the change to [+raised] in [+upper, -raised] H
verbs results in a [+upper, +raised] S tone. Similarly, for (12b), the change to [-raised] in
[+upper, -raised] H verbs is vacuous, but this same change in [+upper, +raised] S verbs
results in [+upper, -raised] H tone. In both cases, the tonal distinction is neutralized. We
know that these neutralizations are the result of more restricted rules and not general
floating featural morphemes (e.g. [+raised] for transitive, [-raised] for intransitive), since
the concatenation of [+raised] with an X verb in the transitive would raise it to L, a
change we do not see.

These featural alternations are most likely related to another tonal change we see in
the same realis verb forms: In the periphrastic progressive and immediate past, both
of which employ the verb stem followed by the postposition ne, transitive verbs are
followed by an S tone and intransitive verbs are followed by an X tone. This tone is most
often realized solely on the postposition, leaving transitive verbs followed by S-toned
né and intransitive verbs by X-toned né, but intransitive verb stems with a long vowel
allow the X tone to dock, creating a HX contour on H-toned stems.® For example:

(13) Addition of transitive S and intransitive X in postpositional forms

a. Transitive b. Intransitive
a s30 né sell it ka ng go
w R 7 3 o) . Y < ]
A sa né buy it sa n¢ cry
akpd3né  S‘sewit gydo n¢ ‘return’

While it is tempting to view the neutralizations as the synchronic result of partial
assimilation to the added tone, this analysis is not supported by the data. First, we might
expect under this view that X-toned transitive verb stems might also raise, which they
do not; explanations along the line of parasitic harmony (Cole & Trigo 1988) would hold
only of transitive verbs (where H raises to adjacent S), and not of intransitive verbs where
it is the maximally different tone (S) that lowers. Second, and more importantly, certain

7 The vowel length distinction may be due to an assimilated antipassive suffix in the intransitive form.

8 Presumably, the same docking principles would hold true for transitive verbs as well, but the only audi-
ble contour that could be created is an XS rising tone, and Seenku displays progressive tonal absorption
(Hyman & Schuh 1974) when a rising tone is followed by an S tone. This results in simplification back to
X. Evidence that a rising tone is in fact created on X-toned transitive verbs can be found in the xylophone
surrogate language (McPherson 2016), where contour simplification is not encoded; musicians play these
verbs as rising tones.

12



1 Tone features revisited: Evidence from Seenku

idiosyncratic verbs like nad né ‘yawn’ display a HS contour on the surface before an S-
toned postposition, showing that there is no reason such contours could not be created
by the addition of S to H-toned transitive verbs. In other words, raising of H to S before
another S is not automatic. Instead, I argue that the tonal neutralizations shown above
may be the grammaticized result of phonetic raising or lowering due to the following
tone but cannot be analyzed purely on these grounds from a synchronic perspective.

Summarizing this section, the use of tonal features allows us to clearly capture pat-
terns of neutralization in two ways. First, the feature [+upper] defines a natural class of
tones in Seenku, namely S and H, that is affected by the rules of neutralization. Second,
the neutralization itself can be explained in featural terms as the change to [+raised] in
transitive verbs and to [-raised] in intransitive verbs.

4.3 Perfective formation

We find another case of featural affixation in the perfective, though unlike the plural,
its effects are only audible in one type of verb, namely transitive S-toned verbs. In the
transitive, we see a lowering of surface S-toned verb stems to H; X-toned verb stems
show no change:

(14) Perfective forms of transitive verbs
Progressive Perfective  Gloss

a.S Aas3né A 830 ‘sell it’

a nio né A nio ‘eat it’

4 ba né aba ‘hit it
b.L #&sané Asa ‘buy it’

A gyd né A gyd ‘grill it’

a O né ab ‘uproot it’

Intransitive verbs, like X transitive verbs, show no tonal change in the perfective (apart
from the last case, where the absence of the X tone and postposition allows the verb stem
‘return’ to surface as level H):

(15) Perfective forms of intransitive verbs
Progressive  Perfective  Gloss

a.L kin ka ‘go’
ni n na ‘come’
Ki n¢ ki ‘die’
kwaa nt kwaa ‘farm’

b.H s3nt o) ‘arrive’
tsi n¢ tsi Jump’
st n¢ su ‘get up’
gy5o n¢ gy ‘return’

I analyze the perfective as a featural affix [-raised]. Added to [+upper, +raised] S, this
affix derives [+upper, -raised] H. Added to [+upper, -raised] H or [-upper, -raised] X, it
has no audible effect. Because of this, it is indeterminable whether perfective formation
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applies before or after tonal neutralizations; the resulting forms would be the same either
way.

Thus, the existence of featural affixes in Seenku is corroborated by data from the per-
fective. Without tone features, we would have to propose an arbitrary rule of S-tone
lowering in the perfective, whereas the affixation of [-raised] explains both the cases
where the affix is audible and those where it is not.

4.4 Alternations with pronominal internal arguments

The final argument for tone features is more speculative and is made based on a series of
complicated tonal alternations that arise between either a verbal or nominal head and its
internal argument (direct object or possessor) when that argument is pronominal. The
contexts in which these alternations take place are summarized in (16):

(16) a. A pronominally possessed inalienable noun.

b. A transitive verb in irrealis mood (future, imperative, habitual) with a
pronominal object.

When the verb is realis (including when it is perfective), it does not interact tonally
with the object.

Before we turn to the alternations, the inventory of Seenku pronouns is summarized
in Table 2.

Table 2: Seenku pronouns

Person Singular Plural

1 n/mé mi
a(wo) i (y6 kwé)
3 a wo i/kwé

Where there are slashes in Table 2, the form on the left is the basic (unfocused) form
and the form on the right is the focused form; similarly, elements in parentheses are
added after pronouns when they are focused. As we can see, all three basic tones (X, H,
S) are attested on pronouns, while L is absent.

When a noun or verb takes a pronoun as its argument, it follows the pronoun and
displays tonal alternations depending on both its own underlying tone and on the tone
of the pronoun. It is here that we see the three-way tonal contrast on verb stems emerge
despite its neutralization in other contexts. Table 3 summarizes the alternations, which
are the same for both nouns and verbs. The body of the table displays the resulting
tonal form of the head noun or verb based on its underlying form (top row) following
pronouns of varying tonal forms (leftmost column).

One pattern is clear and straightforward: all head tones are neutralized to S tone after
an S-final pronoun (1prL, focused 2r1L and 3pL). The pattern with X-final pronouns (3sgG,
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Table 3: Summary of tonal alternations

Final tone of pronoun Underlying tone of head
X H S

X X X H

H S X X

S S S S

unfocused 3pL) is likewise fairly consistent: it triggers lowering on the head, with S
becoming H, H becoming X, and X remaining X (the opposite pattern of that seen in
the plural). The pattern with H-final pronouns (1sG, 2sG, unfocused 2p1) is the most
challenging: there is polarity of underlying X and S tone, and H lowers to X.

How can tone features help us make sense of this situation?

First, it is important to note that after non-pronominal (nominal) arguments, the tone
of the head always takes on the final tone of its argument; that is, it is always neutraliz-
ing.9 We can see this in (17), where the same verb sd ‘buy’ takes an X-, L-, and S-toned
object:

(17)  a. bgesa ‘buy a pig!’
b. bée sa ‘buy pigs!’

c. bisi ‘buy goats!’

The examples in (18) show the neutralization of verbal lexical tone after a X-toned
object:

(18) a. /X/bie sa ‘buy a pig!’
b. /H/ bte 35 ‘sell a pig!’
c. /S/ bée ba ‘hit a pig!’

Multiple analyses are possible for the distinction between nouns and pronouns as the
argument of the head. One possibility relies on underspecification: tone spreading or
copying only takes place after fully specified tones. Under this approach, S-toned pro-
nouns would be necessarily fully specified as [+upper, +raised], whereas X- and H-toned
pronouns would be missing one of the tonal features. The problem with this approach
is that in cases with complex arguments (compound nouns or possessive phrases as the
object of a verb), the verb undergoes the same tonal alternations as it would after a pro-
noun, despite the complex argument arguably having full tonal specification. A second
possibility is that differences result from phrasing or domain assignment: arguments

¥ This is reminiscent of tonal compounding processes elsewhere in Mande, e.g. compacité tonale in Bambara
(Creissels 1978; 1988; 1992; Dumestre 1984; Green 2010), tonal compounding in Susu (Grégoire 1978; Green,
Anderson & Obeng 2013), as well as in other Western Mande languages (deZeeuw 1979).
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and heads seek to form a unified, possibly binary domain, in which the initial element is
tonally dominant. Nouns are prosodically stronger than pronouns and are able to fully
fill this role, while pronouns cannot overpower the tone of the head. The exception is
with S-toned pronouns, which tend to be CV in shape rather than V or N (impossible syl-
lable shapes in nouns); the combination of the “strong tone” S and their nominal shape
allows them to behave like a regular noun. The similarities in tonal effects between
pronominal and complex arguments would come from the fact that in both cases the
argument is a non-ideal tonal head: in the former case, it is too light, and in the latter
case, it is too heavy.

I will leave these explanations for future work and offer here only some preliminary
thoughts on why we find the particular tonal alternations described in Table 3 as opposed
to any others. I will show that tone features may indeed hold the key.

Whether we fully specify X-toned pronouns as [-upper, -raised] or underspecify them
as [-raised] alone, alternations with these pronouns follow straightforwardly from the
spread of the [-raised] feature as in (19). The pronoun and the verb here are linked with
the feature [-raised], which causes the verb to lower from S to H.

(19) Example of [-raised] spreading
[-upper] [+upper]

a ba

T
[-raised] [+raised]

‘hit him!’

H-toned pronouns are trickier, since they neither consistently raise nor consistently
lower the head. However, I argue that these alternations, too, can be understood as
a preference for spreading [-raised] of [+upper, -raised] combined with an OCP effect
against adjacent H tones. When a H-toned pronoun precedes an S head, [-raised] spreads.
However, this creates a sequence of two H tones; to resolve this sequence, [+upper] on
the head dissimilates to [-upper], yielding an X tone:

(20) Example of [-raised] spreading from H to S
[+upper] frupper} —— [-upper]

mo ba

RS
[-raised] [+raised]}

‘hit me!’
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With an underlyingly H-toned head, the OCP restriction comes into effect right away,
triggering the same repair of dissimilating [+upper] to [-upper]. This results in an X tone
once again, as in (21).

(21) Example of [+upper] dissimilating in a sequence of two Hs

[+upper] {+apper] —— [-upper]
mo SO

[-raised] [-raised]

‘sell me!’

Taking H to be a middle tone in Seenku, this kind of M-tone dissimilation has support
in other African languages, such as Leggbo (Paster 2003). Alternatively, the dissimilation
could be driven by an OCP constraint (e.g. McCarthy 1986) on [+upper] rather than on
the sequence of two Hs specifically. However, a similar dissimilation pattern is arguably
at work with X-toned heads. Here, rather than spreading [-raised] onto a tone already
designated as [-raised], the non-homophonous [+upper] spreads instead. This creates
once again a sequence of two H tones, and here it is [-raised] that dissimilates on the
head to [+raised], creating an S tone:

(22) Example of [+upper] spreading from H to X
[+upper] tupper}

mo sa
[-raised] [raised} ——— [+raised]
‘buy me!’

These results can be unified by the following informally conceived constraints: 1. The
argument and the head should be linked tonally, preferably by [-raised]. 2. This linking
should be of a non-homophonous tonal feature. 3. Two H tones may not follow one
another (or, there is an OCP constraint on [+upper] and [-raised]).

Pronoun-head configurations are still under investigation in Seenku, but the use of
tone features brings us closer to understanding how we can get cases of partial assimila-
tion (only one feature spreads rather than both) and why we get the particular changes
that we do. We further find promising cases of featural dissimilation of [+upper] and
[-raised], driven either by the features themselves or by the larger tonal complex (H) in
which they are found.
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5 Feature-less alternatives

If Hyman (2010) and Clements, Michaud & Patin (2010) are correct that tone should not
be modeled with features, then alternative approaches must be found for Seenku. In this
section, I briefly consider two possibilities, showing where each is successful and where
it falls short.

5.1 Tonal primitives (X, L, H, S)

Under this approach, tones are indivisible elements. The tonal neutralizations found in
transitive and intransitive verb tone could be explained by differential phonotactics or
reduced inventories: transitive verbs only allow S and X and intransitive verbs only allow
H and X.

However, the other tonal effects do not emerge as easily. First, we might try to explain
the tone raising chain shift in the plural with the affixation of S, where X+S yields L and
H+S yields S, but seeing as the language allows contour tones, there is no principled rea-
son why these tone mergers should take place; the situation is the same for the lowering
effect of the perfective. Second, there is no natural explanation for the restricted nature
of L. Under a two feature system, four categories are automatically available, and L is
derived naturally by grammatically manipulating these features. Under a tonal primitive
analysis, this fourth category would need to be specifically posited and then restricted
to (mostly) derived environments. Finally, the tonal alternations found between pro-
nouns and their lexical head would require even more stipulated tone rules without the
availability of features.

5.2 Scalar tone

A more promising alternative is the use of a scale for tone, shown in (23):

(23) Seenku scalar tone
X L H S
1 2 3 4

Raising in plural formation would be easily accounted for in this system by a rule of
[+1] 1 — 2, 3 — 4). Perfective formation would be a rule of [-1], but only in transitive
verbs and only after the neutralization rules that raise /H/ to S. As above, this would
require that we stipulate reduced tonal inventories for transitive and intransitive verbs.
The lowering effect with X-toned pronouns, however, would be problematic, since a rule
of [-1] would create a L tone from a H tone rather than the attested X. Further, the tonal
effects with H-toned pronouns do not follow naturally, since tone level 1 raises to 4, while
both 4 and 3 lower to 1.

Thus, like the tonal primitive approach, this approach faces a number of difficulties
that are more elegantly solved under the featural account.
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6 Conclusion
To sum up, tone features have been rejected based in part on the following criticisms:

1. No evidence for tonal natural classes, as in segmental phonology.
2. No evidence for assimilation or dissimilation patterns.

3. They give rise to ambiguity in M tones for three-tone languages.
4. Everyone employs them differently; there is no accepted standard.

In this paper, I have argued that some of these criticisms need to be reconsidered. First
and foremost, the existence of tonal features allows us to posit featural affixes for tone,
which allow for the elegant analysis of a number of phenomena in Seenku. The data
thus far give evidence of a [+raised] featural affix marking plural, a [-raised] featural
affix marking perfective, and possible [+raised] and [-raised] marking transitive and in-
transitive, respectively, on underlying [+upper] verb stems. On this point, the existence
of a tone rule or featural affix targeting only [+upper] verb stems responds directly to
criticsm 1: Seenku provides evidence for tonal natural classes.!

In response to criticism 2, we may find evidence for both assimilations and dissimila-
tions in pronoun/head alternations. Specifically, there may be an OCP effect of [-raised]
and [+upper] sequences, triggering dissimilation on the second feature, while feature
spreading of [-raised] could be viewed as an assimilatory process.

Criticism 3 is a bit difficult to assess, given Seenku’s four-tone nature. As I have shown,
however, the vast majority of lexical contrasts are produced with only three tones, with
the second “middle tone” restricted to contexts derived by manipulating tone features
of the other three. I take this as evidence that the availability of four categories under
a feature system may actually be a boon not only for analysis but also for the develop-
ment of a four-tone system out of what was presumably a system with fewer contrasts
historically (as evidenced by related Mande languages).

Finally, criticism 4 is a valid point: there is no accepted standard for tonal features
or their geometry. However, I do not view this as reason to abandon the hypothesis.
Either we simply have not examined enough languages yet in light of tonal features to
reach a consensus, or, as Odden (2010) argues, feature systems need not be phonetically-
grounded and universal. They may be deduced by speakers from the learning data, lead-
ing to different systems and analyses in different cases.

If languages like Seenku continue to respond to these criticisms, then it may not be
time to close the book on tonal features just yet.

101t is interesting to note that all of the featural affixation required for Seenku involves the feature [raised]. In
this light, we might take [raised] to be the register feature, as in Snider (1990; 1998), and thus think of Seenku
morphological processes as manipulating register. Future work will explore this topic further, focusing on
the relationship between downstep (an attested process in Seenku phonology) and the featurally defined
tones presented in this paper.
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Chapter 2

Intonation and emotions in Konni: A
preliminary study

Michael Cahill

SIL International

One of the paralinguistic functions of intonation is the use of gradient changes of pitch and
duration to indicate emotional states of the speaker. This study examines the difference in
pitch of Konni native speakers’ speech which accompanies several different emotions. A
neutral utterance was compared to the same sentence uttered as if the speakers were sur-
prised, bored, angry, “contemptuous”, and wanted to emphasize the sentence. Base pitch
level, pitch range and overall duration of the sentences were measured and compared to the
neutral statement. The results of this study are compatible with those found in other lan-
guages, and add to the knowledge of how tone languages are able to express paralinguistic
intonation in a systematic way.

1 Introduction

The term intonation does not have a universally agreed on definition. Some researchers
either explicitly define it in terms of pitch alone or seem to assume such a definition
(Lieberman 1967; most papers in Bolinger 1972; Gussenhoven 2004). As Hirst & Di Cristo
(1998: 3) note, the terms intonation and prosody have often been used interchangeably in
the literature. These authors spend significant time discussing the ambiguities of vari-
ous terms, distinguishing INTONATION PROPER, which deals with pitch, from the broader
concept PrRosoDY, which also includes intensity and quantity. Ladd (2008: 4) gives a use-
ful definition which we will assume here: “the use of suprasegmental phonetic features
to convey ‘postlexical’ or sentence-level pragmatic meanings in a linguistically structured
way” (his emphasis). Though pitch will be the most common measure referred to in this
paper, duration will also be examined.

A particular instance of intonation can be either STRUCTURAL or PARALINGUISTIC (Gus-
senhoven 2004; Ladd, Scherer & Silverman 1986; Ladd 2008). Structural intonation is
categorical and phonological, indicating linguistic boundaries or morphosyntactic func-
tions. Paralinguistic intonation involves gradient phonetic values of pitch, as well as
duration and intensity, often indicating emotions and attitudes. Konni has cases of each

Doris L. Payne, Sara Pacchiarotti & Mokaya Bosire (eds.), Diversity in African lan-
guages, 25-41. Berlin: Language Science Press.
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of these, and a broader range of intonational patterns is examined in Cahill (2016), but
this paper’s focus will be on paralinguistic intonation.

Intonation in tone languages has not been studied nearly as much as in non-tonal
languages, probably on the assumption that lexical and grammatical tone would override
any pitch differences attributable to intonation.! The papers on various languages in
Hirst & Di Cristo’s (1998) survey include a few tone languages (Thai, Vietnamese, and
Beijing Mandarin), and the papers on Thai and Vietnamese have some detailed remarks
on the topic of this paper: how emotional states influence intonation. However, the
overall literature on emotions and intonation in tone languages is still sparse. Green’s
(2009) work titled “Prosody and Intonation in Non-Bantu Niger-Congo Languages: An
Annotated Bibliography” includes 125 works on individual languages, of which only five
deal at all with intonation, and none with the emotion/intonation issues addressed here.

Tone languages often use particles or other morphosyntactic strategies, rather than
pitch, to indicate grammatical functions which are indicated by pitch in other languages.
Focus will serve to illustrate this difference. Narrow focus in English is indicated intona-
tionally, with pitch as a major component: “You DROVE to the store”(that is, you didn’t
wAlLK...). Cruttenden (1997: 73) notes that tone languages are less likely to use intona-
tion as a means of focus than non-tone languages, and several recent studies affirm this.
In Awutu (Lomotey 2014), a deliberate attempt to have speakers focus on one part of
a sentence produced almost no pitch variation. Schwarz (2009) writes that Konni and
two closely related languages (Buli and Dagbani) use only morphosyntactic structure to
indicate focus. Harley (2009) notes five strategies that Tuwili uses for focus. Four are
morphosyntactic, though there is also a pitch-accent strategy. Even in the non-tonal
African language Wolof, focus is marked by morphosyntactic means, not by intonation
(Rialland & Robert 2001). Fiedler & Jannedy (2013) show that Ewe’s most reliable prosodic
cue for focus is not F0, but duration of the focused element. In light of this, the natural
question that arises is how intonation can function in a tone language, since both intona-
tion and tone affect pitch. Cruttenden (1997: 9-10) notes four ways that tone languages
may implement what he terms superimposed intonation:

« The pitch level of the whole utterance may be raised or lowered.
« The range of pitch may be narrower or wider.

« The normal downdrift of a sentence may be suspended.

« The final tone of the utterance may be modified.

The first two of these, and sometimes the others, are paralinguistic expressions of
intonation, and these are more common than structural intonation in African languages.
We will see the first two of these — change in pitch level and change in pitch range
- exemplified in the present study on Konni on the interaction of pitch with states of
emotions in Konni.

Konni ([kma], Gur family) has two underlying tones, High (H) and Low (L). These
may combine as rising (LH) and falling (HL) contours on single syllables. A second

! An exception to this is a a volume entirely devoted to intonation in African languages, Downing & Rialland
(2016). This includes my broader review of several intonation patterns in Konni.
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High may be downstepped from the preceding High (H'H). This sequence can appear
on adjacent syllables or on a single syllable as a second type of falling tone. The tone-
bearing unit is the syllable, to which one or two autosegmental tones may associate. A
detailed presentation and analysis of Konni tone can be found in Cahill (2007).

Cahill (2012) gives an examination of Konni polar question intonation. This phenom-
enon is structural: the tone of the final syllable of the utterance is lowered in one of
several distinct ways by adding tonal autosegments. For a final noun ending in High
tone, either a L autosegment is added, resulting in a falling HL tone as in Table 1, ex-
ample (a); or LH autosegments are added, resulting in a falling H'H tone as in example
(b). Which pattern applies appears to be a lexical choice. If the final noun ends in a Low
tone, HLH autosegments are added, in effect raising the tone before it is lowered, as in
example (c). The final vowel of the syllable is also categorically lengthened.?

Table 1: Statements with corresponding polar questions

Konni gloss
a. u sié gilinsiélé ‘s/he is dancing gilinsiele dance’
sié gilinsieléé ‘is s/he dancing gilinsiele dance?’
b. & nmia giim'bi ‘s/he is rolling the rope’
& nmid gudm'bi't ‘is s/he is rolling the rope?’
c. Odawa niigé ‘s/he has bought a cow’
& dawa nii'gé'é ‘has s/he bought a cow?’

Sometimes polar questions are the response given when the speaker is asked to act
surprised, as we will see in some situations in this paper.

2 Methodology

The data for this study was gathered by Mr. Konlan Kpeebi of the Ghana Institute of
Linguistics, Literacy, and Bible Translation (GILLBT). It was a small part of a broader
project which gathered data on several aspects of Konni intonation (Cahill 2016). I pro-
vided detailed instructions but was not personally present for the data gathering. Kpeebi
recorded Mr. Naaza Solomon Dintigi and Mr. Mumuni Salifu Barnabas, both men in their
20s and native speakers of Konni. This was done in a recording studio in Tamale, Ghana.
Specifics of the recording hardware are not available, but the recording quality was free
of roosters and other outside noises so frequently encountered in field recording situ-
ations, and the quality was more than adequate for pitch and duration analysis. I am
extremely grateful to all of them for their input and expertise.

2 Word order in Konni is, like English, SVO, so the Konni and their English translations here can be matched
essentially word for word.
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These two Konni speakers were verbally given a natural Konni sentence, and told to
first say it normally (termed the neutral intonation here), then to repeat the same sen-
tence, saying it as if they were experiencing various emotional states. Instructions were
given in English, in which the speakers are both fluent. They repeated each utterance
three times. Solomon produced one sentence with its emotional variants, and Salifu pro-
duced that sentence as well as six additional sentences with emotional variants, seven
in all.

Table 2: Sentences produced by speakers

Both speakers S digiwo nyda ‘s/he has cooked yams’
Salifu only a.  &gawd'nydn ‘s/he has gone to market’
b. & daawa kpaan ‘s/he has bought oil’
c. udigiwé gila ‘s/he has cooked eggs’
d. @ chonpwa gila ‘s/he has fried eggs’
e. uduuwé’saan ‘s/he has eaten TZ (porridge)’
f. & chigistwé 'bolin  “s/he has fetched fire’

The emotional states chosen were as if the speakers were surprised, bored, angry, con-
temptuous, and finally, emphatically (emphasizing that the statement is what really hap-
pened). Studies on emotions and intonation have covered a very wide and inconsistent
list of emotions, even including irony and admiration (P8 Thé Diing, Tran Thién Huong
& Boulakia 1998: 402). All the emotions in this study (plus several others) were included
in the study on Thai by Luksaneeyanawin (1998), and several other studies in Hirst &
Di Cristo (1998) included emphasis. Surprise, anger, boredom, and emphasis were all
mentioned by Ladd (2008) as emotions that have been the subject of intonation studies.
Considering my previous background in Ghana, as well as these fairly common prior
mentions of these emotions in intonation studies, the choice of particular emotions in
this study were a reasonably practical subset of possible states to elicit.

The response sentences had the same word order and lexical and grammatical tones
as the input neutral sentences, with one partial exception. The surprise response often
resulted in the speakers’ producing a polar question. That is, ‘S/he went to market,
expressed with surprise, became ‘S/he went to market?’ These are discussed somewhat
separately in this study.

To test the phonetic variation of pitch in the utterances, the pitch range and base
pitch level were measured.® This was done by measuring the frequency at two positions
in each utterance: the initial Low tone of the sentence, and the first High tone in the

3 All recordings were analyzed using SIL’s Speech Analyzer program, available as free download at http:
/[www. sil.org/resources/software_fonts/speech-analyzer.
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sentence.? The initial Low is labeled as the base level, and the difference between this
and the first High is the range. All the input utterances of this study had a Low-toned
pronoun sentence-initially, and a High-toned verb suffix two or three syllables later, as
exemplified in Figure 1. The syllables which were measured are bolded and underlined.

|
L L H *H
Phonetic u d i W o s a: n
[ o pommmeninniniy

tfsec] 0200 0300 0,400 0.500 0.500 0.700 0800 0,900

200

100
tsec) 0,200 0300 0,400 0500 0500 0.700 0.800 0.900

Figure 1: u dii-wé 'sdan ‘s/he ate TZ’ (a type of porridge)

The frequency, in Hertz ® is read directly off a part of the graph not included in Figure 1.
The frequency was read at either the stable part of the vowel or, lacking a flat portion
of the frequency, at the midpoint of the vowel. The base pitch level in Figure 1 is the
frequency at the left cursor, i.e. at the Low toned [u]. The pitch range is the difference
between this Low and the High of the [w6] syllable at the right cursor.

Duration has also been found relevant in studies of other African languages (Hyman
& Monaka 2011; Fiedler & Jannedy 2013), even when pitch is not directly involved. So
the duration of the entire sentence was also measured, the distance between two cursors
again being read directly off a part of the graph not included in Figure 1.

Regular and systematic differences were found between the neutral form of the ut-
terance and the various emotional states for which data was gathered. We turn now to
these.

* An alternative would be to measure the maximal pitch range, that is, the highest and lowest pitch in the
sentence. This was not done because of downdrift. As is common in African languages, there is a continual
downdrift of High tones after a Low, so that in a H-L-H-L-H-L-H sequence the last H is considerably lower
than the first H, and in a longer sentence the last High may even be a lower pitch than the initial Low
tone. Downdrift is also the reason why an average pitch was not taken across the sentence; the longer the
sentence, the lower the average pitch.

5 Reading the data in semitones is also an option in Speech Analyzer, and would be reported if there had
been a mixed gender sample.
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3 Results

All the numbers reported in the following tables are averages of three utterances of that
particular sentence. Frequencies are reported in Hertz (Hz), and duration is reported in
milliseconds (ms). Other abbreviations in the tables are:

« Exp= expanded range (a larger L-H difference than the neutral)

« CcONT= contracted range (a smaller L-H difference than the neutral)

+ “1” means that it’s only slightly more of that quality, noticeable but with perhaps
marginal significance.

As noted before, the requested surprise intonation often elicited a polar question as
the response. In terms of structural vs. paralinguistic intonation, the polar question
exhibits both. As briefly mentioned above and detailed in Cahill (2012), a polar ques-
tion in Konni is not only phonetically raised in pitch (paralinguistic), but is analyzable
phonologically in terms of autosegments added to the neutral sentence (structural), and
has one of several varieties of a falling tone on the final syllable. That syllable is cate-
gorically lengthened, and this accounts for the total duration of the surprise intonation
being lengthened in all the measurements to follow (thus the label “longer” rather than
“slower”).

We begin with a detailed examination of results from one sentence, with separate
charts for the two speakers. Each figure in the cells is the average from three repetitions.
The columns L (Hz), H (Hz) and duration are all direct measurements, with the range
(H-L) being derived from the first two. The last column sums up, in general terms, the
difference between that emotional state and the neutral base form.

Table 3: ‘S/he has cooked yams’ @ digiwé nyda (Solomon)

L(Hz) H(Hz) range(H-L) duration compared to neutral

neutral 128 153 25 798 —

bored 128 157 29 810 I-exp, I-slower
angry 152 182 30 697 higher, l-exp, faster
contemptuous 147 177 30 738 higher, I-Exp, faster
emphatic 135 172 37 743 l-higher, exp, faster
surprise (no Q) 156 185 29 703 higher, I-Exp, faster

The first thing to note is that the two speakers had a few seemingly categorial dif-
ferences in their expressions. Especially noteworthy is that the bored expression was
slower than the neutral one for Solomon and faster for Salifu. Also, Solomon’s angry
and emphatic expressions were faster than Salifu’s. There was other minor variation,
but the main difference between speakers was speed in three utterances.
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Table 4: ‘S/he has cooked yams’ @ digiwé nydad (Salifu)

L(Hz) H(Hz) range(H-L) duration compared to neutral

neutral 134 155 21 680 —

bored 140 164 24 629 I-higher, 1-exp, faster
angry 142 172 32 682 higher, exp
contemptuous 139 167 28 679 I-higher, l-Exp
emphatic 142 180 38 706 higher, Exp, slower
surprise (ques) 146 186 40 774 higher, exp, longer

But more broadly, both speakers had results consistent with each other in that:

« Bored was slightly expanded in range, a definite but not robust result.

« Angry was definitely higher with an expanded range.

« Contemptuous was slightly higher and slightly expanded, again definite but not
robust.

« Emphatic was higher, with an expanded range.

On the surprise intonation, Salifu consistently responded by turning the statement
into a polar (yes/no) question (‘She has cooked yams?’). Solomon, however, uttered
a non-question surprise intonation, which was higher and faster. It seems likely that
pragmatically, the polar question is a more natural response to a surprising situation,
but this cannot be verified at this point.

Also, the pitch in a polar question in isolation is higher than in the corresponding
statement, but the pitch in a polar question when someone is surprised is yet higher
(Cahill 2012), and these two are quite distinguishable. The second situation is that which
was produced and examined here.

Next we turn to a variety of input sentences, with the results of speaker Salifu. These
are the same ones listed in Table 2.

Figure 2 shows the aggregate results for pitch of the six sentences that Salifu repeated
with neutral intonation and various emotional states. For this, the raw data measure-
ments were used and combined. (Sentence-by sentence summary tables are in the Ap-
pendix.) For each emotional state, the bottom measure is the initial Low tone of the
sentence, and the second measure is the first High tone. Bars represent one standard
deviation above and below the average.

As can be seen, the bored and contemptuous states have approximately the same start-
ing pitch as neutral, but with the High of the sentences slightly lower than the neutral,
they have a slightly narrower range. The angry and emphatic states start slightly higher
than neutral, but have a significantly larger pitch range. The surprise intonation starts
at the highest pitch of all (recall that Salifu turned this into a question), and also has a
significantly larger pitch range than the neutral. At this point, as a rough approximation,
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Figure 2: Base pitch and first H tone — a measure of height and of range

the bored and contemptuous intonations appear quite similar to each other, as do the
angry and emphatic, while surprise stands somewhat apart.

Measurements of duration must be done sentence by sentence, since the target sen-
tences are not uniform in syllable count. We would expect & chigisiwé 'bélin, with seven
syllables, to have an inherently longer duration than the four syllables of & gawd ‘nysn,
and indeed in the neutral form they average 801 vs. 651 ms respectively. Thus the ratio
of the various emotive sentences to the neutral one is what is revealing, and these ratios

are presented in Figure 3.

1.20 1.20

1.10 1.10

1.00 . py ' + 1.00

0.90 + 0.90
Neutral Bored Contempt Angry Emphatic Surprise

Figure 3: Ratio of duration of emotive sentences to corresponding neutral sen-

tence

The duration of the surprise question is somewhat due to the extra mora added at the
end of a polar question, as illustrated in Table 1. If 100 ms is subtracted from the average
duration to account for this extra vowel, the duration of the surprise sentences drops

closer to the range of the neutral.
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The duration of the emphatic sentence is worth singling out, as it contrasts with the
other sentences (ignoring surprise for now) as being longer in duration than neutral.

Several observations can be made on the basis of Figure 2 and Figure 3. Again, actual
data for these sentences is found in the Appendix.

« The bored expressions in Salifu’s speech were consistently faster than the neutral
ones, and most of the time had a contracted range. No consistent pattern of raising
or lowering the base pitch was found.

« The contemptuous expressions in Salifu’s speech varied in speed, but were gener-
ally faster than neutral, and most of the time had a contracted range. Again, no
consistent pattern of raising or lowering was found.

« The bored and contemptuous patterns thus were quite similar to each other.

+ The angry expression was sometimes higher than neutral, mostly faster, but al-
ways with an expanded range.

« The emphatic expression was always higher, always with expanded range, and
almost always slower.

« The surprise was always higher, with an expanded range, and longer. I use “longer”
rather than “slower” because there is always an extra mora added.

4 Summary and discussion

A summary of generalizations is displayed in Table 5, with the caveat that these highest
level generalizations conceal some detail. Besides previous measures, I also add some
non-quantitative notes on volume/intensity , based on observations of the wave forms.

Table 5: Properties of emotions in Konni, compared to neutral sentence intona-

tion

base pitch range speech rate ~ volume
bored same contracted faster quieter
contemptuous same contracted varied/faster quieter
angry little higher expanded  faster same
emphatic higher expanded  slower louder
surprise higher expanded  longer louder

Comparing the properties of the emotions in Table 5 with Solomon’s production of
his one sentence and variants in Table 3, we see that the angry sentence had the same
qualities for both speakers. The others were similar, but varied in one or more charac-
teristics. As noted in the discussion after Table 4, the main speaker differences were in
duration of the utterances.

The similarity between the bored and the contemptuous patterns may suggest that
these are closely related in Konni speakers’ minds. It is easy to imagine that someone
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who is expressing contempt would act as if he were bored. However, other language
studies have sometimes found overlap in pitch characteristics of unrelated emotions (see
discussion of Thai in and around Table 6 below), so phonetic likeness does not necessar-
ily entail emotional similarity or identity. In light of the fact that there are different
expressions for bored and contemptuous in Konni (see discussion below), it seems more
probable that these are merely phonetic overlaps of unrelated emotions.

If bored/contemptuous is counted as one intonation pattern, there are four distinct
configurations of intonation that indicate emotional states in Konni:

« A bored/contemptuous sentence is generally pronounced at a lower volume than
neutral, with a contracted range, and faster than neutral. These all conspire to-
gether to reduce the overall prominence of the sentence.

« An angry sentence is raised a bit, but its main characteristic is the expanded range
and faster speed than neutral.

« An emphatic sentence is significantly higher pitch than neutral, with expanded
range, and a slower speed, the latter two of which presumably helps the hearer to
clearly identify every word. The slower speed distinguishes this from the angry
sentence.

« A surprise sentence, even excluding the additional tonal and vocalic autosegments
added to the final syllable, is also raised in pitch, with expanded range. It somewhat
resembles the emphatic sentence in these respects.

As noted in the title, this is must be regarded as quite a preliminary investigation; the
results are suggestive and compatible with studies in other languages, but are too lim-
ited to be considered definitive. There are two obvious limitations to this study, one of
which is more amenable to attack than the other. One limitation is limited data from a
limited number of speakers, which could be remedied if time and conditions permitted.
Secondly, and ideally, recordings would be made in natural settings rather than the arti-
ficial acting out that was done for this study. However, in such a situation, the amount
of data collected in a reasonable amount of time would be a challenge, and control of
the variables (the same sentence, number of repetitions, same speaker) would be very
difficult. I know of no study which has actually put this into practice.

An obvious follow-up study is to see if other Konni speakers can reliably identify
the emotion acted out. It has been demonstrated that people can recognize the intona-
tion patterns of some emotions, even cross-linguistically. Gussenhoven (2004: 72) cites
Van Bezooijen (1984: 128) for a case of this. Taiwanese and Japanese speakers identi-
fied sadness, anger, and surprise by Dutch speakers at above chance levels. However,
contempt and shame were not recognized. On the other hand, Garding (1998: 12) notes
that Swedish emotional intonations are not so well established, and experiments have
shown that Swedish speakers cannot distinguish happiness from anger by intonation
alone. With the long-distance setup for this study, testing recognition of these emotional
states by native Konni speakers was impractical. Testing by speakers of other languages,
particularly related African languages, would be a possible next step.
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For an experiment of this type, where the aim is to collect data on intonation of differ-
ent emotions from another language, a relevant question is if speakers of that language
actually have that emotional category in their language, and words or expressions for
it. Not all emotions translate directly, and if a speaker is aiming for an emotion that he
or she is uncertain about, the results will also be uncertain and not dependable, both for
that study and for comparative cross-linguistic purposes. In the midst of this writing, I
inquired about this, and Konlan Kpeebi was able to confirm the following terms with
another Konni speaker, Mr. Ben Saibu, native Konni speaker and lawyer. The terms for
emotions in Konni are the following.

1. Anger is straightforwardly termed sinyurin.
2. Surprise is straightforwardly wubonkin.
3. Boredom is expressed as wukpaan (the idea is “too much talking/too many issues”).

4. For contempt, there are actually several phrases:

« danst vuon yoort ‘look person nothing’ (= he does not regard anyone)
« U nine ka suuli vuon ‘his eyes not fill person’ (= he does not regard anyone)
« U ka daanst ye vuon ‘he does not look see person’ (= he does not see anyone)

5. For emphasis, Saibu suggested Vii bali which literally means ‘say it again’, which
would make the speaker assume the original hearer didn’t quite understand it, and
she or he should repeat it more understandably. This is not a direct translation of
the English term emphasis, but probably evokes the corresponding pronunciation.

In general, then, it appears that Konni does have reasonable lexical (and hence cultural)
approximation for the emotional terms or categories elicited in this study. This also
makes it more likely that the phonetic similarity between the bored and contemptuous
intonations do not indicate that these emotions are identical in speakers’ minds.

The results of this study are compatible with those found in other languages, and
specifically add to the knowledge of how tone languages are able to express paralin-
guistic intonation in a systematic way. For example, in German emphatic is “more of
everything”, with a wider pitch range and longer duration (Gibbon 1998: 91). In Swedish
(Géarding 1998: 122-123), anger has a wider pitch range. In Vietnamese (P8 Thé Ding,
Tran Thién Huong & Boulakia 1998; Brunelle, Ha & Grice 2012: 402, 412-413), anger has a
comparatively shorter duration, greater pitch movement, increased loudness, and higher
base pitch. Of the 13 attitudinal or emotive states for Thai reported in Luksaneeyanawin
(1998: 382), the ones that overlap with this study are presented in Table 6.°

The 13 emotions have overlapping pitch characteristics in several cases, and Luksa-
neeyanawin groups them into four tunes. For example, the group with bored also has
concealed anger in it, which may possibly have a connection to the contemptuous emo-
tion in this study.

¢ Pitch height being “higher and lower” in Luksaneeyanawin’s terms means that pitch is higher for tones
with a non-low starting point, and pitch is lower for the tones that have a low starting point. The + symbol
means that the quantity is sometimes enhanced, but not always.
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Table 6: Properties of emotions in Thai (extracted from Luksaneeyanawin 1998:

382)
pitch height range length volume
bored lower narrower shorter softer
angry higher & lower ~ wider ?? longer  very loud
emphatic  higher & lower wider longer louder
surprise  higher narrower ??shorter  ??louder

This study, preliminary and limited as it is, nonetheless illustrates definite patterns
of how Konni speakers vary their speech to express different emotional states. It also
shows that the paralinguistic intonational variations that indicate states such as anger,
emphasis, etc. have patterns that are similar to those documented for other languages,
even tonal ones such as Thai. Whether these patterns are universal or merely common
will depend on the results of more studies.
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Appendix
Each cell in these tables reports the average of three repetitions.

Table A: ‘S/he went to market’ & gawd 'nysn (Salifu)

L(Hz) H(Hz) range(H-L) duration compared to neutral

neutral 150 189 39 651 -

bored 135 169 34 552 lower, 1-coNT, faster, quieter
angry 150 203 53 558 EXP, faster, ~ same intensity
contemptuous 134 166 32 548 lower, 1-coNT, faster, quieter
emphatic 159 212 53 704 higher, exp, slower, louder
surprise (Q) 158 226 67 804 higher, Exp, longer
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Table B: ‘S/he has bought oil’ & daawa kpaan (Salifu)

L(Hz) H(Hz) range(H-L) duration compared to neutral

neutral 134 144 10 700 —

bored 140 155 15 629 I-higher, 1-Exp, faster
angry 140 172 32 682 I-higher, xp, faster
contemptuous 134 149 15 692 l-exp, l-faster
emphatic 145 172 27 717 higher, exp, slower
surprise (Q) 152 185 33 806 higher, Exp, longer

Table C: ‘S/he has cooked eggs’ u digiwé gila (Salifu)

L(Hz) H(Hz) range(H-L) duration compared to neutral

neutral 139 162 23 658 —

bored 139 158 19 614 I-conT, faster

angry 146 184 38 672 I-higher, Exp, slower
contemptuous 144 165 21 669 I-higher, l-conT, l-slower
emphatic 146 181 35 668 I-higher, xp, 1-slower
surprise (Q) 148 198 50 763 higher, exp, longer

Table D: ‘S/he has fried eggs’ & chanwa gila (Salifu)

L(Hz) H(Hz) range(H-L) duration compared to neutral

neutral 132 163 31 716 —

bored 133 156 23 683 CONT, faster

angry 130 181 51 716 EXP

contemptuous 135 159 24 706 CONT, l-faster
emphatic 142 184 42 725 higher, Exp, slower
surprise (Q) 148 189 41 779 higher, Exp, longer
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Table E: ‘S/he has eaten TZ’ i disiwé 'saan (Salifu)

L(Hz) H(Hz) range(H-L) duration compared to neutral

neutral 139 173 34 697 —

bored 137 162 25 679 CONT, faster

angry Missing data

contemptuous 138 162 24 713 CONT, slower
emphatic 143 191 48 713 I-higher, Exp, slower
surprise Q 155 205 50 756 higher, Exp, longer

Table F: ‘S/he has fetched fire’ & chigisiwé 'bolin (Salifu)

L(Hz) H(Hz) range(H-L) duration compared to neutral

neutral 139 191 52 801 —

bored 131 157 26 804 lower, CONT

angry 136 200 64 760 l-Exp, faster

contemptuous 132 169 37 779 I-lower, conT, faster

emphatic 142 199 57 802 I-higher, I-Exp

surprise Q 148 196 48 909 higher, Exp, longer
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Chapter 3
The coding of identifiability in Mooré

Amos Teo

University of Oregon

This paper looks at the morpheme /-wa/ ~ /-a/ in Mooré (Gur, Burkina Faso), which previous
analyses (e.g. Peterson 1971; Canu 1976; Nikiéma 1989) call a “definite” marker. The paper
aims to show that an analysis of /-wé/ ~ /-d/ needs to consider how NPs are marked for
the semantic and/or discourse-pragmatic function of referentiality and/or identifiability. By
drawing on both elicited and textual data, the analysis shows that, in addition to marking
identifiability, /-wa/ ~ /-&/ is often used to mark contrastive focus. Furthermore, in some
cases, /-a/ (without nasality) can still be used to mark an NP as both referential and identifi-
able to both the speaker and listener, but this depends on the phonological shape of the NP.
The patterns suggest that one can analyze the marker /-a/ as two morphemes: /-a/; and a
separate nasal morpheme, with the later having the potential to also mark contrastive focus.
However, this analysis is complicated by the phonological form of the NP.

1 Introduction

Mooré (ISO: mos), also known as Mossi, is a Gur language within the larger Niger-Congo
family. It is one of the main languages of Burkina Faso, with an estimated 5 million speak-
ers in the country (Lewis, Simons & Fennig 2013). Estimates also give around 60,000
speakers living in neighboring countries, including Céte d’Ivoire, Benin, Togo and Sene-
gal.

Previous descriptions of Mooré (e.g. Peterson 1971; Canu 1974; 1976; Nikiéma 1989)
point to the existence of a “definite” morpheme /wa/ that follows the noun phrase (NP) it
modifies, along with its phonologically determined allomorph /-/. The latter is described
as occurring after nasal consonants or when replacing the vowel in a suffix that begins
with a consonant (i.e. the consonant is part of the suffix). In most analyses, the treatment
of /-wé/ as a “definite” marker appears to be motivated by its translation into English
as ‘the’ or French ‘le’ / ‘la’ / ‘les’. These analyses are problematic, given that the term
definite (or définisseur) is not clearly defined in the descriptions cited above, along either
structural or functional lines, nor are examples of /-wéa/ ~ /-&/ from actual discourse given
in those descriptions.

This paper therefore aims to show that an analysis of /-wa/ ~ /-4/ needs to consider
how NPs are marked for the semantic / pragmatic notions of identifiability in Mooré;
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I will reserve the term definite to describe a structural or formal category (e.g. as per
Du Bois 1980). By drawing on both elicited and textual data, the analysis will show that
/-wé/ ~ /-&/ is often used to mark contrastive focus in addition to identifiability, while
/-a/, without nasality, can be used to mark an NP as identifiable to both the speaker and
listener, at least in the speaker’s judgment of the listener’s state of mind. This suggests
that one can analyze the form /-3/ as consisting of two morphemes: /-a/; and a separate
nasal morpheme, with the latter used to mark contrastive focus. However, this analysis
is complicated by the phonological form of a lexical noun with its citation noun class
suffix, specifically the vowel of the noun class suffix.
To illustrate the problem, consider the following elicited examples:

(1) mam  nét bétsa.!
mam né-¢  bds-ga
1SG.SUBJ see-AFF goat-CL12
‘I see a goat.” (AT_20140605)?

(2) mam né¢  béEA
mam  né¢  béG-g-d
1SG.SUBJ see-AFF goat-CL12-d
‘I see the goat’ (that we talked about); or ‘I see the goat.’ (as opposed to seeing
something else); or ‘I see the goat’ (as opposed to not seeing the elephant)
(AT_20140605)

(3) mam  nét wObKO.
mam né-&¢  wob-go
1sG.SUBJ see-AFF elephant-cL15
‘I see an elephant.” (AT_20140605)

(4) mam  né¢ wobga.
mam né-¢  wob-g-a
1sG.SUBJ see-AFF elephant-cL15-d
‘T see the elephant (that we talked about). (AT_20140605)

(5) mam  nét woObKA.
mam  né-¢  wob-g-d
1SG.SUBJ see-AFF elephant-cr15-a”
‘I see the elephant.’ (as opposed to seeing something else); or ‘I see the elephant’
(as opposed to not seeing the elephant) (AT_20140605)

! The 1st line of the examples gives a phonetic transcription of the data, while the 2nd line gives the proposed
phonemic form with morpheme boundaries. Both lines are provided since some of the proposed phonemic
forms differ slightly from the phonetic forms. Furthermore, if there are any errors or disagreements, future
researchers can see if an error lies in the phonetic transcription or in the phonological analysis.

2 The source for each example is given in parentheses with the name of the file. More discussion is still
needed with regards to giving access to the recorded data.
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In (1)-(2), we can see a two-way distinction between the absence vs. presence of
/-4/, which corresponds to the use of the indefinite or definite article in the English
translation. However, in (3)-(5) we find a three-way distinction between no marker, /-a/
and /-a/. Here, the nasal form is not clearly required for a definite reading of the NP. It
will be later shown that in discourse the lack of nasality in an example like (1) does not
necessarily correspond to a non-identifiable (or indefinite) reading.

The paper is organized as follows: in §2, I define the semantic / pragmatic notion of
identifiability, and its relation to the structural category of definiteness. In §3, I briefly
look at some previous descriptions of “definiteness” in Mooré. In §4, I give a brief de-
scription of NP morphology. In §5, I look at the expression of non-identifiable NPs in
Mooré; while in §6, I consider the expression of identifiable NPs. In §7, I consider some of
the complications in analyzing how identifiability and focus are coded in Mooré. Finally,
in §8, I summarize the analysis presented in this paper and propose further avenues for
research.

The data for this study come from Timbwaoga Aimé Judicaél Ouermi, a male Mooré
speaker in his early 20s from Ouagadougou, Burkina Faso. It is acknowledged that future
research will require the participation of more speakers of the language. The data were
recorded at the University of Oregon, Eugene, over a 9 month period between 2013 and
2014.

2 Identifiability and Definiteness

An important distinction to make is between the formal categories of DEFINITE / INDEF-
INITE and the semantic / pragmatic categories of REFERENTIALITY and IDENTIFIABILITY.
According to Du Bois (1980: 280), “[a] noun phrase is referential when it is used to speak
about an object as an object, with continuous identity over time”. The “object” in ques-
tion could be physical or conceptual; specifically known or unknown; a single entity or
multiple ones; and it may exist in the real world or in a hypothetical world, or “universe
of discourse” as per Givon (2001: 388)’s use of this term. A referential NP can function to
either: (a) activate a “mental file” for a particular object; or (b) refer back to a “previously
opened mental file”. This is in contrast to non-referential NPs, which are not sensitive
to any previous mentions in a discourse, nor are they sensitive to any semantic distinc-
tion between singular and plural (at least in English; Du Bois 1980: 210). Non-referential
Ns/NPs can appear: (a) as the modifier element in a compound; (b) in predicating ex-
pressions (denoting proper inclusion in a category); and (c) as what Du Bois refers to as
“conflated objects”, where the object is non-individuated and “conflated” with the verb
(similar to noun incorporation).

Once an NP is interpreted as referential, it can be interpreted as identifiable or non-
identifiable. According to Du Bois (1980: 232), “[i]dentification ordinarily involves sin-
gling out the particular referent intended by the speaker”. Du Bois (1980: 233) goes on
to propose a “curiosity principle” that states, “A reference is counted as identifiable if it
identifies an object close enough to satisfy the curiosity of the hearer” — though it may
be more precise to think of this as what the speaker believes is close enough to satisfy the
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curiosity of the hearer. The level of satisfaction seems to be based on the Gricean maxims
of quantity and relevance - it is more common for people in everyday communication
to only partially identify referents than to specify every single characteristic that would
identify a referent as a unique entity.

The term definite is often used to describe a referent that can be identified by the
listener (as in Comrie 1989: 65), or to describe a nominal expression denoting a referent
that is presumed by the speaker to be identifiable by the listener (as in Lambrecht 1994:
79). The reasons for following the latter option of using the term definite to name a formal
category (i.e. for particular forms), separate from the semantic or pragmatic concept
of identifiability, are clear if we consider the use of the definite article the in English.
Typically, the marks NPs that point to objects that are both referential and identifiable,
as in (6). However, there are contexts in which the can also mark a non-referential (and
generic) NP, as in (7):

(6) Isaw asmall elephant get attacked by a lion. The elephant got pretty angry.
(7) The elephant is the largest land animal on earth.

Similarly, the indefinite article a/ an in English can mark a referential non-identifiable
NP, as in (8), or a non-referential (and hence by default, non-identifiable) NP, as in (9).

(8) T'm looking for a black jacket. I think I left it here this morning.
(9) I'mlooking for a black jacket. Do you sell any in your store?

Consequently, it is useful to reserve the terms definite and indefinite for structural /
formal categories in a language, and to see how they align with the semantic / pragmatic
functions of marking referentiality and / or identifiability, and perhaps even contrastive
focus. As Lambrecht (1994: 79) notes, the categories of formal definite marking and
identifiable information status do not always align perfectly. We shall see that this is
also the case for Mooré.

3 Previous descriptions of definiteness in Mooré

Most descriptions of Mooré include a brief account of a “definite” marker /wé/. Peterson
(1971: 77) states that what he calls the “definitizer” has the form /wé/, which goes at the
end of relative clauses and also on nouns, as in:

(10) Example as given in Peterson (1971: 77):
ki wa [ki W |
‘the millet’
However, according to Peterson, if the marker follows an elided vowel (or a nasal

consonant), the /w/ is deleted and the vowel merges with the word, as in the following
examples:
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(11) Examples as given in Peterson (1971: 77):
bodngd boanga [bwangi] béngré béngra [béngsra]
‘donkey’ ‘the donkey’ ‘bean’ ‘the bean’

Canu (1974: 179) similarly posits the underlying form of the définisseur ‘definitizer’
as /ud” /, which “dans le discour rapide et ’élocution relachée ... s’amalgame avec la
derniérne voyelle du nominal” (“in fast or relaxed speech ... merges with the final vowel
of the noun”), as in:

(12) Examples as given in Canu (1974: 179):
ba:ga ud — /ba:ga / [ba:ya]
‘le chien’ (‘the dog)
udbgo ua — /uobga / [wobya]
‘Téléphant’ (‘the elephant’)
z6m ud — /zOma / [z6ma]
‘la farine’ (‘the flour’)

Similarly, Nikiéma (1989: 96) notes that: “[1Ja marque du défini wa est réduite a d apreés
un mot terminé par une consonne” (“the definite marker wa is reduced to a after a word
ending in a consonant”); but he does not elaborate further.

Interestingly, in none of these sources is there any mention of the definitizer having
the form /-a/ with no nasality. For instance, note the following example, presented earlier
as (4):

(13) mam  nét wobga.
mam  né-¢  wob-g-a
1SG.SUBJ see-AFF elephant-cL15-d
‘I see the elephant (that we talked about).” (AT_20140605)

This leads us to the following questions that will be addressed in this paper:

« What is / are the function(s) of /-a/ on NPs? Is /-a/ a definite marker? How does it
relate to the coding of referentiality and identifiability in Mooré?

« What, then, is the function of /-wa/ ~ /a/ in Ouagadougou Mooré as represented
in the speech of the consultant for this work? Is this also a definite marker? Is its
function different from what has been claimed in previous descriptions of Mooré?

4 Noun phrase structure

In order to understand NP marking, we must first look briefly at the structure of the Noun
Phrase in Mooré.® Table 1 gives a selection of noun classes and examples for each class,
adopting the traditional Niger-Congo noun class numbering system. The third column
provides the citation form of the noun, which is the form given when the speaker is asked

3 For reasons of space, we will not look at pronouns and proper nouns in this paper.
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Table 1: Mooré noun class markers and examples

Noun class  Gloss Citation Form with -a Form with (w)a*
1 ‘woman’ pag-a pag-a pag-a
2 ‘women’ pag-ba  pag-b-a pag-b-a
5 ‘rock’ kig-ri kig-r-a kig-r-a
6 ‘rocks’ kiug-a kug-a kug-a
12 ‘goat’ bss-ga  bss-g-a bss-g-a
13 ‘goats’ bos-sé b-s-a bss-s-a
14 ‘sagbo’ (type of doughy  sag-bé sag-b-a sag-b-a
food)
15 ‘elephant’ wob-go  wob-g-a wob-g-a
19 ‘bicycle’ weéé-fo weéé-f-d weéé-f-d
21 ‘grave’ yaa-do  yaa-d-a yaa-d-a
22 ‘alcohol’ rad-m rad-m-a rad-m-a
(no marker) ‘millet’ ki - ki-wa
‘cart’ Jarété Jarét-a Jarét-a

to give the Mooré equivalent of an English or French word. For labeling convenience,
I use the term citation form to refer to such word forms, before assigning a functional
label to them. The fourth column gives the form of each noun with the /-a/ suffix: in all
cases, the vowel of the noun class suffix that we see in the citation form is elided. The
fifth column gives the form of each noun with the other definite /-wa/ suffix, which is
realized as -d when added to nouns with overt noun class markers in their citation form.
Monosyllabic nouns which do not have an overt class marker, e.g. /ki/ ‘millet’, do not
take the suffix /-a/, only the suffix /-wa/.

The vowel in the noun class suffix of a noun in the citation form is typically only
produced at the end of a clause / sentence, as in (14) and is elided in other contexts, as
in (15) and (16).

(14) amusa né ali yaa karambiisi.
a=musa né aliya-a  karambii-si
35G.SUBJ=PN and PN COP-AFF student-cL13
‘Moussa and Ali are students. (AT_2014-02-25_NominalPreds_Existential, Ex.3)

(15) wobs rita tiise.
wob-s rid-d-a tii-se
elephant-cL13 eat-PROG-AFF tree-cL13
‘Elephants eat trees.” (general) (AT_2014-05-21_nasality, Ex.1)

% It is unclear what the tone on the final nasalized vowel is in each word. Although the consultant does not
consider there to be any difference in pitch between the -a and -wa forms, a phonetic difference in pitch
has sometimes been perceived by the researcher: specifically, a slight dip in pitch on the nasalized vowel.
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(16) wobs rita tits dar faa.
wob-s rid-d-a tit-s da-r faa
elephant-cL13 eat-PROG-AFF tree-cL13 day-cL5 all
‘Elephants eat trees all the time. (general) (AT_2014-05-28)

The syntactic role of the NP does not affect whether the final vowel of the citation
form (third column of Table 1) is produced or not: a comparison of (15) with (16) shows
that the subject [wobs] and the object® [tits] both do not display the final vowel of their
respective noun classes as long as they are not in clause-final position. However, it is
possible for the final vowel to be produced in careful speech, or when listing out nouns,
as in [md>dé] in (16).°
(17) mam  nét mddd6 14 tiisé.

mam né-¢  md-do 14 tii-sé
1SG.SUBJ see-AFF bush-cL21 and tree-c113
‘I see bushes and trees. (AT_2014-01-13_WomanDonkeyCart_Text Ex.17)

It is important to note that for some noun classes, the noun with the definite /-a/ suf-
fix is homophonous with the noun in its citation form, i.e. nouns from noun classes 1,
2, 6 and 12. However, despite the apparent homophony between some of the nouns in
citation form and their /-a/ suffixed forms (fourth column in Table 1), potential ambi-
guity is only an issue with such nouns in clause-final position, as with [karambiiga] in
(18). In general, it is possible to tell if a noun has the /-a/ suffix if it occurs in non-final
position in a clause or sentence: the -a suffix is not elided in words like [rawa] in (18)
and [karambiiga] in (19) when in non-final position. Compare these with the elided form
[karambiig] in examples (20) and (21).

(18) rawa vyaa karambiiga.
raw-a ya-a  karambii-ga
man-a COP-AFF student-cL12
“The man is a student. (AT_2014-02-11_PropertyPredicates, Ex.25)
(19) amusa ka karambiiga vye.
a=musa ka karambii-g-a ye
3SG.SUBJ=PN NEG student-cL12-a CFN
‘Moussa is not the student (we talked about). (AT_2014-03-11_NominalPredicates,

Ex.39)
20) fo vad  karambiig 1a?
£ ya-d  karambiig 1a?

2SG.SUBJ COP-AFF student-cL12 @
‘Are you a student?’ (AT_2014-02-25_NominalPreds_Existential Ex.11)

5 Here, L use the term subject to refer to both the subject of a transitive clause and the subject of an intransitive
clause, and object to refer to the object of a transitive clause.

® It is possible that the final vowel is produced at the end of some kind of intonational unit, as opposed to
some kind of syntactic unit.
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(21) amasa ka karambiig ye.
a=musa ka karambii-g ye
35G.SUBJ=PN NEG student-CL12 CFN
‘Moussa is not a student.” (AT_2014-02-25_NominalPreds_Existential, Ex.1)

In general, the /-a/ and /-wé/ forms appear only on the last element of the NP, where
they replace the vowel of a class marker suffix. They also do not undergo vowel elision
in non-final position in a clause. Deserving special mention are the demonstrative mod-
ifiers [kana] ‘this’ and [kaisa] ‘these’, which always end in [-a], even in non-clause-final
position, as demonstrated by (22)-(24).

(22) nu(g) kana yaa bédre.
nu(g) kdn-g-4  ya-a  béd-re
hand DEM-cL12-a cop-AFF big-cL5
“This hand is big” (KB_20140224_08_Noun-phrase, Ex.2)
(23) *nu(g) kan yaa bédre.
(“This hand is big.)
(24) kor béda yiib kaisa yaa péélse.
kor béd-a yiib kai-s-4 ya-a  péel-seé
bag big-a two DEM-CL13-DEF COP-AFF white-cL13
‘These two big bags are white’ (KB_20140224_08_Noun-phrase, Ex.29)

However, in genitive and relator noun constructions, the definite /-a/ suffix is not
necessarily the last element in the phrase. For example, in (25), [r00d4] ‘houses™ takes
the /-a/ suffix, but [kwelams] ‘doors’ does not; while in (26), [filma] takes the /-a/ suffix.

(25) sug rooda kwelams yaa raado.
su-g ro0-d-4 kwelam-s ya-a ~ raa-do
thatch-c115 house-c121-a door-cr13 cor-AFF wood-c1r21
“The thatch house doors are (made of) wood.
(AT_2014-01-13_Women-carrying-pots-on-head_Text Ex.10-11)

(26) filma sigre
film-a sin-ré
film-a start-cL5
‘Aat the start of the film’ (Pear Story, Ln1)

With this background on the structure of Mooré nominals/NPs, we now turn to the
discourse-based information structure status of nouns, and how those statuses are coded.

7 An anonymous reviewer has pointed out that roodo / rooda is not an acceptable plural of ‘house’, even
taking some dialectal differences into account. However, this was the form produced by our consultant,
which may reflect differences due to age, geography or the fact that the speaker has been living overseas
for a number of years.
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5 Indefinite NPs

We first look at the distribution of NPs in citation form: recall that, as seen in (27) and
(28), these forms retain the vowel of the noun class suffix when the NP occurs in the
final position in a clause or phrase (cf. [tiisé] in (27)), but the final vowel is usually elided
when the non-identifiable NP does not appear in final position (cf. [wobs] and [tiis] in

(28)).

(27) wobs rita tiise.
wob-s rid-d-a tii-sé
elephant-cL13 eat-PROG-AFF tree-cL13
‘Elephants eat trees. (general) (AT_2014-05-21_nasality, Ex.1)

(28) wobs rita tiis dar faa.
wob-s rid-d-a tii-s da-r  faa
elephant-cL13 eat-PROG-AFF tree-cL13 day-cL5 all
‘Elephants eat trees all the time. (general) (AT_2014-05-28)

In semi-elicited narrative tasks, where the speaker was asked to describe what he
could see in a picture or retell a story based on a video, the first mention of a referent is
usually in the citation form of the noun, e.g. [farété] ‘cart’ and [raadd] ‘wood’ in (29); [t
biisi] ‘fruit’ in .

(29) mam  né¢ paxa, bwana, Jarétée la  raado.
mam né-&¢  pa-ga bwan-ga  [arétela raa-do
1SG.sUBJ see-AFF woman-CL1 donkey-cL12 cart and wood-cL21

‘I see a woman, a donkey, a cart and wood.
(AT_2014-01-13_WomanDonkeyCart_Text Ex.1)

(30) a yékd ti  biisi.
a yak-d® i bif-si
3sG.SUBJ pick-PROG tree baby-cL13

‘He was picking fruit...” (Pear Story, Ln3-a)

In these examples, the speaker is pointing out to the listener entities that have not yet
been previously mentioned in the discourse. As such, these NPs denote referential, but
non-identifiable entities. However, once the referents have been established in discourse,
and are identifiable by the listener, subsequent mentions of the NP take the -d suffix, as
in [[aréta] (31) and [ti biisa] in (32):

(31 a ka z6  [aréta  yé.
a ka z6  [arét-a yé
35G.SUBJ NEG stand cart-DEF’ CFN
‘She is not on the cart’ (AT_2014-01-13_WomanDonkeyCart_Text Ex.7)

8 It is not clear why the speaker did not produce the suffix /-a/ ‘AFF’ in this example.
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(32) ti Dbiisa wénda gweyaabe.
tt  bii-s-a wén-da gweyaabe
tree baby-cL13-DEF resemble-PROG guava
“The fruits look like guava. (Pear Story, Ln3-b)

In Du Bois (1980)’s terms, it appears that the non-definite NPs are used to activate
a “mental file”, while the definite NPs are referring back to these “previously opened
files”. Given that the citation forms of nominals are used to refer to entities that the
speaker may presume are non-identifiable to the listener at that point in the discourse,!°
it would be suitable to call these the ‘indefinite’ forms of the nominals. Conversely, we
might tentatively treat the /-a/ suffix as a ‘definite’ marker. More evidence of this will be
provided in the following section.

We can look at other examples that support an analysis of the citation forms as indef-
inite NPs. The NPs in (15) and (16), as well as in (33) and (34), denote non-referential and
non-identifiable entities, i.e. NPs that do not refer to a particular entity in the world or
universe of discourse."

(33) wobs yaa béda.
wob-s ya-a  béd-a
elephant-cL13 cOP-AFF big-cL6
‘Elephants are big.’ (in general) (AT_2014-05-21_nasality, Ex.1)

(34) wobs yaa bédré.
wob-g ya-a  béd-ré
elephant-cL12 coP-AFF big-cL5
‘“The elephant is a big animal’ (Lit. ‘Elephant is big.) (AT_2014-05-21_nasality,
Ex.4)

Another type of construction in which we find the indefinite forms of nouns are as
part of predicating expressions that either (a) mark a referent as a member of a particular
category, as in (35) and (36); or (b) predicate some property about a referent, as in (37)—
(40).

(35) amusa yaa karambiiga.
a=musa ya-a  karambii-ga
35G.SUBJ=PN COP-AFF student-cr12
‘Moussa is a student. (AT_2014-02-25_NominalPreds_Existential Ex.1)

9 There does not appear to be an overt locative marker in this sentence.

101t js acknowledged that it is difficult to make claims about the mental state of the speaker and that psy-
cholinguistic experiments may help to clarify this statement.

1 Although (33) and (34) make a number distinction, it is debatable whether the propositions behind these
two generic statements actually have different semantic truth values.
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(36) amusa né ali yaa karambiisi.
a=musa né ali ya-a  karambii-si
35G.SUBJ=PN and PN COP-AFF student-crL13
‘Moussa and Ali are students. (AT_2014-02-25_NominalPreds_Existential, Ex.3)

(37) raama yaa t6080.
rda-m-a ya-a t66-gb
drink-cL22-DEF COP-AFF bitter-cL15
“The drink is bitter. (KB_20140127_04_Non-verbal-clauses, Ex.5)

(38) mam ra yaa bédre.
mam ra ya-a  béd-ré
1SG.SUBJ PST COP-AFF big-cL5
‘Twas/had been big/fat. (MO_20140205_Session_5, Ex.12)

(39) tond ra yaa béda.
tond ra ya-a  béd-a
1PL.SUBJ PST COP-AFF big-CL6
‘We were/had been big/fat. (based on MO_20140205_Session_5)

(40) sug rooda kwelams yaa raado.
su-g roo-d-a kwelam-s ya-a  raa-do
thatch-c115 house-c1L21-DEF door-cL13 cop-AFF wood-cL21
“The thatch house doors are (made of) wood.
(AT_2014-01-13_Women-carrying-pots-on-head_Text Ex.10-11)

In (35) and (36) , [karambiiga] and [karambiisi] represent the category of ‘student’. In
(37)-(39), words like [t6080] ‘bitter’ and [bédré] ‘big’ semantically assign a quality to a
referent. In (40), [raadd] designates the material from which the referents are made, and
does not refer to particular pieces of wood. Importantly, although these words denoting
properties behave formally like nouns, in that they take noun class markers, they cannot
take the definite suffix /-a/ in these constructions.?

In summary, indefinite NPs in Mooré are expressed by the citation form of the nominal
and are used to refer to non-identifiable entities, i.e. entities that are presumed to be
unidentifiable to the listener, as well as to describe properties of subjects in predicate
position. In contrast, we shall see that definite NPs take the suffix /-a/, and denote entities
that are presumably identifiable to both the speaker and listener.

6 Definite NPs and contrastive focus

As mentioned in the previous section, once a referent has been established in discourse
and is presumed by the speaker to be identifiable to the listener, subsequent mentions of

12 However, these non-referential predicates are still sensitive to a formal singular / plural distinction. They
agree with the subject for number, as seen in (35) and (36), as well as (38) and (39).
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the NP take the definite /-a/ suffix. If we look at the words for ‘bicycle’ (in bold) in the
following examples, we can see that the first mention of [wéefo]™® in the narrative is in
the indefinite, but subsequent occurrances take the definite suffix /-a/. Similarly, the first
mention of the ‘rock’ [kagri] is in the indefinite, but the next mention takes the definite
suffix.

(41) Dbiig hi z5  wéefo ra pyosda tiiga SEEBA.
bii-g hi z>  wee-fo ra pyog-d-a ti-g-a sée-ga
child-cr12 reL stand bicycle-cL19 PST PASS-PROG-AFF tree-CL12-DEF side-cL12

‘A kid who was sitting on a bicycle passed by the tree.’ (Pear Story, Ln22-23)

(42) ta weéefa t3dr ti zum kagri  weefa hi
ti=4 wee-f-a t35-r ti zum kag-ri  wee-f-a ha
CONN=3sG bicycle-cL19-DEF front-cL5 CONN sit rock-cL5 bicycle-cL19-DEF REL
zum kugra, wéefa lwit  me.
zum kag-r-a wee-f-a lwi-t  mé

sit rock-cL5-DEF bicycle-cL19-DEF fall-AFF cF

‘Then the front of his bicycle was on a rock. When the bicycle was on the rock, it
fell down. (Pear Story, Ln40-44)

More examples of definite forms of the noun occurring as either subject or object are
given in (43)—(45).

(43) amusa né ali yaa karambiisa.

a=musa né¢ aliya-a  karambii-s-a

35G.SUBJ=PN and PN COP-AFF student-CcL13-DEF

‘Moussa and Ali are the students (that the speaker and listener know about).
(AT 2014-06-04)

(44) wobsa yaa béda.
wob-s-a ya-a  béd-a
elephant-cL13-DEF COP-AFF big-CcL6

‘“The elephants (the speaker and listener know about) are big’
(AT_2014-05-21_nasality)

(45) wobsa rii titsa.
wob-s-a ri-i tii-s-a
elephant-CcL13-DEF eat-AFF tree-CL13-DEF
‘“The elephants (the speaker and listener know about) ate the trees (the speaker
and listener know about).” (AT_2014-05-28)

13 The tones in [wéefd] are the result of a tone sandhi rule, such that the underlying low tone on the first
syllable of /weefo/ is realized as falling [wéefo] when preceded by a word ending in low tone.
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The question therefore is if /-a/ is the definite suffix, what about /-wa/ ~ /-4/, as claimed
in previous analyses? In data from elicitation!* it appears that the use of the nasalized suf-
fix is associated with a contrastive focus reading (indicated by underlining in examples).
For example, in one reading of (46), the speaker presupposes that the listener believes
some other entity to have eaten the trees. The nasalized suffix therefore highlights the
argument ‘the elephants’ to correct this belief. However, even with the nasalized suffix,
it is still possible to interpret the sentence without contrastive focus. It simply marked
an entity that the speaker presumes is identifiable to the listener. Certainly, more data
from naturalistic data would help to clarify this function of the nasalized suffix.

(46) wobbsal® rii thisa.
wob-s-a ri-i tii-s-a
elephant-cL13-d eat-AFF tree-cL13-DEF
“The elephants (the speaker and listener know about) ate the trees (the speaker
and listener know about)’; or “The elephants (the speaker and listener know
about) (not something else) ate the trees (the speaker and listener know about)’
(e.g. it wasn’t the mice that ate the trees). (AT_2014-05-28)

In (47), the nasalized suffix also marks contrastive focus and either has scope over the
argument ‘the elephant’ or over the entire predicate. At present, it is unclear if a reading
without focus is available for this sentence and more naturalistic data is certainly needed.
Nevertheless, it should still be noted that a contrastive focus reading is not available in
(48), where [wobga] does not take the nasalized suffix.

(47) mam  né¢ WObKA.
mam né-¢  wob-g-d
1SG.SUBJ see-AFF elephant-cL15-d
‘I see the elephant’ (as opposed to seeing something else); or ‘I see the elephant’
(as opposed to not seeing the elephant). (AT_20140605)

(48) mam  né¢ wobsa.
mam né-¢  wob-g-a
1SG.SUBJ see-AFF elephant-cL15-DEF
I see the elephant (that the speaker and listener talked about). (AT_20140605)

In the examples given above, the citation form noun class suffix vowel on the nouns
is not /a/, e.g. /wbb-gd/ ‘elephant-cL15’, /wob-s¢/ ‘elephant-c113’. In contrast, when the
citation form noun class suffix vowel is /a/, e.g. /b&6-ga/ ‘goat-cL12’, there is a stronger
preference for the speaker to use the nasalized /-&/ form simply to indicate identifiability;
compare (49) and (50). This does not necessarily place any contrast or focus on the
argument.

4 Although examples from semi-elicited narratives would be ideal, the analysis of such data is complicated
by the presence of a connective nasal morpheme that appears on the final element of clause in running
speech with the meaning ‘and then’.

15 1t is unclear what the tone on this suffix is.

53



Amos Teo

(49) mam  né¢ bé6xA.
mam né-¢  bds-g-a
1SG.SUBJ see-AFF goat-CL12-d
T see the goat’ (that we talked about); or I see the goat’ (as opposed to seeing
something else); or ‘I see the goat’ (as opposed to not seeing the goat).
(AT _20140605)

(50) mam  né¢ bséBA.
mam né-¢  bdd-ga
1SG.SUBJ see-AFF goat-cL12
‘I see a goat.’ (AT_20140605)

When asked about (50), the consultant stated that [b66s4] ‘goat’ in this example could
only refer to a goat that has not been mentioned before; however, there is evidence
from other examples — both from elicitation such as (51), and from narrative discourse
such as (52) - that even such NPs without the nasal marker can be interpreted as being
identifiable.

(51) amusa yaa karambiiga / karambiiga.
a=musa ya-a  karambii-g-a karambii-g-a
3SG.SUBJ=PN COP-AFF student-cL12-DEF student-crL12-d

‘Moussa is the student (we know about).” (nasality preferred)
(AT_2014-03-11_NominalPreds, Ex.34)

(52) pasa buka biiga.
pag-a buk-a bii-ga
woman-DEF carry-AFF child-cL12

‘The woman (mentioned previously) is carrying a child’
(AT_2014-01-13_WomanDonkeyCart_Text, Ex2)

Importantly, monosyllabic nouns that do not have a noun class marker in citation
form (or, which have a zero-form class marker), e.g. /ki/ ‘millet’, can only be marked for
identifiability with the nasalized suffix /-w4/ as in (53) (and not with /-a/, /-a/ or /-wa/).
This nasalized form may also give the possibility of a contrastive focus reading.

(53) kiwa yaa k&dre.
ki-wa  ya-a  kéd-re
millet-wa cop-AFF old-cL5

‘The millet (we know about) is old’; or “The millet (not something else) is old.
(AT_2014-06-04)

For NPs ending in a demonstrative modifier, the nasal /-3/ suffix occurs on the demon-
strative (i.e. on the final element of the NP), where it also marks contrastive focus, as in
(54) and (55).
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(54) wobb kana yaa bédré.
wob kin-g-4  ya-a  béd-ré
elephant DEM-CL12-d cOP-AFF big-cL5

“This elephant is big. (e.g. correcting someone who has said “This mouse is big.)
(AT_2014-05-21_nasality, Ex.30)

(55) nu(g) kdna yaa bédre.
ni(g) kan-g-4  ya-a  béd-re
hand DEM-cL12-d@ cop-AFF big-cL5
“This hand is the one that is big. (not something else)
(KB_20140224_08_Noun-phrase, Ex.2)

The data raise two interesting points. Firstly, the marking of identifiability on NPs
is dependent on the phonological shape of the head, or rather final noun in the phrase,
specifically the vowel (if any) in the noun class suffix. The use of nasality may be neces-
sary in some forms to help disambiguate the definite forms from their citation forms, or
perhaps when the speaker feels the need to disambiguate the two. Secondly, the formal
marking of identifiability in Mooré is intimately linked to what we might call Focus. Us-
ing Lambrecht (1994)’s terminology, we typically find the nasalized suffixes /-wa/ ~ /-a/
not just marking identifiability, but also ARGUMENT FocUs where the subject or object is
being contrasted with another possible referent, and sometimes even PREDICATE FOCUS,
where the entire predicate is being contrasted with another one.

This then brings us to the question of whether the nasal feature of /-wa/ ~ /-d/ can
be considered a separate morpheme from /-a/. A preliminary analysis suggests that con-
trastive focus on indefinite NPs can be marked with a nasal feature (indicated in the
second line of the examples just by a tilde) without the vowel /-a/. For example, in (56)
and (57), where there is no /a/ to carry the nasalization, the nasal feature is often heard
as a nasalized schwa at the end of the NP in (56); or sometimes as a full syllabic nasal
consonant that is phonologically bound to the following verb in (57).

(56) wobs3 ya béd-a.
wob-s-~ ya béd-a
elephant-cr13-" cop big-cL6
‘Elephants are big (in general). (e.g. correcting someone who said ‘Mice are big.)
(AT_2014-05-21_nasality, Ex.16)

(57) yliys5 ~yiiysn dit saubo.
yiy-s-~ rid-d**  sdg-bo
mouse-CL13-" eat-PROG dough-cr14
‘Mice eat sagbo (a kind of doughy food). (e.g. correcting someone who said,
‘Elephants eat sagbo.) (AT_2014-05-28)

16 1t is not clear why the consultant did not produce the suffix /-a/ ‘AFF’ in this example. Perhaps this is the
case when focus is placed on the argument preceding the verb, and may reflect the historical origin of this
construction coming from a cleft construction with a relativized clause.

55



Amos Teo

The presence of nasality without the /a/ vowel (i.e. the [3] form) in some constructions
suggests that /-d/ could be analyzed as two separate morphemes: /-a/ plus nasalization.

In summary, although /-wa/ ~ /-a/ are always found on identifiable NPs, the full range
of data examined suggests that previous analyses of these suffix forms as the “definite”
marker are not entirely accurate, at least for the speech of some Mooré speakers. Rather,
the nasalized forms play a role in marking contrastive focus, and for some nouns non-
nasalized /-a/ is the indicator of non-contrastive identifiability. Thus, it may be more
appropriate to think of the /-a/ on NPs as the definite marker (DEF), and the nasal /7/
as a focus marker (Foc) that gives the potential for some sort of contrastive focus read-
ing. These forms represent two separate structural categories that map onto different
semantic and pragmatic functions depending on the construction and the context.

7 Complications to the analysis of identifiability and focus

This study of identifiability marking of NPs is still preliminary, as more texts need to be
collected and analyzed. One complication here, however, is that some non-final clauses
in a chain in Mooré are marked with a nasal connective morpheme. It is therefore not
always possible to tell if the nasality on [b66¥4] in the first line of (59) marks definiteness
and focus on the NP, or if it marks non-finality of the clause, or both.

(58) raw hn takd béssa  piosa  titsa sétma.
raw hn tak-d ~ boo-ga  piog-a  tit-g-a séé-ga
man REL pull-PROG goat-CL12 pass-AFF tree-CL12-DEF side-cr12"

‘A man who was pulling a goat passed by the tree’ (Pear Story, Ln18-19)

(59) rawa tak béosa piox titga sétma la loose.
raw-a  tdk bdd-g-a piog tii-g-a s¢¢-ga 14 10o6g-¢e
man-DEF pull goat-cL12-DEF/CONN? pass tree-cL12-DEF side-cL12 and leave-?

‘The man pulled the goat, passed by the tree and left. (Pear Story, Ln20)

There are also examples from texts where the indefinite form of a noun is used to refer
to an entity that has already been established in discourse. For example, in a story about
a Rabbit and Hyena who go off in search of honey, we find in the second-to-the-last line
the form [a sitdo] ‘his honey’, as shown in (60). In most of the preceding text, the honey
has been referred to in the definite form [sitda]. Perhaps the overt definite marker is not
necessary with possessed NPs, but this is something that needs to be checked.

(60) ..ndika siido.
.. n=dik=a sfi-do
coNN=take=3sG honey-cL21
‘... and took his honey. (DP_Rabbit & Hyena August 2013, Ln.20)

17 In relator noun constructions, the relator noun comes after the head noun, but it is the head noun that
takes the definite suffix /-a/.
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Furthermore, the analysis has only looked at the coding of identifiability on NPs with
common nouns as heads. Other kinds of NPs have been ignored, including NPs headed
by borrowed nouns and NPs that refer to unique entities (entities that are referential and
presumably identifiable to the listener). For example, [prezid3] ‘the president (of Burkina
Faso)’ in (61), is not formally coded with the definite suffix. The addition of the nasal -wd,
as in (62), necessarily leads to a contrastive focus interpretation of the argument.

(61) prezid5 wad-da=mé.
prezid3 wad-da=m¢
president come-AFF=CF
“The President (of Burkina Faso) is coming.’ (assuming one is in Burkina Faso, so
it is clear which president you are talking about) (AT_2014-06-04)

(62) prezidd>-wa  watame.
prezid3-wd  wad-da=mée
president-FOC come-AFF=CF
‘The President is coming’ (not anyone else). (AT_2014-06-04)

As a final point, it should be mentioned that in addition to morphological marking,
arguments in Mooré can be brought into focus by syntactic means. For example, word
order can be manipulated to bring an argument to the front of a clause, as in (63).

(63) karambiiga yaa maam.
karambii-g-a ya-&  maam
student-CL12-DEF COP-AFF 1SG.O
“The student (that we were talking about) is me.’ (AT_2014-03-04_NominalPreds,
Ex.15)

In addition, there is a construction containing the copula la, which marks the subject
for greater emphasis: [SUBJECT la PREDICATE]. This is illustrated in (64) and (65). This is
a more structurally marked construction, especially in (64) where the object form of the
pronoun appears preverbally, as one would normally expect it to appear post-verbally. In
(65), the alternate karambiiga is preferred, though the form without the final nasalization
is also possible.

(64) maamla karambiiga.

méaam la karambii-g-a

1sG.0 cop student-cL12-DEF

‘T am the (one) student’ (not anyone else). (AT_2014-03-04_NominalPreds, Ex.16)
(65) a=musa la  karambiiga / karambiiga.

a=musa la  karambii-g-a karambii-g-a-

35G.SUBJ=PN COP student-CL12-DEF student-CL12-DEF-FOC

‘Moussa is the (one) student’ (not anyone else). (AT_2014-03-11_NominalPreds,
Ex.31)
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8 Summary and further research

It is hoped that this new analysis of /-a/ as a definite marker in Mooré will serve as a
useful update to previous analyses (e.g. Peterson 1971; Canu 1974) that have only consid-
ered the nasal forms /-wé/ ~ /-&/. The paper has also argued that /-&/ could be treated as
bimorphemic, with the nasal element marking (potentially contrastive) focus. However,
it is more difficult to morphologically analyze /-wa/, which is used with monosyllabic
nouns like /ki/ ‘millet’. Most importantly, it has shown that the three forms /-a/, /-3/ and
/-wi/ may share similar semantic / pragmatic functions of coding identifiability, but this
depends on the underlying phonological form of the noun class suffix.

The link between identifiability and the marking of contrastive focus is particularly
interesting, though perhaps not too surprising given that the marking of definiteness is
also associated with speaker and listener attention. In Dagbani, a related Gur language,
Olawsky (1999: 40) reports two “definite articles”: la and maa, with the latter described as
a “strong” article that adds “more emphasis” than the former.® In general, the languages
of West Africa look like a fertile place to examine the interaction between morphosyntax
and information structure. Previous studies of these languages include Fiedler & Schwarz
(2005) that looks at the “non-focal” part of sentences' in five Kwa and Gur languages, as
well as Schwarz (2010) on argument and predicate focus in four Gur languages; neither
of these include data on Mooré.

Future studies could also investigate how syntactic focus-marking strategies interact
with the use of the nasal focus morpheme. For instance, Kabore (1985: 445-450) looks at a
number of constructions that pertain to the marking of contrast and emphasis, including
what he writes as a construction that uses /si/ which seems to corresponds to a /h3/ sub-
ordinator / relativizer in the data collected here. Indeed, further studies of identifiability
and focus in Mooré will need to consider relativization strategies.

The study of information structure calls for a move away from elicited data and de-
mands much more work in the analysis of texts collected from a wide range of speakers
across different genres. More importantly, it suggests the need for greater experimental
work that considers the role of speaker and listener attention and which provides ways
of describing cognitive categories independent of the linguistic correlates that linguists
traditionally use as evidence for such cognitive categories. It would seem that we are
just barely beginning to scratch the surface when it comes to understanding the notions
of referentiality, identifiability and contrastive focus and how they might be coded by
linguistic expressions.
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Abbreviations
1,2,3 1st, 2nd, 3rd person FOC argument focus
AFF affirmative (on the first verb in a FUT  future tense
clause chain / verb in a single NEG  negative
clause) o object form (of pronoun)
CF affirmative clause-final marker OBJ pronominal object suffix
CFN negative clause-final marker PL plural
CL noun class marker PROG progressive
CONN connective PST past tense
cop copula REL relativizer
DEF definite Q question
DEM  demonstrative suBJ  subject form (of pronoun)
EMPH emphatic pronoun SG singular
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Chapter 4

The syntactic status of objects in Mooré
ditransitive constructions

Sara Pacchiarotti
University of Oregon

This paper offers a structural description of the overt and covert properties of objects in
Mooré (Gur, Burkina Faso) ditransitive constructions, along with a list of verbs which can
be classified as ditransitive in this language on the basis of specific syntactic properties.
The paper evaluates whether object relations in Mooré ditransitive constructions can be
characterized according to proposals about the typology of object relations present in the
literature, i.e. primary vs. secondary object type language or symmetrical vs. asymmetrical
object type language.

1 Introduction

Mooré (Mooré) [mos] is a Gur language spoken in Burkina Faso by approximately 6
million people (Lewis, Simons & Fennig 2016).! Ditransitive constructions in Mooré re-
semble what have been called DOUBLE OBJECT constructions (Dryer 1986; 2007; Goldberg
1995). There are several proposals for typological classification of the object systems of
languages which allow two objects in a construction.

Dryer (1986) argues that while many languages employ object grammatical relations
which can be best described as Direct OBjecT (DO) and INDIRECT OBJECT (IO), other
languages use the grammatical relations of PrRiMmARY OBJECT (PO) versus SECONDARY
OBjECT (SO). In the latter case, the PO has morphosyntactic properties similar to those
of a Direct Object (DO) in a monotransitive clause. The SO, on the other hand, does not
display the same object properties as the PO. In dealing with double-object constructions
in Bantu languages, Bresnan & Moshi (1990) introduce the concepts of SYMMETRICAL ver-
sus ASYMMETRICAL object type languages. In symmetrical object languages, the THEME

! The data for this paper comes from elicitation at the University of Oregon with Timbwaoga Aimé Judicaél
Ouermi, a 25 year-old male native Mooré speaker born and raised in Ouagadougou, Burkina Faso and
residing in Eugene, Oregon since 2009.

Sara Pacchiarotti. 2016. The syntactic status of objects in Mooré ditransi-
tive constructions. In Doris L. Payne, Sara Pacchiarotti & Mokaya Bosire
I (eds.), Diversity in African languages, 61-80. Berlin: Language Science Press.
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object of a causative or ditransitive (possibly created by means of an applicative) verb
retains its object properties in the presence of another object. In such a language, both
objects simultaneously display the same object properties. In an asymmetrical object
language, on the other hand, only one of the objects displays the full array of object
properties.

The aims of this paper are twofold. First, it offers a structural description of the overt
and covert properties of objects in Mooré ditransitive constructions, along with a list
of verbs which can be classified as ditransitive in this language on the basis of specific
syntactic properties displayed when the verb occurs in a ditransitive construction. This
description relies heavily on the parameters proposed by Malchukov, Haspelmath &
Comrie (2010) in their cross-linguistic study of ditransitive constructions,? but it also
takes into account object properties proposed by Hyman & Duranti (1982). Second, the
paper evaluates whether object relations in Mooré ditransitive constructions can be char-
acterized according to major proposals about the typology of object relations present in
the literature. The former goal is a contribution to the extant grammatical descriptions
of the language (Alexandre 1953; Canu 1974; Peterson 1971; Kouraogo 1976; Kabore 1985;
inter alia) which only marginally deal with ditransitive constructions (see Canu 1974;
Kabore 1985). The latter goal represents a contribution to the typological literature on di-
transitive constructions cross-linguistically and on the grammatical relation of object in
general. To my knowledge, no attempt has been made so far to describe object relations
of Gur languages from a typological perspective.

The paper is organized as follows: §2 sets out relevant definitions and terminology; §3
presents a list of verbs which can be defined syntactically as ditransitives in Mooré; §4
presents overt properties of objects in Mooré ditransitive constructions; §5 deals with
covert properties of objects in Mooré ditransitive constructions; §6 determines whether,
based on overt and covert properties, the grammatical relation of object in Mooré ditran-
sitive constructions fits any of the proposals present in the literature; §7 concludes the

paper.

2 Definitions and terminology

In Mooré, a DITRANSITIVE CONSTRUCTION contains the following structural components:
a subject, a verb and two objects (see Olawsky 1999 for the same structure in Dagbani).
The two objects which follow a ditransitive verb are not morphologically or analytically

2 In this paper, I use the term ditransitive constructions in the sense of Malchukov, Haspelmath & Comrie
(2010). According to these authors, ditransitive constructions are defined semantically as constructions
in which a verb denotes the transfer of an entity (T) from an AGENT (A) to a RecIPIENT (R) (Malchukov,
Haspelmath & Comrie 2010: 1). Malchukov, Haspelmath & Comrie (2010), unlike Goldberg (1995), include
under the term ditransitive construction different types of alignments of the two object arguments (i.e.
indirective, secundative and neutral). Therefore, the D(irect) O(bject)-I(ndirect) O(bject) alignment type
(i.e. indirective) is also an instance of a ditransitive construction under this definition.
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marked, that is, they do not show anything like object case-marking morphology and
they are not introduced by any adposition or relator noun, as in (1).?

(1) mamtéol-a  pag-a ri-ka.
1sG.1 send-AFF woman-CL1.IDN pot-CL12.IDN

‘I sent the pot to the woman.

In (1), the semantic role of ‘woman’ is that of RecrpienT (R). The semantic role of
‘pot’ is that of THEME (T). According to Kittild (2005: 274), RECIPIENTS can be defined as
“animate entities that receive something concrete transferred to their sphere of control or
domain of possession”. The THEME is the item being transferred to the animate receiver.
Throughout the paper, I will use Og to refer to the syntactic object mapped onto the
semantic role of RECIPIENT and O to refer to the syntactic object mapped onto the
semantic role of THEME.

Note that when Or is inanimate and Og is animate/human, as in (1), Ot cannot precede
Og, as shown by the ungrammaticality of (2).

(2) *mamtool-a  ra-ka pag-a.
1sG.I send-AFF pot-CL1.IDN woman-CL12.IDN

(‘T sent the pot to the woman.)

In Mooré, a DITRANSITIVE VERB is defined as displaying the following syntactic fea-
tures: (i) it can or must appear in a construction followed by two morphologically and
analytically unmarked objects and (ii) both of its objects can be expressed by means of
optional bound pronominal marking in the verb, although not simultaneously. Objects
can be optionally indexed in the verb regardless of their animacy value (i.e. inanimate,
animate, and human objects can all be indexed).

In Mooré, the grammatical relation of object (O), in both monotransitive and ditransi-
tive clauses, displays the following overt syntactic properties: (i) a lexical or free pronom-
inal expression of it occurs immediately after the verb or after another object; (ii) such
a phrase is not introduced by prepositions or relator nouns; (iii) such a phrase does not
bear any case marking;* and (iv) such a phrase can be optionally indexed in the verb.
Verb indexation of an object and lexical/free pronominal expression of a co-referential
object can never co-occur in the same clause. For reasons of space, these properties
will be illustrated only for ditransitive clauses. Additional properties, especially covert

3 The Mooré orthography used in this paper is grounded in a phonemic representation using IPA charac-
ters, except [j] which is represented here as <y>. The vowel system is extremely complex and how many
phonological vowels exist and whether or not there is some type of harmony (ATR or otherwise) are
debated topics (see Peterson 1971; Canu 1974; Rennison 1990; Nikiéma 2000; Calamai & Bertinetto 2005;
among others). For the purposes of this paper, vowel graphemes and their phonetic realizations are as
follows: <i> [i], <1> [i], <e> [e, 1], <&> [¢], <a> [a, 3], <0> [0], <0> [0], <> [v] and <u> [u]. Tone: high=v,
low=v (though low is not written in the language name). The tone system is not fully understood at the
present time, but see Peterson (1971).

4 Case marking on nouns is absent in Mooré, except for the putative locative case endings -é and -6wa as in
zdk-¢, zak-6wa ‘in the house’. The difference between the two forms is obscure at the present time.
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ones, will be discussed throughout the paper and summarized in Table 4. Some of the
morphosyntactic details necessarily relied on in §3 will be dealt with in more depth in

§4.

3 Ditransitive verbs in Mooré

There seems to be a restricted number of ditransitive verbs in Mooré (Table 1). A DITRAN-
SITIVE VERB in this language is one which displays the following syntactic features: (i)
it can appear in a construction followed by two morphologically unmarked NPs and (ii)
either of its objects can be optionally indexed in the verb, although not simultaneously.’

Table 1: Mooré ditransitive verbs

Verb ~ Meaning Verb  Meaning
toole  ‘send’ k3 ‘give’

péné  ‘lend/borrow’ bisé  ‘ask for’
winigi  ‘show’ t3gsé  ‘tell’

kééseé  ‘sell’ rilgé  ‘feed’
yiingi  ‘make drink’  kélle  ‘leave’
zamsé  ‘teach’ lobge  ‘throw (to)’

Some ditransitive verbs present special lexical (selectional) restrictions. For instance,
the verb kéllé ‘leave’ can only be used when the THEME is inanimate (artifacts or dead
animals but not living animals or humans). A couple of ditransitive verbs are synchron-
ically segmentable morphological causatives: this is the case of rilgé ‘feed’ derived by
means of the causative morpheme -g from rf ‘eat’, and yiingi ‘make drink’ derived from
yi ‘drink’. The verb winigi ‘show’ has the phonological form of a causative verb but
presuming this was its origin, the verb has completed a process of lexicalization and the
‘source’ verb root from which it was derived is no longer synchronically present in the
language.

Several ditransitive verbs can occur in constructions with different argument struc-
tures and a concomitant change in their semantic meaning.® This is illustrated with
‘throw’ in (3) and (4):

> Several semantically ditransitive verb concepts such as ‘bring (someone or something somewhere)” have
been omitted for two reasons. First, some of these verbal concepts are expressed in multi-verb construc-
tions. Second, some of these verbal concepts are found in constructions which include a SpaTIAL GOAL or
LocATION, such as ‘to the house’, ‘to the market’, or ‘to Ouagadougou’. As will be discussed in §4.4, locative
NPs in Mooré are marked by a putative locative case marker and they cannot be optionally indexed in the
verb.

6 Other examples include the verb zdmsé, which can mean ‘learn’, ‘teach’ or ‘dream’ depending on the
argument structure it occurs with.
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(3) a lobg-a maam kiag-r-a.
3sG.I throw-AFF 1SG.II stone-CL5-IDN

‘She threw the stone to me (I am trying to catch it).

(4) a  lobg-a maamné¢ kug-ri.
3sG.1 throw-AFF 1sG.11  with stone-cL5

‘She threw the stone at me (she wants to hit me with it).

The ditransitive argument structure in (3) is benefactive, whereas (4) is malefactive.
The only difference between the two is that ‘stone’ in (4) is introduced as an oblique by
means of the instrumental/comitative preposition ‘with’, whereas in (3) it appears as a
core argument.

Besides their occurrence in a ditransitive construction, the major syntactic criterion
for claiming that a verb is ditransitive in Mooré is the possibility of optionally indexing
either of its objects on the verb, albeit not simultaneously. Many verbs which formally
look like good candidates for the ditransitive label were excluded due to their failure at
the indexation test. This can be illustrated with verbs such as wi ‘bring water’, ra ‘buy’
and mwé# ‘build’. For instance, ‘build’ can appear in a ditransitive construction (5) or

in the 7 k5 ‘and give’ construction (6), used to express an NP with the semantic role of
BENEFACTIVE.’

(5) a Muasamwé-f  maam za-ka

3sc.1 M.  build-AFF 1sc.11 house-cr12

‘Musa built a house for me’ (lit: ‘Musa built me a house.).
(6) a Muasamwé-8  za-ka A k3 maam.

3sG.1 M.  build-AFF house-cL12 pvc give 15G.II

‘Musa built a house for me’

Although ‘build’ can appear in a ditransitive construction such as (5), this verb has
restrictions on the verbal indexation of one of its objects. Specifically, the optional in-
dexation of Og on ‘build’ is possible (7), but the indexation of Or is never possible (8).

(7) a  Musa mwé-m-la za-ka.
3sG.IM.  build-1sG.111-AFF house-cL12
‘Musa built me a house.

(8) *a  Musa mwé-é-la maam.

3sG.IM.  build-3sG.11I-AFF 1SG.II
(‘Musa built it for me.)

7 The 1 k3 construction illustrates grammaticalization of the verb k3 ‘give’ into a benefactive marker.
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With the ditransitive R plus T meaning, the Or ‘house’ can be successfully indexed
only if the verb is followed by the main clause final marker - mé® and the REc1piENT/BENE-
FACTIVE is expressed by means of the 7 k3 construction (9):

(9) a mwé-é-la-ms n k3 maam.
3sG.1 build-3sG.111-AFF-PHB PVC give 1SG.II
‘He built it for me’

The verbs wi ‘bring water’ and rd ‘build’ display the same restrictions illustrated for
‘build’ in (8): the indexation of Or is impossible if they are used in a ditransitive frame
and possible only in a construction such as (9). The indexation test proposed here dif-
ferentiates ditransitive VERBs (i.e. those listed in Table 1) from ditransitive CLAUSES (i.e.
as in (5)), showing the relevance of morphosyntactic transitivity at both levels for this
language.

4 Overt properties of ditransitive constructions

This section illustrates the alignment system of Mooré, including object alignment in the
sense of Malchukov, Haspelmath & Comrie (2010) and overt properties of ditransitive
constructions such as word order, constituency and clause-level person agreement or
indexing.

4.1 Alignment in transitive and ditransitive clauses

Mooré displays a nominative-accusative alignment system in most areas of its grammar
and therefore an emic category of Subject (S/A). Word order is rigid both in intransitive
(SV) and transitive clauses (AVO). There appear to be three sets of pronouns: one for the
S/A category (set I which has both long and short form pronouns) and two for the O
category (sets II° and III). The O argument of a monotransitive verb and Og and Ot of a
ditransitive verb can be optionally indexed in the verb by the set III forms (see §4.4 for
details of their use). When an optional bound pronominal form occurs, if the polarity of
the clause is affirmative, the set III pronoun must co-occur with the affirmative marker
-1a, which is an allomorph of -4.1°

8 The obligatory presence of -mé before the 7 k3 construction is syntactic evidence that the pre-verbal con-
junction 7 actually introduces a second clause (at least historically) and that ‘me’ is (or was) not simply an
oblique argument. If the latter were the case, -mé would not be present because -mé only appears when
no core or oblique arguments or adverbs follow a given verb within the same (main) clause.

° The dubious status of set II plural forms as syntactically accusative forms will be discussed in §4.3.

10 Tn the present paper I gloss -ld as ‘affirmative’ (AFF), and treat it as an allomorph of -d. The affirmative
marker -a obligatorily appears on the verb if, and only if, the verb is in an affirmative declarative main
clause. The allomorph -ld occurs only when a set III object pronoun occurs in the verb. This same analysis
was proposed by Manessy (1963). The appropriate glossing of this morpheme is, however, controversial.
Alexandre (1953: 96) calls it a ‘marker of indicative mood’; Peterson (1971: 112) a ‘complement marker’;
Canu (1974) a ‘marker of realis mood’; Kabore (1985) a ‘marker of modality’; and Nikiéma (2003) a mark of
the ‘effectiveness and declaration of the process’.
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The pronoun sets are shown in Table 2. It should be noted that several authors have
diverging opinions about the characterization of Mooré pronouns. Though there are
some differences, the account offered here is largely the same as Kouraogo’s (1976: 53),
who claims that set I is used as a nominative set, whereas sets II and III are accusative
sets. In contrast, Canu (1974) and Kabore (1985) argue that both sets I and II can express
any syntactic role and choice lies mainly in the emphatic use of the pronoun."

Table 2: Mooré pronoun sets

SET I (S/A) SETII (O) SET III (O)
long short long short
s mam m[m] maam -m-la
2sG  fo frf] féé -f-la
3s¢ a alal yeénda/yé -a-la
L tond  d[°d] t6nd(0) -d-la
2pL  yamb b [°b] yamb(a) -i-la
3pL  bamb b [°b] bamb(a) -b-la

The following examples show that the same set I 3sG pronoun codes the S argument
(10) and the A argument (11). The O argument, however, is coded by a set II 3sG pronoun
(12).

(10) a ki-i-mé.
3sG.I die-AFF-PHB
‘She died’

(1) a k& yénda
3sG.1 kill-AFF 3sG.11
‘She killed him.

Notice in (10) and (11) that the affirmative marker -d has allomorphs which are copies
of the vowel of the verb root when the verb root is CV, as in kf ‘die’ and k& ‘kill’. This
same behavior can be observed in (12) and (13) with the verb k3 ‘give’. The verb phrase
boundary marker -mé, present in (10), occurs only when the clause is declarative, its
polarity affirmative and no NP functioning as a core or oblique argument, nor adverb,
follows a given verb.

In ditransitive constructions, Mooré displays a neutral-object alignment system, as
defined by Malchukov, Haspelmath & Comrie (2010), in terms of pronoun form: the O of
a monotransitive verb (11), and Og (12), and O (13) of a ditransitive verb are expressed
formally by the same set of pronouns.'

11 Specifically, Kabore (1985: 220 and fF.) uses the term valeur d’insistance to differentiate sets I and II Set II
would be used, according to him, when the pronoun is focused or emphasized.
12 Examples (12) and (13) are to be understood as pronominal counterparts of (1), ‘I gave the pot to the woman’.
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(12) mamk5-5 yénda ra-ka.
1sG.I give-AFF 3SG.II pot-CL12.IDN

‘T gave the pot to her.

(13) mam k5-5 pag-a yénda.
1sG.1 give-AFF woman-CLLIDN 3SG.II

‘T gave it to the woman.

Other Gur languages such as Dagaare (Ghana) display this type of object alignment
system (Bodomo 1997), as do a number of non-Gur African languages (cf. Ackerman,
Malouf & Moore to appear, on the Kordofanian language Moro)."*

4.2 Word order of objects in relation to animacy

In Mooré the two lexical objects of a ditransitive construction are unmarked: they bear
no case marking or adpositional marking indicating their syntactic role within the clause.
Humanness and animacy are, however, determinant factors affecting constituent order
in ditransitive constructions.!* If one of the two objects is [+human] or [+animate] and
the other is [-animate], the order is [+human/animate] followed by [-animate] (see also
Canu 1974: 394). This pattern can be illustrated with verbs such as ‘lend’ (14) and ‘feed’

(15).

(14) mampén-a  pag-a wéé-f-a.
1sG.1 lend-AFF woman-cLL.IDN bike-cL19-1DN

‘I lent the bike to the woman’

(15) mamrilg-a  b66-s-4 nangu-ri.
1sG.1 feed-AFF goat-cL13-IDN peanut-CcL5

‘I fed peanuts to the goats’

However, the hierarchy-based ordering rule can be violated by pragmatic factors such
as the placement of emphasis on one of the two objects (Kabore 1985: 375).

When Og and Ot are both [+human], both [+animate], or one [+human] and the other
[+animate], the order is variable and the construction may display ambiguity as to which
of the two objects is semantically the RECIPIENT and which is semantically the THEME
if no further specification is added.®® Thus, in (16)-(18) the semantic role associated to
each object could be either R or T, independently of order. Therefore, in this language
a [+human] object does not seem to outrank a [+animate] object with respect to word
order.

13 T am thankful to an anonymous reviewer for suggesting this reference to me.

14 In the following discussion I use [+animate] to refer to a non-human animate participant, and [+human]
to refer to a human animate participant.

15 An anonymous reviewer asked: (i) whether an inanimate Ot can precede the Og when Or receives empha-
sis/focus; (ii) whether O can precede Or when Ot has contrastive focus. The answer to the first question
is yes (see Kabore 1985: 375 for examples). At the present time I do not have enough data to answer the
second question.
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(16) mam winig-a  bii-ga pag-a.
1sG.1 show-AFF child-cL12.1DN woman-CL1.IDN
‘T showed the boy to the woman. or ‘T showed the woman to the boy’
(17) mam winig-a baa-gi b665-s-a.
1sG.1 show-AFF dog-CL12.IDN goat-CL13-IDN
‘T showed the goats to the dog. or ‘T showed the dog to the goats.
(18) mam winig-a2 wob-g-a bii-ga.
1sG.1 show-AFF elephant-cr15-1DN child-cL12.1DN
‘T showed the elephant to the child. or ‘T showed the child to the elephant’

In sum, the two objects are not morphosyntactically differentiated based on semantic
role, though linear order of Og and Or is constrained by animacy.

4.3 Split in the coding of Og and Or as independent pronouns

Either Og or Or, or both simultaneously, can be expressed as independent pronouns.
Objects expressed as independent pronouns show the same behavior as full-fledged NPs
with respect to animacy-governed word order (see §4.2).

There appears to be a split in Mooré between the set of independent pronouns used
for 1sG, 2sG, 3sG and the set used for 1pr, 2PL and 3pL. In the singular persons, the
independent pronoun for the first linear object always comes from set II (19).

(19) Set II singular forms coding the first linear object when followed by another NP

AV Or [SETII] Or
bamb k3-5 maam/f66/yénda péén-d  myfi-g-a.
3PL.I give-AFF 15G/25G/3sG scarf-cL5 red-cL12-IDN

‘They gave {me, you, him/her} a red scarf.’

For 1p1, 2pL and 3pL, a pronoun form from set I is used if another NP, including one
functioning as Or, an oblique, or an adverb follows (20). Using a set II pronoun form for
the first linear object in (20) would result in ungrammaticality.

(20) SetI plural forms coding the first linear object when followed by another NP
AV Or [SET ] Or
a k53 tsnd/yamb/bamb péén-d myii-g-a.
3SG.I give-AFF us, you-all, them scarf-cL5 red-crL12-1pDN

‘He gave {us, you, all, them} a red scarf.”

If there is no NP following the first linear object after the verb, the plural persons are
expressed by set II pronouns. This split in pronoun-form selection appears to be phono-
logical rather than syntactic in nature (see Peterson 1971 for a phonological account).
This casts doubts on the nature of set II plural forms as a set of specifically case-marked
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‘accusative’ pronouns: they do not appear strictly in ‘object’ position, but rather the set
II plural forms only occur in final position within the clause. Further, while the singular
persons of set I and set II differ in vowel length and tone, the plural persons of the two
sets differ only in the absence vs. presence of a final vowel, respectively.

4.4 Optional indexation of Og and Or in relation to animacy

In Mooré, only core syntactic object arguments can be optionally indexed!® in the verb
by the set III clitic pronouns. Obliques (21), NPs followed by relator nouns like zugu
(which in (23) indicates something like ‘off’ or ‘from’ the surface of), and locatives (25)
cannot be indexed in the verb, as shown by the ungrammatical examples in (22), (24) and
(26).

(21) a Musawé-f a  Rihnatané kagri
3sG.IM.  hit-AFF 3sG.IR. with stone-cL5
‘Musa hit Rihnata with a stone.’

(22) *a  Musa wé-g-la a  Rihnata.

3sc.1 M.  hit-35G.111-AFF 35G.IR.
(‘Musa hit Rihnata with it’.)'®

(23) a  yéés-a  zii-m-a fi-ga z0-gu.
3sG.I wipe-AFF blood-cL22-1DN cloth-crL12.1pN head-cr15
‘She swiped the blood off the cloth.

(24) *a  yéés-a-la zii-m-a.

3sG.I wipe-3sG.I1I-AFF blood-cL22-1DN
(‘She wiped the blood off it.")

(25) mam tém-a  bii-ga z4-k-¢é.
1sG.1 work-AFF child-c112.1DN house-cL12-Loc
‘I sent the child home.*

(26) *mam tém-a-1a bii-ga.

1sG.1 work-3sG.111-AFF child-cL12.1DN
(‘T sent the child to it”)

16 Throughout the paper, optional indexation should be understood as a synonym of optional bound pronominal
agreement.

17 Proper names are usually preceded by the 3sG pronoun d as shown in (21). This 4 is not a case marker; it
occurs before any proper name in all syntactic roles (S, A, O).

18 The set III 3sG object pronoun -d indexed in the verb in §4.1 undergoes the same phonological process
observed for the affirmative marker -d in §4.1. When the shape of an immediately-preceding verb root is
CV, the set III 3sG pronoun -a takes the form of a copy of the last vowel of the verb root, as in (22) where
-a > -¢ because the verb root is CV and the last vowel is . If the contiguous verb root is not CV, then the
3sG bound pronoun surfaces as -d(-ld) as in (24) and (26). (Manuel Otero, p.c.).

19 Tn Mooré, the verb t5mé can mean ‘work’ but also ‘send someone’.
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It was stated in §4.1 that the set III bound pronouns optionally index in the verb the
O of a monotransitive clause, and O and Ot of a ditransitive clause. Thus in terms
of pronoun forms, Mooré shows a neutral object alignment system in optional bound
pronominal object indexation.

In ditransitive constructions, either Og or Ot can be optionally indexed in the verb,
but never both at the same time. By optionally I mean that if either Og or Ot are indexed
in the verb, a lexical NP co-referential to the object that is indexed cannot occur in the
clause. If one of the two objects is indexed, the other needs to be expressed either as a
NP or as an independent pronoun.

There seem to be in Mooré no restrictions on optional bound pronominal indexation
depending on a hierarchy of animacy or person (such as 156>2s56>3sG), plurality or def-
initeness. The combinations that have been tested are listed in Table 3.

Table 3: Optional indexation of Or and Ot depending on animacy

Or Ot Tested verbs Indexation of Or and Ot
I +human  +human  ‘show’, ‘give’ YES
I +human  +animate ‘show’, ‘send’, ‘lend’ YES
I +human  -animate ‘send’, ‘give’, ‘tell’, ‘teach’,  YES
‘ask for’, ‘show’, ‘leave’,
etc.
IV  +animate +animate ‘show’, ‘feed’ YES (but see below)
V  +animate +human  ‘show’ YES
VI +animate -animate ‘feed’, ‘show’, ‘give’ YES

For reasons of space, only combination IV is illustrated with the verb winigi ‘show’ in
(27)-(29). Whenever both objects refer to animate or human entities, the interpretation
of their semantic role is inherently ambiguous. This is true also in the case of optional
indexation.

(27) a  Musa winig-a baa-ga b&6-sé.
3sG.IM.  show-AFF dog-cL12.IDN goat-cL13
‘Musa showed goats to the dog’

(28) a  Musa winig-b-la baa-ga.
3sG.IM.  show-3PL.III-AFF dog-CL12.IDN
‘Musa showed them to the dog’

(29) a  Musa winig-a-1a b&6-sé.
3sG.IM.  show-3PL.III-AFF goat-cL13

‘Musa showed goats to it (i.e. to the dog).
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Some verbs seem to require the indexed object to be semantically a RECIPIENT, as is
the case with rilgé ‘feed’?® In (31) the indexed object corresponds to the RECIPIENT of
(30), ‘lion’. The ungrammaticality of (32) shows that with the verb ‘feed’ the indexed
object cannot refer to the THEME (i.e. ‘sheep’ in (30)); rather, a RECIPIENT interpretation
of the indexed object is forced, even if it is semantically awkward.

(30) a  Musarilg-a  byi-gi pif-s-a.
3sG.IM. feed-AFrF lion-cL12.1DN sheep-cL13-1DN
‘Musa fed the sheep (plural) to the lion.

(3) a  Musarilg-a-la pif-s-a.
3sG1M. feed-3sG.111-AFF sheep-cL13-IDN
‘Musa fed the sheep to it (to the lion).

(32) a  Musarilg-b-la biyt-ga.
3sG1M. feed-3pL.111-AFF lion-cL12.IDN

? ‘Musa fed the lion to them (to the sheep)’ not *‘Musa fed them (the sheep) to
the lion’

Examples (30)-(32) are the only instance I have found in which Og and Ot appear to
be treated differently in the language. Further research is needed to fully understand the
dynamics of these ‘exceptions’.

4.5 Constituency

Adverbs of time such as ‘yesterday’ cannot go between V and Og or between Og and Or.
Thus, acceptable versions of (33) and (34) feature the temporal Adverb at the beginning
or at the end of the clause, but never in a position which disrupts the sequence [V Og

Or].

(33) *mamtéol-a  zdamé  pag-a ra-ka.
1sG.1 send-AFF yesterday woman-CL1.IDN pot-CL12.IDN
(‘T gave yesterday the pot to the woman.’)

(34) *mamtéol-a  pag-a zddmé  ra-ka.
1sG.1 send-AFF woman-CLLIDN yesterday pot-cL12.IDN

(‘T gave to the woman yesterday the pot.)

Identical behavior is observed with other adverbs, such as bald ‘only’ and ydsa ‘again’.
This indicates that the verb and its two objects form one indivisible constituent.

20 The verb rflgé ‘feed’ is clearly a derived causative from the verb rf ‘eat’, by means of the causative suffix -g.
Conceivably ‘show’ (see (30)) is more lexicalized than ‘feed” as a ditransitive verb; perhaps there might be
some restrictions on indexation of productively-derived Causees as with ‘feed’.
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5 Covert properties of ditransitive constructions

This section deals with covert properties of ditransitive constructions, such as controller
or target of co-reference, relativization, reflexivization, etc. Passivization is excluded be-
cause in Mooré, a functional equivalent to a passive is at most an impersonal construc-
tion in which whoever realizes an action is introduced as generic ‘people’ and the clause
construction remains transitive. Quantifier floating is irrelevant because quantifiers in
Mooré can appear only immediately after the noun they modify.

5.1 Relativization

In Mooré, both Og (35) and Ot (36) can be relativized by means of the same strategy:
(35) pag lanningdd  Musah3  to6l ru-ka.

woman REL 3sc1M. SUBRD send pot-CL12.IDN

‘the woman to whom Musa sent the pot’
(36) ra-k  lanningda  Musah3  tool pag-a.

pot-CL12 REL 3sGc.IM.  sUBRD send woman-CL1.IDN

‘the pot which Musa sent to the woman’

In both cases, the head noun is followed by the invariable relativizer lanninga. The
relativizer is followed by the subject of the relative clause, a ‘subordinate’ clause marker,
a verb root without aspectual markers and the other object (i.e. the one that is not being
relativized on). Essentially, relativization of objects occurs by means of a gap strategy.

5.2 Control of co-reference of possessive NPs

Ogr has the ability to control co-reference of a following possessor in the same way as
the subject argument does.

(37) a  Musaks-3 a  Ouérmi ligi-d-a a  za-k-6wa.
3sc.IM.  give-AFF 3s5G.1 O. money-CL21-IDN 3sG.I house-cL12-Loc

‘Musa; gave the money to Ouermi; in his;; house’

When both objects are [+human], both can control co-reference of a possessor. This
means that Ot shows the same property as Og for the control of possessors. In (38), ‘his
house’ can be the house of the subject ‘Musa’, Og ‘Ouermi’ or Ot ‘the child’.

(38) a  Mdsa winig-a a Ouérmi bii-ga a z4-k-Bwa.
3sG.I1 M.  show-AFF 3sG.1 O. child-cL12.1DN 3sG.1 house-cL12-LoC

‘Musa; showed the child; to Ouermiy in his;;, house’
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5.3 Control of co-reference under coordination and subordination

In Mooré, when a main clause has a 3sG subject and a 3sG object and a following clause
has a 3sG subject, different linking elements disambiguate the possible co-reference of
arguments between the two clauses. If the subject of the linearly first clause is co-referent
with the subject of the second clause, the coordinator la is used.

(39) a Musamok-a a  Rihnatala=a 166g-¢.
3sc.I M.  kiss-AFF 3sG.IR. and=3sG.1 leave-CFv

‘Musa; kissed Rihnata; and he;/*she; left” or ‘Musa; kissed Rihnata; and hej/shey
left.

If the object of the linearly first clause is co-referential with the subject of the following
clause, the complementizer ¢f is used:

(40) a Musad mok-a a Rihnéta t=a 166g-€.
3sc.a M. kiss-AFF 3sG.IR. COMPL=3SG.I leave-cFv

‘Musa; kissed Rihnata; and “he;/she; left” or ‘Musa; kissed Rihnata; and hey/shey
left.

When the linearly first clause is ditransitive, the same pattern described above is ob-
served. Importantly, when ¢ is used, either Ogr or Ot can be co-referential with the
subject of the following clause:

(41) a  Muasadwinig-a a  Ouérmi bii-ga t=a 166g-¢.
3sc.a1 M. show-AFrF 3sG.1O. child-cL12.IDN comPL=3sG.I leave-cFv
‘Musa; showed the child; to Ouermi, and *he;/he;y left’

Co-reference tests were also explored under the condition of subordination (42). When
the subordinate clause is ditransitive and both objects are [+human], either object can
control co-reference of the subject in the main clause (along with the subject of the
subordinate clause).

(42) 4 Musah3  winiga  Ouérmi bii-ga a  166g-a-mé.
3sG.a1 M. suBrRD show 3sG.I O. child-cL12.IDN 3sG.I leave-AFF-PHB
‘When/since Musa; showed the child; to Ouermi, he;y. left’

Thus, in control of co-reference under coordination and subordination, as happens
with control of co-reference of a possessor, Og and Ot display the same behavioral prop-
erties.

5.4 Reflexivization and reciprocalization

In Mooré both Og (43) and Or (44) can be the target of reciprocalization:
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(43) a  Ouérminé Musawinig-a taab baa-ga.
3sG.1 0. with M. show-AFF each.other dog-cL12.1DN
‘[Musa and Ouermi]; showed the dog to each other;’

(44) a  Ouérminé Musa winig-a taab a Al
3s5G6.1 0. with M. show-AFF each.other 3sG.1 A.

‘[Musa and Ouermi); showed each other; to Ali’

In both cases, the reciprocal NP must immediately follow the verb, regardless of its
semantic role.

Both Og and Or can also be targets of reflexivization. In this case too, the reflexive NP
must immediately follow the verb.

(45) pag-a k35 a4  méng méang-re.
woman-CLLIDN give-AFF 3sG.Iself mango-cL5
‘The woman gave a mango to herself’

(46) pag-a k3-5 a4 méngrao-a.
woman-CLLIDN give-AFF 3sG.I self man-crl

‘The woman gave herself to the man’

5.5 Information questions

In Mooré, both Og and Ot are fronted to the beginning of the clause when an information
question is built upon them.

(47) bwé la Musa k3 kam-ba?
thing which M. give children-cr1
‘What did Musa give to the children?’
(48) 4an IEY Musd k3 péén-da?
person which M. give scarf-cL5.1pN

‘To whom did Musa give the scarf?’

6 Og and Ot in Mooré ditransitive constructions within a
typological perspective

This section offers a summary of the overt and covert properties of Og and Ot in Mooré
ditransitive constructions as discussed in §4 and §5, and determines whether double-
object constructions in this language can be classified in terms of a PRIMARY versus SEC-
ONDARY OBJECT (Dryer 1986) type system, or SYMMETRICAL Versus ASYMMETRICAL object
type system (Bresnan & Moshi 1990).
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Mooré does not appear to be a PRIMARY/SECONDARY OBJECT language in the sense of
Dryer (1986) because both objects of a ditransitive construction display the same prop-
erties as the object of a monotransitive construction. According to Bresnan & Moshi
(1990: 147), in symmetrical object languages, both objects display PRIMARY OBJECT prop-
erties (in the sense of Dryer 1986); the properties they test for selected Bantu languages
include passivizability, object agreement, adjacency to the verb, unspecified object dele-
tion, retention of object marking on verbs in presence of applicatives, reflexivization and
reciprocalization. The authors state that in a true symmetrical object language, “different
arguments can simultaneously have primary object properties” (Bresnan & Moshi 1990:
153, emphasis in the original).

Many of the object properties of Bantu languages, such as passivization and object case
marking, are absent in Mooré, and the concept of ‘simultaneity’ could pose some diffi-
culties in the case of Mooré just because of the morphosyntactic nature of the language
itself. However, by and large this paper has shown that the two objects of a ditransitive
construction in Mooré are indistinguishable and share the same value for all the object
properties that have been investigated (Table 4).

7 Conclusions

Mooré shows a neutral object alignment system in independent pronouns and in op-
tional bound clitic pronouns in the verb. There appears to be a split in the selection of
independent pronouns for plural persons if another NP or adverb follows. This, however,
should probably be considered a phonological rather than a syntactic split. Word order
of objects in ditransitive clauses is strictly [+human/+animate] followed by [-animate].
Semantic role assignment is variable when both objects are [+human/animate]. In bound
pronominal agreement, both Og and Or can optionally be expressed by means of bound
pronouns in the verb, but never at the same time. As for constituency, both Og and Ot
form a constituent with the preceding verb.

As for covert properties, Og and Ot show the same relativization strategy, both can
be the target of reflexivization and reciprocalization, both can control co-reference of a
following possessor and co-reference under coordination/subordination. In information
questions, the question word referring to both objects is fronted at the beginning of the
clause.

Based on this evidence, Mooré appears to be a symmetrical object language type. So
far, symmetrical object systems have been attested, among others, in Bantu (Bresnan &
Moshi 1990), Austronesian (Donohue 1996), Yagua, an isolate from Peru (Payne & Payne
1989), Western Australian (Dench 1995) and Totonac-Tepehua (McKay & Trechsel 2008)
languages. However, Bresnan & Moshi’s (1990) condition of simultaneity as pivotal to
defining the symmetrical object language type is not always applicable in Mooré simply
due to morphosyntactic restrictions in its grammar (e.g. only one object can be marked
on the verb at a time). This suggests room for further typological research on subtypes
of symmetrical object systems. It should also be noted in this respect that some of the
covert properties discussed here for Mooré are not listed among the common tests for
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Table 4: Object properties in Mooré ditransitive constructions

OBJECT PROPERTY Or Ot Notes
OVERT

CASE MARKING - - Neither object displays case or
adpositional marking.

WORD ORDER v v Either Og and Or can appear
immediately after the verb when
both are [+human/animate].

OPTIONAL BOUND PRONOMINAL v v' No significant restrictions found

AGREEMENT based on animacy, number,
definiteness or hierarchy of
person. Og and Ot cannot both be
indexed at the same time.

CONSTITUENCY v V' Both appear to be a single
constituent with the verb.

COVERT

CONTROL OF CO-REFERENCE OF A v v" Both Oy and O can control

POSSESSOR co-reference.

CONTROL OF CO-REFERENCE UNDER v/ v Both Oy and Ot can control

SUBORDINATION co-reference.

RELATIVIZATION v' v The same strategy is used for Og
and Or.

REFLEXIVIZATION v" V' Both Og and Or can be the target.

RECIPROCALIZATION v v" Both Og and O can be the target.

investigating types of object systems in the literature on other languages. This raises
the theoretical question of whether overt and covert properties should be assigned the
same amount of ‘weight’ or ‘relevance’ in establishing subtypes of systems. The analysis
advanced here for Mooré also invites future comparative work on object properties in
other Gur languages. This would improve the understanding of the grammatical rela-
tions in this language family and add to the typological understanding of symmetrical

vs asymmetrical object systems.
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Abbreviations

CL noun class marker

1,2,3 1st, 2nd, 3rd person .
Loc locative case marker

iI zzt ilpr;)onr(l):liln DN identifiable
P pHB (verb) phrase boundary
III set III pronoun

PL plural
pvCc pre-verbal conjunction
SG singular

AFF  affirmative marker
CFv  citation form vowel
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Chapter 5

All-in-one and one-for-all: Thetic
structures in Buli grammar and
discourse

Anne Schwarz
Universidad Regional Amazoénica IKIAM

This paper describes the form and function of the thetic statement and its categorical coun-
terpart in the north Ghanaian Gur language Buli. Instead of applying cross-linguistically
well-known means to encode thetic statements, such as intonation and word order, a con-
nective particle is positioned at the beginning of the verb phrase and followed by a depen-
dent verb form or a noun in predicative function. This thetic construction may contain a
prosodic break between the strictly preverbal subject constituent and the predicate. Interest-
ingly, the structural features of thetic statements are also encountered in various embedded
clause types and give way to different stacking configurations. In terms of function, it is ar-
gued that the internal lack of information structure renders the thetic statement compatible
with a number of different pragmatic situations and thus contributed to its wide distribution
in Buli grammar.

1 Introduction

The thetic/categorical opposition is a useful information-structural distinction in some
languages, in particular in those that have developed special grammatical features for
pragmatically marked and unmarked topics. However, despite its information-structural
potential, the thetic/categorical distinction is only rarely considered in the functional-
typological literature concerning African languages (but cf. Giildemann 1996; 2010; 2012;
Fiedler et al. 2010: 250-253; Schwarz 2010a; beyond Africa, see in particular Kuroda 1972;
Sasse 1987; 1995; Lambrecht 1987; 2000; Ulrich 1988).

The thetic/categorical distinction in linguistics was borrowed from philosophy in the
19th century when Brentano and his student Marty proposed a fundamental dichotomy
between two different basic types of logical statements (Sasse 1987: 535). Categorical
statements are those with a classical bipartite subject-predicate structure in the Aris-
totelian sense. These statements involve two successive acts: naming an entity and then
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making a statement about it. The thetic statement, on the other hand, is internally un-
structured and expresses an event, a state or a situation without the concept of a topic
that is commented about. Kuroda (1972) was one of the scholars who applied this state-
ment classification in linguistics in order to describe the distribution of certain Japanese
morphemes. Ulrich (1988: 388) states that a distinction between categorical and thetic
constructions is universal, but that these constructions are expressed in different ways
by different languages. Since the recognition of the thetic/categorical opposition pro-
vides new insights into the intricate distribution of certain sentence construction types
in Buli, the distinction between statements that are mentally construed as unstructured
(thetic), versus structured into topic and comment (categorical), has also been adopted
here (Table 1, cf. also Ulrich 1988).

Table 1: The thetic/categorical distinction

Categorical Thetic

Philosophical level gives a statement about presents a fact as an insep-
an argument, predicative arable unit
linkage

Pragmatic level topic-comment unstructured (without
structure the notion of a topic to be

commented on)

Transferred to the pragmatic level, the bipartite structure of categorical utterances
consists of a topic and of a comment that predicates something about it. In the thetic
statement, on the other hand, the propositional information is conceptualized as a single
unstructured package. Unlike categorical statements, thetic statements have no internal
information structure and have been described as monomial predications where “the
entire situation, including all of its participants, is asserted as a unitary whole” (Sasse
1995: 4f).

The term ToPIC is used here to refer to “what the utterance is about,” thinking of
the topic as a textual location or storage address for subsequent information. Reinhart
(1982) uses a file card metaphor according to which the topic corresponds to the title
of a file card to be followed by the comment. Functioning as a storage address, it is a
characteristic feature of topics to be established early in the discourse to be then com-
mented on. Accordingly, the subject often has the (unmarked) topic role. In coherent
discourse, topics tend to display certain continuity and thus often represent information
already shared between the interlocutors. Languages may therefore provide particular
(pronominal) morphology or allow even zero forms for encoding such topic continuity.
Accordingly, it is possible to encounter categorical statements that have a conceptual
topic about which the speaker comments, even though the topic itself is not mentioned
in the sentence.
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In intonation languages, such as English, the formal distinction between thetic and
categorical statements often relies on accentuation. This is exemplified in (1)-(2). In the
unstructured thetic utterance there is only one accent (marked in small capital letters)
which is placed on the subject. In the pragmatically bipartite categorical utterance, on
the contrary, both subject and predicate are accented.

(1) English thetic utterance (unstructured):
The cHicKen’s burnt.
As a reply to ‘What the hell is this stench?’ (Sasse 1987: 529)

(2) English categorical utterance (bipartite topic-comment structure):
The cHICKen’s BURNT.
In the context of ‘Where is the roast chicken I expected, why do I have a
hamburger on my plate?’ (Sasse 1987: 529)

Another well-known linguistic means for the expression of the thetic/categorical dis-
tinction is word order change. In Modern Greek, for instance, thetic statements display
subject inversion. The non-topical subject in (3) follows the verb rather than preceding
it; the latter is, however, the case in the categorical statement in (4).

(3) Modern Greek thetic utterance:
Xtipise to tilefono.
rang ART phone

‘The PHONE rang. (thetic) (Sasse 1987: 536)

(4) Modern Greek categorical utterance:
To tilefono xtipise.
ART phone rang

‘The PHONE RANG. (categorical) (Sasse 1987: 536)

In terms of discourse functions, it is obvious that the categorical organization of the ut-
terance particularly serves incremental information transfer, as the conceptual presence
of a topic provides a cognitively useful dedicated storage address for any new informa-
tion. Categorical statements seem to represent the dominant pattern in several commu-
nicative situations in coherent discourse, and are therefore overall pragmatically less
marked than the unstructured thetic organization. Thetic statements, on the contrary,
can be used to deliberately deviate from discourse coherence, for instance, by present-
ing an unexpected event in episode-initial position. Cross-linguistic studies (Sasse 1995)
have also confirmed that certain lexical classes of predicates are typically not used to
comment on topics across languages. Weather verbs are particularly well-known in this
respect. Cross-linguistically we can therefore expect categorical statements to represent
the basic communicative model in most coherent discourse sections, while thetic state-
ments might be more appropriate at scene-initial points and with particular predicate
types. Following Giildemann (2010: 86), we will suggest that when the speaker has the
choice and applies the thetic rather than the categorical configuration, she deliberately
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uses this “grammatical device to CANCEL the sentence-internal information structure that
is induced by the morphosyntax of an unmarked sentence.”

The remainder of the paper describes the basics of the thetic/categorical distinction in
Buli. §2 provides a brief introduction to the language. §3 deals with information struc-
ture in Buli and first outlines the language-specific distinction between the two config-
urations (§3.1), followed by more detailed structural accounts of categorical (§3.2) and
thetic statements (§3.3). §3.4 deals with the pragmatic range of situations for the applica-
tion of thetic statements and §3.5 discusses the embedding of corresponding structures.
A short summary is provided in §4.

2 The language

Buli belongs to the Gur language family and is spoken by approximately 150,000 people
(Lewis, Simons & Fennig 2015) in northern Ghana. There are three dialectal zones, two
of them with further minor internal variations. The data used for illustration here all
stem from the central zone and were recorded with speakers from Sandema and Wiaga
between 1996-2009. Within the Gur family, Buli is classified as a member of the Oti-Volta
branch, in which it forms, together with its closest relative and south-western neighbour
Konni, the Buli/Konni subgroup (Manessy 1979; Naden 1989). Buli shares several linguis-
tic features with other Gur languages, but also reveals various peculiarities. Like most
Gur languages, it is a tone language and has a three-tone contrast (High, Mid, Low). De-
viating from several relatives, though not from its sister language Konni (Cahill 2007),
Buli verbs have no lexical tone and the grammatical relevance of tone is fairly high.
Both lexical and grammatical tones are active beyond their primary tone bearing unit
(TBU): High tones extend their domain in certain environments, and in most dialects,
Low tones spread rightward into High TBU’s, but spare Mid ones (Schwarz 2003; 2007).
Grammatical affixes and clitics are attested both with and without inherent tone. Tone
alignment patterns are complex and depend on lexical, grammatical, and sometimes syn-
tactic variables. In addition to transparent tone patterns which only change in their sur-
face realization, there are also some nouns and verb forms which display an “unstable”
rising tone pattern, realized as LM on bimoraic segments in phrase-final position. How-
ever, the final rise often gets completely lost, unlike the High component in other tone
patterns which remains traceable even under tone spreading conditions. This and other
phenomena point to intonational influences in grammatical and lexical tone.

Buli is a head-marking language with a morphological type that is mildly aggluti-
nating, predominantly with suffixes in the nominal domain and with mostly proclitics
in agreement. The basic word order is SV(O)(OTHER). The verb system is aspectually
organized, with the perfective representing the unmarked aspect for dynamic verbs. Se-
rial verb constructions are common and fulfil voice as well as particular tense-aspect-
mood-specifications. The nominal domain is characterized by a fully operational and
mostly overt noun class system. Nouns display suffixes and agreement operates primar-
ily phrase-externally employing proclitics or prefixes. Two nominal forms with different
suffix sets exist. In singular, only the definite forms have fully overt noun class suffixes,
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while the indefinite forms often display just suffix traces (see Schwarz 2007 for more
details on the noun class morphology).

3 Information structure in Buli

Buli grammar closely interacts with information-structural categories. Under certain
conditions, for instance, it seems that the morphological marking of a focal constituent
within the sentence is grammatically required, i.e. its lack would yield an ungrammatical
sentence. This situation and the dominance of morphosyntactic means for information-
structural encoding is reminiscent of other African languages for which grammaticalized
focus systems are reported (Hyman & Watters 1984; Robert 2000; Wolff 2005).

With respect to the information-structurally controlled morphosyntactic variation in
Buli, we observe major encoding differences in terms of different sentence constructions.
Long-lasting studies concerning this variation, taking data into account from both nat-
ural discourse and more controlled elicitation tasks (as those by Skopeteas et al. 2006
and Schwarz 2007), suggest that it is not just sentence-internal information-structural
categories such as topic and focus that are systematically morphosyntactically encoded,
but rather the distinction between thetic and categorical statements in order to structure
and organize discourse above the simple clause-level.

3.1 The thetic/categorical distinction in Buli

In Buli, the propositional content of an utterance can be expressed in at least two formal
ways: either in a simple categorical form as in (5), or in a thetic statement as in (6). Note
that the different subject forms in the sentences used here for illustration — a definite
subject noun in the categorical statement and an indefinite subject noun in the thetic
one — are not mandatory but reflect some typical features to be discussed further below.!

(5) Categorical (simple):
Nipoowa ndb ka tué.
nipok=wa  ndb ki tde
woman=DEF]1 eat KA bean.Nc6
‘The woman ate beans. [BL (la-trans) 2004: 28.01]

! The representation of examples contain a first data line that follows common orthographic practice to some
degree, but also marks surface tone. Most examples contain a second data line that provides morpheme
segmentation and underlying tones (wherever these differ from orthographic practice) and uses IPA sym-
bols with those consonants that could otherwise be misinterpreted. Unpublished data is from my fieldwork.
The examples stem from audio-recorded narratives, conversations and contextualized elications and trans-
lations. The source provided in square brackets at the end of an example free translation represents the
name and number of my Toolbox record under which they are stored.
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(6) Thetic:
Nipok lé  pdb tue.
nipok le ndbtae

woman.NCl CON eat bean.Nc6
‘A woman ate beans. [BL (2) 2005: 454-2]

Both sentences display SVO order, but they differ in two principled ways: In simple
(e.g., monoclausal) categorical statements, the verb is subject to regular inflection includ-
ing tonal subject agreement where applicable. In the affirmative perfective, the inflection
includes tonal differences on the verb depending on whether the subject is a speech act
participant, or not (Schwarz 2007). Furthermore, in simple categorical statements in the
affirmative, there is usually a postverbal particle ka. This particle marks the left edge of
a postverbal constituent, either one immediately after the verb or one more distantly fol-
lowing the verb. In (5), kd precedes the object noun and is subject to Low-tone spreading
that extends from the grammatical Low tone of the immediately preceding verb.

In the thetic statement on the other hand, the subject is followed by a predicate-initial
connective particle [e (allomorph né) after which the content verb follows. Perfective
content verbs do not display tonal subject agreement but are characterized by the unsta-
ble rising tone. Since the verb in (6) is followed by an object noun, it remains without
trace of the final rise. The Low tone of the verb form (13b) spreads right onto a following
High TBU, just as would happen from any regular Low tone verb. Note also that in the
thetic statement, the postverbal particle ka cannot occur.

The formal dichotomy between simple categorical and thetic statements is schemat-
ically outlined in Table 2. The properties of both configurations are discussed in more
detail in §3.2-§3.3.

Table 2: Basic categorical/thetic distinction for a Buli SVO sentence in the af-
firmative perfective

Categorical (simple): S (*le) V ka nominal O
(subject agreement by tone, if
applicable)

Thetic: Sle \Y% (*ka) nominal O

(no subject agreement; unsta-
ble rising tone)

3.2 Simple categorical encoding

The unmarked sentence construction in Buli usually correlates with a categorical reading
in which the subject has the unmarked topic role about which the predicate (with its fur-
ther arguments and adjuncts) comments. In the absence of subject nouns or disjunctive
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emphatic pronouns, Buli pronouns bind to the verb and display noun class agreement
where applicable. In addition, there is also an invariable vowel d= that optionally pro-
cliticizes to conjunctions, connective (clausal) morphemes and to verbs. This vowel, a
prosodic linker glossed as ‘&, is neither grammatically nor pragmatically required and
occurs only after prosodic breaks. Hence we find this optional element clause-initially
(7a) and phrase-initially (7b), with clausal or phrase conjunctions (7a), or directly attach-
ing to the verb (7b). The predicate-initial occurrence is most common when the preced-
ing subject is of particular phonological weight and therefore more likely to occur with
its own intonation contour. This results in a prosodic break between the noun and the
following verb and the appearance of the prosodic linker. In (7a), the prosodically condi-
tioned vowel initiates a verbless topic-establishing question. The speaker mentions two
referents about which she requests further information. In the response (7b), the com-
plex noun phrase with the topical subject is repeated and the following predicate begins
with the prosodic linker.

(7) a. Question:
Agé  nipokbilsana bayewa mee?
a=gé nipok-bil-sa-pa ba=je-wa me-:
&=cNJ woman-small.type-Nc13-DEF6 NC2=two-DEF1 also-Q
‘And what about the two girls?” [BL (la-trans) 2004: 306]

b. Answer:
Nipokbilsana bayewa apa ka flowers.
nipok-bil-sa-na ba=je-wa a=pa ka flowers

woman-small.type-Nc13-DEF6 Nc2=two-DEF1 &=take KA flowers

“The two girls picked up flowers. (Schwarz 2009a: 271)

With given and continuous discourse topics (especially in monologues), it is less com-
mon to repeat topical subject nouns in every sentence. Topical subjects that are not new,
unexpected, contrastive, or otherwise particularly worth mentioning are typically sim-
ply encoded by a proclitic subject pronoun,? e.g. o= in (8) bound to the sentence-initial
verb or the first verb in a verb series.

(8) Question: ‘What did the woman eat?’
Answer:
Wa b ka mumana.
5=pdb k& mum-a-na
NCl=eat KA rice-NC6-DEF6
‘She ate the rice. [BL (3) 2005: 561-1]

Particle ka typically precedes the immediate postverbal constituent which tends to
also be the sentence-final constituent. It targets the object of the verb or a lexeme that

2 This is especially true for third person subjects, even though there are also proclitic forms for speech act
participants in singular and plural.
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provides circumstantial information in the postverbal domain by appearing at the left
edge of this constituent and setting it literally apart from the preceding information.
There seems to be a preference for marking the sentence-final constituent, but if there is
more than one, the particle remains flexible with respect to which postverbal constituent
it selects. In the case of multiple postverbal constituents, the particle is thus reminiscent
of an argument focus marker. On the other hand, if the lexical verb or the truth value of
the sentence is in focus, the particle ka still appears in postverbal position and not before
the verb that represents (part of) the focal information. In such predicate-centered focus
conditions, the particle combines with an extension (-ma) which emphatically confirms
the state of affair (Schwarz 2010b). Example (9) illustrates the use of particle ka with the
extension, here following an intransitive stative verb.

(9) Jaamu wina kama  paa.
dzaa-mi  wdpa ka-ma paa
thing-DEF14 be.long KA-CONF much

“This story is really long!” [Jein 43]

Categorical encoding in Buli also applies to nominal predicates (cf. also Schwarz
2009b). The predicate in (10) consists of the nominal compound mi-wdn ‘long rope’ which
comments on a topical subject noun. The categorical configuration is expressed by the
particle ka marking the left edge of the constituent in predicative function.

(10) Miikade ka mi-wy.
mii-ka-dé ka mi-wdy
rope-DEF12-PROX KA rope-long.Nc12
“This rope is long.’ (Schwarz 2009a: 267)

Some aspects of the categorical encoding with nominal predicates are remarkable. In
the absence of a verb, the invariable particle resembles a copula element that signals
the predicative function of the nominal it precedes. Unlike verbs, however, the particle
ka does not occur with a prosodic linker (d=). Example (11) illustrates that even after a
dedicated pause (indicated by the comma), the linker does not occur.

(11) Nipooma mééné, ka wa léeba.
nipok-mad  méena ka wa=lée-ba
woman-DEF2 all KA Ncl=daughter-Nc2
‘All the women are his daughters’ (Schwarz 2009a: 2638)

Unlike categorical statements with verbal predicates, categorical configurations with
nominal predicates in the function of the comment do not even require a bound subject
pronoun to express the topic within the same clause. The topics of the categorical state-
ments in (12a)-(12b) are only contextually retrievable; within the statements they are not
expressed.
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(12) a. Kami
ka 1s.p
‘It’s me. (e.g., reply to ‘Who’s that?” after knocking) (Schwarz 2009a: 269)
b. Ka mi-wor.
KA rope-long.Nc12

‘Tt [a rope] is long.’ [den noff4: 10]

Note that the configuration described here operates within a clause. Buli has another
categorical configuration with a comment that is expressed by an entire clause rather
than the verb phrase. The clausal comment is particularly suitable in situations in which
the sentence-initial topic does not have subject function (13). Such a complex categori-
cal statement contains the clausal conjunction té at the beginning of the comment and
prohibits the use of particle ka in postverbal position. For reasons of space, the complex
categorical construction is not further discussed here.

(13) nidoawa té nipoowa nak.
nidoa-wa té nipok-wa  nag
man-DEF1 CNJ woman-DEF] hit

‘The man, he was hit by a woman. (lit. “The man, the woman hit him.") [BL
(1a-trans) 2004: 330]

3.3 Thetic encoding

The thetic configuration is marked by a predicate-initial marker /e (allomorph né) and
a dependent verb form. In the perfective, the verb (including suffixes) is characterized
by the unstable rising tone, rather than the inflectional verb tone pattern with tonal
subject agreement as present in categorical statements. Example (14) illustrates this with
a perfective predicate to which an object pronoun binds.

(14) Siri le dom wa.
siri le dom-wa
bee.NcC5 conN bite-Ncl
‘A bee stung her.” (Reply to: “What happened?’) [BL (3) 2005: 444-2]

The thetic statement in (15) contains an imperfective predicate (stem vi ‘follow’). The
imperfective verb is encoded like the dependent, non-initial verb in a series, as evidenced
by the High-toned imperfective marker @ which elsewhere precedes dependent verbs.
The imperfective marker here binds to the preceding connective particle /e and the re-
sulting form is often subject to considerable and irregular surface tone changes (Schwarz
2007).
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(15) Biak laa vi biik, niddabili.
biak le-4 Vi biik nidda-bili
dog.Nc12 con-1PF follow child.Nc12 man-small.type.Nc5
‘A dog is chasing a child — a boy. (Reply to: ‘What is going on?’) [BL (3) 2005:
440-1]

Parallel to verbs and clausal connectives, the predicate-initial marker lé can also host
the prosodic linking vowel d= (16).

(16) Gbay ale dda tébulku  zdk.
gban a=lé  ddatébul-ka  zak
book.Nc12 &=con lie table-DEF15 top.NC15
“There is a book on the table. (Schwarz 2009a: 271)

Thetic configurations also extend into the domain of nominal predicates (17). The par-
ticle lé here directly precedes the predicative nominal, complementing the constructions
with particle kd encoding categorical nominal predicates. Note that while nominal pred-
icates in categorical statements (where ka precedes the nominal predicate) are only oc-
casionally accompanied by a topical subject expression, the non-topical subject of thetic
statements is always expressed. In categorical nominal predication, the semantic read-
ing depends on the nature and encoding of the predicative noun. Available readings are
PROPER INCLUSION where “a specific entity is asserted to be among the class of items
specified in the nominal predicate”, or EQUATION where the entity referred to by the
subject is “identical to the entity specified in the predicate nominal” (Payne 1997: 114).
Thetic nominal predication, on the contrary, always serves identification. Accordingly,
the thetic configuration is particularly common when identifying an individual by name,
as illustrated in (17).

(17) pwala yaé le Akanchiem-apami.
n-wa-la jue le A.
DEM-NCI-DET name.NC6 CON A.
“The other one’s name is Akanchiem-anyami. [BL (1b-sess) 2004: 222]

There is also a subtype of thetic nominal predication which uses a demonstrative iden-
tifier for identification and serves the presentation of entities “out of the blue” (18)-(19).
The subject can thus be introduced into the discourse without anchoring it via situational
deixis or other contextual information. This is achieved by way of a nominal dummy
predicate following the connective particle /é. The dummy predicate, a syllabic nasal to
which the determiner /g suffixes, functions like a demonstrative identifier that provides
no lexical information but rather refers back to the initial subject noun.

(18) Naawa le nna.
naa-wa le n-la
chief-DEF1 CON DEM-DET
“This is the chief. (Schwarz 2007: 88)
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(19) M bisana wani  ale nna.
m=bi-sa-na wa=pi a=lé n-la
1s=child-Nc12-DEF6 Ncl=one &=CON DEM-DET
“This is one of my children’ (Schwarz 2007: 88)

It is noteworthy that in the absence of a content verb in nominal predication, the con-
nective particle lé resembles a copula verb. By hosting the prosodic linker (and even
proclitic subject pronouns in embedded sentences, see §3.5) it is also more similar to
other verbs (and some connectives) than is its postverbal counterpart kd of the categori-
cal construction. Would the particle [é therefore be better analyzed as a defective copula
verb that is also used in clefts for the thetic encoding? Schwarz (2009b) argues that syn-
chronically neither [é nor ka are copulas, even though there could be a historical relation
between the connective particle le (né€) and a widely attested old Niger-Congo copula that
surfaces as ni or in a somewhat similar form in various languages. Interestingly, the only
preposition in Buli, /¢ (allomorph né) ‘with, and’, differs only in tone from the predicate-
initial connective particle found in thetic statements (cf. also Schwarz 2010a). Hence
there is a tonal and a syntactic differentiation between two linking lexemes having the
segmental structure le (ne) (Table 3).

Table 3: Comparison of linking morphemes with segmental structure le

l¢ (né) ‘with, and’ preposition [wa lé naawa] ...
(NP/argument-initial) in comitative ‘he and the chief ...
and

coordinative function

lé (né) (equative ‘be’)  connective particle wa lé naawa
(VP/predicate-initial) in thetic ‘he is the chief’
statements

Both elements share connecting/coordinating semantics and both have prepositional
properties, but they differ with respect to their tones, their syntactic domains and conse-
quently also their predicative force. Despite these differences, it is very likely that they
are historically related.

So far we have seen that there is a systematic formal distinction between categori-
cal and thetic statements in Buli, which applies to sentences with verbal and nominal
predicates alike. Simple categorical statements contain the particle kd in affirmation, the
position of which is restricted to the postverbal domain (if there is a verbal predicate)
and seems to be able to single out focal constituents to some degree. Subject and verb
are in such a close relationship that the verb even displays subject agreement tone in the
perfective. Thetic statements, on the other hand, contain the connective predicate-initial
particle le and never the postverbal particle kd. In the perfective, there is no tonal subject
agreement at the verb, and the verb in the imperfective resembles the dependent, non-
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initial verb in a series. The verbal predicate of the thetic statement is obviously less finite
than that of the categorical statement, even though it still functions as predicate. Subject
and the dependent verb form are markedly concatenated by means of the particle lé.

In the following, I outline the major pragmatic and syntactic conditions under which
this marked subject-verb concatenation is very common in Buli.

3.4 The pragmatics of thetic statements

Thetic statements have no internal information structure. Semantically and pragmati-
cally, the thetic configuration responds to discourse conditions in which a sentence topic
is (a) either not available or (b) not wanted for discourse-structuring purposes. For exam-
ple, the thetic encoding is used whenever the speaker wants to deliberately interrupt the
coherence of the discourse and set the following paragraph apart from the previous text.
This is most typically the case when new scenes, major participants, and unexpected
events are presented.

We find the thetic encoding very often with indefinite subjects, while such subjects are
rather rare in simple categorical statements. The thetic encoding with indefinite subjects
is characteristic for existential clauses, such as in (20). Here the existence or presence of
the entities referred to by the subject noun is asserted with the help of a posture verb.

(20) Yié nayé le za.
jie pa=j¢  le za
house.Nc6 Nc6=two cON stand
‘There are two houses.’ [BL (1b-sess) 2004: 218]

The high frequency of indefinite subjects in thetic statements is a result of the scene-
setting function of the thetic configuration, among others, with respect to the presenta-
tion of major discourse participants. Example (21) illustrates the introduction of the two
protagonists at the beginning of a story, immediately after the time frame has been set.

(21) nur née wadsa ale jam  bor3.
nur né wa=dda a=lé  dzam bo-rd
person.Ncl with Ncl=friend.NC1 &=CON PAST exist-LOC

‘there was a man and his friend’ [Azuima 2]

The scene-setting function of thetic statements often also consists of reporting par-
ticular events. Such reports are typically about sudden changes and include a predicate
in the perfective (22); but if the situation persists, imperfective encoding may also be
encountered (23).

(22) Naab le biag biik.
naab le biag biik
cow.NC14 con give.birth child.nc12
‘A calf has been born.’ [Heiss 392 PA]
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(23) M bitk laa yuaak.
=biik le-4 juag
1s=child.Nc12 con-1PF become.sick
‘My child got sick (and still is).” [BL (2) 2005: 0450-2]

Examples (21)-(23) show that the structural thetic properties in Buli remain the same
- the predicate-initial connective particle lé and a less finite, dependent verb form -
whether the thetic statement states the existence of an entity (21) or that of an event
(22)-(23). The two subtypes were identified by Sasse (1987: 526f.) as “entity-central” and
“event-central” thetic statements and are only in some languages formally differentiated.
Pragmatically, both subtypes lack any internal structuring, but semantically, they focus
on different ontological categories.

The formal properties of thetic statements can also be regularly observed in the re-
sponses to questions of the “What happened?’ type, in particular if the reply does not
include impersonal pronouns but nouns in subject function (24). While some scholars
interpret such responses as sentence focus occurrences (using Wh-questions as focus
diagnostics; cf. also Fiedler et al. 2010), in line with Sasse (1987: 572f.) and Giildemann
(2010: 86) we can readily identify them as event-central thetic statements.

(24) Galasi ale lo tep a mdb.
galasi a=le 1o tény a=mdb
glass.Nc1 &=con fall ground.Nc12 &=break
‘A glass has fallen down and got broken.” (reply to: “What happened?’) [BL (3)
2005: 0448-1]

The formal properties of thetic statements are also regularly used when the focus of
assertion is on the subject constituent, as in (25). The utterance represents the direct
response to an information question about the identity of the agent (which demands
subject function). The utterance can be interpreted as an entity-central thetic statement
which states the identity of the subject referent in respect to the rest of the proposition.
Regardless of the particular subtype, it can be concluded that the thetic encoding is cho-
sen in order to revoke the categorical interpretation of the simple clause; since otherwise
the subject would be regarded the unmarked topic and the focus would be restricted to
information pertaining to the comment.

(25) (Ka) Mary ale ndbi.
ka Mary a=le  ndbi
KA M. &=con eat.ass
‘Mary ate them.” (reply to: “Who ate the beans?’) (Fiedler et al. 2010: 246)

As indicated by the particle in parenthesis in (25) and by (26), thetic statements of
both subtypes can also begin with the sentence-initial particle ka.
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(26) Ka bolim né chdgsiyeri a de
ka bolim l& chdgsi jéri a de
Ka fire.NC14 coN catch house.NC5 IPF eat
‘A house has caught fire (reply to: “What happened?’) [BL (1b-sess) 2004: 414.15]

The presence of the particle kd is grammatically optional and seems to be pragmati-
cally determined. From the data at hand it appears that the sentence-initial particle has
scope over the whole thetic construction and is overall more frequent in thetic state-
ments that occur in dialogues and respond to immediate verbal contexts. I therefore
hypothesize that the particle ka both supports discourse cohesion and is part of a com-
ment that may also include an embedded thetic statement (27). The topic of this comment
is not expressed in the sentence itself, but is provided in the previous discourse context.?

(27) [Categorical [Topic ®'expre53i0n] [comMMENT K@ [Thetic --- [€ ... ]]]

3.5 Embedding with thetic encoding

One of the striking features of thetic encoding in Buli is the frequency with which the
formal properties occur in various grammatical functions. In the following, I present
some common cases of embedded clauses that are based on the same morphosyntax as
thetic statements.

One of the two relative clause strategies in Buli, the head-internal relative clause
which relativizes subjects and sometimes the objects of the matrix clause (cf. also Hi-
raiwa 2003), employs the structural means used for thetic statements. The head-internal
relative clause in (28) refers to the object the interlocutor sees, and her perception rep-
resents the object of the matrix clause, a request to provide a thorough description. In
general, relativized head nouns in Buli are marked by an indefinite noun class pronoun
or, in case of a headless clause as in (28), often by an indefinite pronoun of noun class
5. The predicate of the head-internal relative clause always begins with the connective
particle /e. In addition to the basic thetic encoding, relative clauses as well as other em-
bedded clauses typically end with the clause-final determiner I, as is the case in the
following example.

(28) Magsi [filaa na dii  1a].
magsi fi=le-a na dii la
describe 2s=CON-IPF see IND5 DET
‘Describe what you see!” [BL (1b-sess) 2004: 106]

Other embedded clause types regularly using the thetic encoding plus the clause-final
enclitic determiner ld are sentence-initial clauses with adverbial functions as well as
what are called TATL-HEAD LINKAGE clauses. The latter term describes a “discourse pattern
which consists in repeating, at the beginning of a new sentence, the main verb of the

3 The etymology of the particle kd is not clear, but it is possible that it originated from a proform of noun
class 12 (anaphoric pronoun kd=).
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preceding sentence for discourse cohesion” (Guillaume 2011: 109). The linkage clause in
(29) repeats propositional content of the immediately preceding sentence.

(29) ‘... and he caned me.

Wané mil mila, mi yaa kaldd kam ...

wa=lé mii mi=l4 mi jaa kali-4 kam

NC1=CON cane 1S.D=DET 1S.D TENSE sit-IPF cry

‘He caned me/when he had caned me, and I was then sitting crying ...
[Karichiwade 14-15]

Note that the connective particle /¢ can host proclitic subject pronouns (29)-(29), as
if it were a (stative?) verb. Bound subject pronouns at the connective particle are not
uncommon in adverbial and linkage clauses with thetic structures and they can also be
found in head-internal relative clauses, the object of which is relativized. Bound subject
pronouns are absent, however, from entity-central thetic statements (or subject focus
occurrences), where nominal or disjunctive emphatic subject pronouns prevail for se-
mantic/pragmatic reasons.

Summarizing a particular discourse topic for the interlocutor is another common situ-
ation where thetic structures occur. Speakers often present the title of their monologue
at the beginning or end of their speech, as illustrated by the stacked thetic construction in
(30). The initial embedded thetic structure provides the content description in form of a
subject clause. The matrix clause presents the title to the listeners by means of a matrix
thetic structure that contains the demonstrative identifier (rina). The speaker summa-
rizes the topic of her speech by means of a headless relative clause ‘how we celebrate
our Fiok festival in Buluk’. Instead of a lexical head, it contains an indefinite pronoun
in noun class 5 (dii) which contributes to the circumstantial manner interpretation. The
predicate in the relative clause includes the connective particle /¢, here with the prosodic
linker (a=). The verb d# ‘eat’, here with the sense ‘celebrate’, comes in a dependent verb
form marked for the imperfective aspect by preceding morpheme (d). The embedded
clause ends with the determiner =Ia and represents the clausal subject in a thetic matrix
clause. The connective particle l¢ of the matrix clause is followed by the demonstrative
identifier and fulfils the presentational function.

(30) [Tama bulide anaa ds tifidka dii 14] ale  nna
tama buli-de  a=le-4 ds ti=fio-ku dii=la a-le  n-la
1p.0  Bulsa-here &=coN-IPF eat 1p=harvest-DEF17 IND5=DET &-CON DEM-DET
“This is how our fiok festival is celebrated in Buluk. [Fiok 1]

Another example with a clausal subject and the demonstrative identifier as nominal
predicate is given in (31). The speaker announces her future career aspirations as the
topic of her upcoming talk. In contrast to (30), she here also adds the sentence-initial par-
ticle ka which explicitly connects her presentation to my earlier request for her speech.

* The tonal properties of the connective particle with the subject proclitic differ from those with dynamic
verbs, but resemble those with the irregular stative verb class.
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(31) Ka [mi naa yaa mi chimdiipo boka ang dila]
ka mi le-a jaa mi cham dii-p6  bo-ka a=ng dii=la
KA 1S.D CON-IPF want 1s.D tomorrow IND5-in exist-DEF12 &=do IND5=DET
ale nna.
a=le n-la
&=CON DEM-DET

“This is how [ want my future career to be’ [Chumdiipo 21]

These common embeddings of thetic structures are schematically summarized in (32).
Scheme A in (32) reflects the thetic encoding in sentence-initial dependent clauses which
have adverbial or discourse linkage function, as illustrated in (29). Scheme B refers to
the stacking of two thetic constructions, as illustrated by the presentation of the dis-
course title in (30). Scheme C is an extension of the stacked thetic structures. The em-
bedding thetic structure gets itself embedded in a categorical statement, as indicated by
the sentence-initial particle kd and illustrated in (31). A simpler version of the scheme
in C with just one thetic structure embedded in a categorical statement is given in (27)
above.

(32)  A. [thetic --- 1€ ]apvErsIaLLINKAGE + Matrix clause
B. [Thetic [Thetic ---1€...] ...lE ...]
C. [categorical [Topic D] [commMENT k@ [Thetic [Thetic ---[&... ] ...[E ...]]

4 Summary

This paper has described the structural and pragmatic features of the thetic statement
and its (simple) categorical counterpart in Buli. Buli grammar applies a connective par-
ticle with prepositional properties for the encoding of thetic statements. The connective
particle (le) differs only tonally from the comitative and the NP coordinating preposition.
In the thetic statement, it is followed either by a predicative noun or by a dependent verb
form, as evidenced by the tone of the perfective verb and the tone of the preverbal im-
perfective marker, respectively. While the connective particle lé literally connects the
predicate to a non-topical subject, both elements are often prosodically separated. The
optional presence of the predicate-initial prosodic linker, which appears verb-phrase ini-
tially after a pause, indicates that subject and predicate are not necessarily within the
same intonational phrase in thetic statements in Buli.

Thetic statements are used to present entities and report events for various discourse
structuring reasons. Thetic encoding is also used in response to information questions
concerning the referent of a subject constituent or an event. The function of thetic encod-
ing consists in such cases in the cancelation of the prototypical categorical interpretation
in favor of a single information chunk. The application of a simple concatenating mor-
phosyntactic device to this effect, which can be easily embedded, has further contributed
to the success of thetic encoding in Buli grammar and the apparent polyfunctionality of
thetic structures.
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Chapter 6

Beyond resumptives and expletives in
Akan

Sampson Korsah

Universitat Leipzig

In Akan, resumption is obligatory for extraction from a subject position. Accordingly, there
is usually agreement between the resumptive pronoun (RP) and its referent constituent.
However, data from the Asante-Twi dialect suggest that it is possible to have a non-agreeing
pronoun in the extraction site. But this is only possible for the highest subject position. In
this paper I show that what occupies the subject position in the non-agreeing situation is
an instance of the insertion of a default pronoun. Gaps in subject positions are not allowed
at all in Akan. In order to avoid violating this constraint in the case of the highest subject,
the language has two options; it either uses a resumptive pronoun, or a default pronoun.

1 Introduction

It is a standardly held view in Generative syntax traditions that follow the Chomskyan
approach, e.g. Chomsky (1981), that various constituents in a given syntactic structure
may be extracted from argument positions (A-POSITIONS) to non-argument positions
(A-posrttioNs) for various information structure purposes. For instance, the internal ar-
gument of a verb may be fronted to head a relative clause, as in (1). I will refer to such
extractions as A-OPERATIONS.

(1) [The woman]; who the-weman; bought the car is rich.

A-operations in languages may exhibit various kinds of reflexes (Georgi 2014). In some
languages, e.g. English, the extraction site shows no phonetic signs of such operations.
In such cases, there are GAPs, see e.g. Salzmann (2011). But there are languages which do
not permit gaps; rather they require RESUMPTIVE PRONOUNS (RP) in the extraction site.
For languages that allow RPs, some allow gaps only in certain positions (see Klein 2014).
Unlike languages like English however, Akan (Kwa, Niger-Congo) sometimes does not
permit gaps in an extraction site. As (2) shows, the RP is always obligatory.!

! The data presented here is based on the intuitions of three native speakers. Akan has both high and low
tones. But I will mark only high tones.
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Note that an RP agrees with its referent NP in terms of number, person, animacy,
and case features. For instance, Amma in (2a) is a third person singular animate NP
which has been extracted from a subject position, and thus has nominative case. Kofi
(2b) has similar properties except that, because it is extracted from an object position, it
has accusative case.

(2) a. Amma; na *@;/5;-hi-u Kofi.
A. FOC 3SG.NOM.ANIM-see-PST K.

‘AMA [and not, say, John] saw Kofi’
b. Kofi; na Ammaht-u *@;/nd; noé.
K. Foc A. see-PST 3SG.ACC.ANIM CD

‘Ama saw KOFI [and not, say, John]’

This paper focuses on resumption in Akan, particularly resumption that affects con-
tituents in subject position in the Asante-Twi dialect, as in (2). (Thus, use of the term
Akan here is restricted to this dialect only.) Where necessary, the facts of the other di-
alects will be pointed out. The interesting thing about subject resumption in Akan is that
sometimes the expected agreement between an extracted NP and its RP does not seem
to obtain. The pronominal form that is used in this non-agreeing configuration is ¢-. In
(3), although the subject NP is animate, its RP does not necessarily agree with it in terms
of number and animacy. Yet, (3) is perfectly grammatical (but see Marfo 2005).

(3) Amma; na ¢g;-hi-u Kofi.
A. FOC 3.NOM.-see-PST K.

‘AMA [and not, say, John] saw Kofi.

This paper has two main aims regarding this phenomenon. First, it examines the status
of the non-agreeing ¢- in relation to other homophonous pro-forms in Asante-Twi. I
present evidence to show whether it is a regular RP, an expletive, or a default pronoun.
Second, the paper investigates the constraints on the distribution of the non-agreeing -
vis-a-vis the other competing forms.

Regarding the former aim, I will argue that the non-agreeing ¢- is a special kind of
pronoun; though it is referential, it has certain underspecified pronominal features. This
makes it the default pronoun, and it is inserted in contexts where the (agreeing) RP is not
possible due to certain constraints. Regarding the latter aim, I will assume, following Ko-
rsah & Murphy (2015), and contrary to Saah (1994; 2010), that A-operations in Akan are
movement-based, and that in the particular instances of A-operations involving subjects,
two factors affect the nature of what can occupy the extraction site. If the extraction is
done from an embedded position, then the extracted constituent can only reach its final
A position via the intermediate subject position of the clause. In such a situation, only
an (agreeing) RP is permitted at the extraction site. But when the extraction is done
from a non-embedded, i.e. the highest, subject position then Asante-Twi has the option
of either skipping the subject position, or going through it. When the former option is
adopted, then the default pronoun e- is inserted. This insertion is necessary in order to
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6 Beyond resumptives and expletives in Akan

repair a violation of a constraint that places a ban on gaps in subject position in Akan
syntax.

The remainder of this paper is structured as follows: §2 gives a general overview of
resumption in Akan, and how it can be analyzed. §3 shows instances of agreement
mismatches, and discusses the kinds of features that the relevant pronouns have. §4
deals with the constraints on the distribution of the non-agreeing pronoun. §5 is the
conclusion.

2 Resumption in Akan

In Akan, it is possible to extract NPs from various argument and non-argument positions
(Marfo & Bodomo 2005; Saah 2010) for various A-operations. In the present discussion,
I will focus on extraction from only subject and object positions. As in many languages
(Keenan & Comrie 1977; Klein 2014), the resumptive pronouns correspond to the personal
pronoun paradigm (see Table 1).?

Table 1: Pronouns in Akan

NUMB  PERS NOM AcCC
SG 1 me- me/-m
2 wo-/i wo/-w
3 (ANIM) 2-/no no/-n
3 (INANIM)  €-no/ 2-no (no/-n)
PL 1 ye- yen/hen
2 mo-/hom- mo/hom
3 (ANIM) wo- won/hon

3 (INANIM)  £-(no)/o-(no) won/hon

In this section, I discuss three issues: the nature of subject and object resumption,
how they may be explained, and how to deal with a constraint that I will refer to as the
NO-SUBJECT-GAP (NSG) constraint.

2.1 Subject and object resumption

As indicated earlier, Akan allows (and sometimes requires) both subject and object re-
sumption. Resumption is obligatory for all extracted subjects , whether the extracted
constituent is animate (4a), or inanimate (4b). Similar restrictions have been reported
for languages like Hebrew (Rizzi & Shlonsky 2007). For instance, while it is fine to ex-
tract ha-sulxan as the object of raca (5a), extracting ya’ale which is in subject position
renders the construction ungrammatical (5b).

2 Where there are options, the forms to the right of the slash are used in the Fante dialect.
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(4) a. Obda; aa *Q;/o;-waré-e Kofiné fi Aburi.
woman REL 35G.NOM-marry-psT K.  ¢D be.from A.
“The woman who married Kofi is from Aburi.’ (Saah 2010: 92)
b. [KrataAndé ]; da *@;/e;-da péndé ndé sé6 nod yé fe.
paper DEF REL 35G.NOM.INANIM-lie table DEF top cD be nice

“The paper that is on the table is nice.

(5) Hebrew (Rizzi & Shlonsky 2007: 120-121)

a. kaniti et ha-Sulxan; Se oto xana  amraSe dalya ma’amina Se
(I).bought Acc the-table that him Hannah said that Dalya believes that
Kobiraca @;.

Kobi wanted

‘I bought the table that Hannah said that Dalya believes that Kobi wanted.
b. *kaniti et ha-sulxan;, S¢ huxana amraSe dalya ta’ana Se ©;
(I).bought Acc the-table that he Hannah said that Dalya claimed that

ya’ale harbe kesef.
will.cost a.lot money

‘I bought the table that Hannah said that Dalya claimed that will cost a lot of
money.

The agreement requirements between the RP and the extracted NP in Akan include
person, number, animacy, and case specifications. (I defer a discussion of how Akan
handles the ban on gaps in the extraction sites of subjects to §2.3.)

For object extraction, resumption is obligatory for only animate NPs. For instance,
the RP né in (6) is obligatory. For inanimate object NPs, however, the overt realization of
an RP appears to be optional; gaps are sometimes permitted, as comparison of (7a) and
(7b) shows. This distribution of gaps and RPs with regards to extracted inanimate object
NPs may be attributable to independent properties of either the Akan pronoun system,
or the verbs involved (see e.g. Chinebuah 1976 and Larson 2005 properties in other Kwa
languages).

(6) Me-huuobas; 4a Kofi ware-e  nd;/*@; no.
1sG-see woman REL K. marry-PsT 3SG.ACC CD
‘T saw the woman whom Kofi married.” (Saah 2010: 92)
(7) a. [Ktratadndé ]; 4a Kofi hi-ui *né;/@; nd da pénd no sé.
paper DEF REL K. see-psT 3sG.Acc cD lie table DEF top
“The paper that Kofi saw is on the table’
b. [ Kfataino ]4aa Kofi té-e n6;/*@; n6 da pénd nod so.
paper DEF REL K. tear-psT 3sG.Acc cD lie table DEF top
“The paper that Kofi tore is on the table’
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The data that we have seen so far show that resumption may result from extraction
within a single clause. But unlike languages like Tsez, as reported by Polinsky & Potsdam
(2001), resumption in Akan is not clause-bound; it is possible to extract NPs from deeply-
embedded contexts, across several clauses. In (8), for instance the extracted NP obad
spans three clauses i.e. three CPs.

(8) Me-hu-u [y obaa; 4da Amapé [ se  Obiara té [ st Kofi
1sG-see-psT ~ woman REL A. like  comp everybody hear = comp K.
a-ka [ce S8 o-bé-waré no; né]]]].
PERF-say = COMP 3SG.NOM-FUT-marry 3SG.ACC CD
‘T saw the woman whom Ama wants everybody to hear that Kofi has said he will
marry. (lit: ‘T saw the woman whom Ama wants everybody to hear that Kofi has
said that he will marry her.)

2.2 Analysis of Akan resumption

Resumption in Akan has been traditionally analyzed as involving base-generation (see
Saah 1992; 1994; 2010). This view suggests that resumption is not due to movement but
rather the result of binding. However, following Korsah & Murphy (2015), I will assume
that resumption in Akan involves movement.

The main argument for the base-generation approach to resumption is that resump-
tion is possible in contexts which have been argued to be syntactic islands in languages
like English. For instance, movement of who (9b), out of the relative clause for the pur-
poses of question formation is illicit. This is because relative clauses are syntactic islands
(Ross 1967). Furthermore, movement out of such syntactic configurations results in un-
grammaticality cross-linguistically.

(9) a. John met the lady that owns the publishing company.
b. *Who, did John meet @; that owns the publishing company?

Given the above, displacing Sikani in (10) is predicted to be illicit if it involves move-
ment. But, it is completely acceptable in Akan (11). It follows, then, that whatever process
results in such NPs ending up in A positions in Akan could not involve movement. Un-
der this assumption, the NP in the A position is assumed to be directly merged at its
surface position. Its surface relationship with the RP is established via semantic binding,
as sketched in (12). A similar analysis has been proposed by McCloskey (2011) for Irish.

(10) Me-nim baabi aa Sikani né fi
1sG-know where REL rich.man DEF come.from
‘T know where the rich man comes from’

(11) Sikani; 4a me-nim baabi aa o;-fi no a-da.
rich.man REL 1sG-know where REL 35G.NOM-come.from cD PERF-sleep

“The rich man who [ know where he comes from is asleep.
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(12) Base-generation (13) Movement
cp cp
Sikani c’ Sikani (o4
/N ;
aa TP ' aa TP

BIND /\ move  /\

S o -

Contrary to the base-generation approach, the movement approach would proceed as
sketched in (13). Here, the target NP is literally extracted from one position to the final
landing site (in the direction of the dashed arrow). (13) is a simplified illustration, but
when the extraction is done from a much lower position in the structure, the movement
path includes all available intermediate landing sites. This idea is succinctly expressed
by the notion of SuccEessive CycLic MOVEMENT proposed by Chomsky (1977). Going by
the movement approach, the explanation for the agreement relationship between an RP
and its antecedent NP in A contexts is that a resumptive pronoun is the most economical
way of realizing the features of the copy of an extracted NP, see e.g. Nunes (2004).

One core issue to be addressed if one is to account for resumption in Akan in terms
of movement is the empirical justification for movement in the language. Empirical
evidence in Akan comes from tones. Korsah & Murphy (2015) show that there are move-
ment reflexes on the stem of every verb across which movement has taken place. This
is registered in the tonal changes. For instance, when we compare the tone of the verb
stem nim in (10), in which the target NP is in-situ, with the same verb in (11), where the
NP has moved, we observe this tonal difference. The claim here is that the tonal change
from low to high on the verb nim indicates that Sikani has undergone movement. Thus,
for Akan, we need not rely solely on island effects when talking about A—operations; ev-
idence may be found in phonological reflexes of such operations. The interested reader
is referred to Korsah & Murphy (2015) for the details. But as far as the present discussion
is concerned, this will be the theoretical assumption for all A-operations.

2.3 Dealing with the no-subject-gap constraint

We showed in §2.1 that Akan permits no gaps in subject positions. This property seems to
fit into a larger picture which suggests that some languages tend to disprefer extraction
from subject positions. However, sometimes it is imperative for languages to deploy
strategies that force extraction from such positions, and thus a violation of this constraint
becomes inevitable. When this is the case, then languages tend to adopt one of the
following strategies as a repair mechanism.

(14) Repair strategies for NSG (see Rizzi & Shlonsky 2007)

a. Base-generation or movement, resulting in a resumptive pronoun

b. Skipping subject position, and filling it with an expletive pronoun
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Regarding (14a), I follow Shlonsky (1992) and propose that Akan uses RPs as a repair
strategy against violating the NSG. I will demonstrate later that the language also has
the option of using what looks like a version of the EXPLETIVE INSERTION strategy in
(14b).

2.4 Summary

So far we have made the following observations and arguments about A-operations, and
resumption in Akan. First, when the extraction is from a subject position, it is obligatory
to overtly realize an RP. But from object positions, this may be optional. Second, the
most crucial property about the resumption process for the present discussion is the
requirement that the extracted NP and its RP must agree in terms of number, person,
animacy, and case features. Third, A-operations in Akan involve movement. Fourth,
Akan uses an RP as a repair strategy for what would otherwise be a violation of the NSG
constraint.

3 Subject agreement mismatches

The agreement requirement between a moved NP and its RP is particularly crucial for
subjects, given the NSG constraint. However, I show in this section that a non-agreeing
pronominal element e- may fill the extraction site of the highest subject position. I will
claim that this is a default pronoun; it is less specified than the inanimate ¢- form in
Table 1, and it is also not an expletive pronoun.

3.1 Non-agreeing subject pronoun

In many contexts (particularly of spoken Asante-Twi), sometimes the expected agree-
ment between an extracted NP and its RP does not obtain. Consider (15)-(17), where I
have glossed the otherwise RP as ‘default’ (DFLT). I will argue later on that it is a DE-
FAULT pronoun; see also McCracken (2013). The expected RP for obaa in (15) is -o, i.e.
3sG.sUBJ.ANIM, and that of Nnipd dii né in (16) is wo-, i.e. 3PL.SUBJ.INANIM. Yet speakers
of Asante-Twi have absolutely no problem with parsing (15)-(16).

(15) Obaa; 4a g;-waré-e Kofin6fi  A.
woman REL DFLT-marry-pST K. cD from A.
‘The woman who married Kofi is from Aburi’
(16) [N-nipA da nd ]; 4a g;-hyia-¢ n6 ma-a hd  so-oe.
PL-person ten DEF  REL DFLT-meet-PST CD cause-PsT there light-psT.
“The ten people who met made the place exciting’
With (17), it is not obvious whether the ¢- is the non-agreeing form since it is ho-

mophonous with the expected RP; see Table 1. Thus syncretism cannot be ruled out in
these contexts. I do not intend to address this issue in this paper.
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(17) a. [Kratadnd ]; da g;-yéra-ae no nié.
paper DEF REL DFLT/3.5G.INANIM-lost-PST cD this
“This is the paper which got missing’
b. [ N-kfatad né ]; da g;-yéra-ae no nié.
PL-paper DEF  REL DFLT/3.PL.INANIM-lost-PST cD this

“These are the papers which got missing’

The agreement mismatch observed above is not restricted to only relative clause con-
structions. As (18) and (19) show, it also obtains in focus constructions and ex-situ con-
tent questions. Note that for constructions like (19b), some speakers prefer the non-
agreeing pronoun over the agreeing form.

(18) a. [Jbaa yi ];na 0;-/e;-bé-waré Kofi.
woman DEM  FOC 3SG.ANIM.NOM/DFLT-FUT-marry K.
“This woman (as opposed to some other woman) will marry Kofi.
b. [Nnipa da pé¢ ];na wo,-/g;-hyia-é.
people ten only  FOC 3PL.ANIM.NOM/DFLT-meet-PST

‘Only ten people (as opposed to more people) met.

(19) a. Hwéan; na 0;-/g;-waré-e Kofi?
Who FoC 35G.ANIM.NOM/EXPL-marry-psT K.
‘Who married Kofi?’

b. Hwan-mo, na ?wo;-/g;-hyia-e.
Who-PL  FOC 3PL.ANIM.NOM/DFLT-meet-PST

‘Who met?’

The agreement mismatch reported here obtains only in the Asante-Twi dialect. For
instance, (20b) shows that the equivalent of the non-agreeing &- in similar syntactic
contexts is illicit in the Fante dialect of Akan.?

(20) Fante dialect
a. [Nyipa kor pé ];na 3;-ba-i
person one only  FOC 3sG-come-PST
‘Only one person (as opposed to more people) came’
b. [N-nyipa da pé ];na wd;/*5;-hyia-i.
PL-person ten only FOC 3PL/DFLT-meet-PST

‘Only ten people (as opposed to more people) met.

3 Note that Fante uses the same form, i.e. 9-, for both 3sG.NoM.+/-ANIM, and EXPL(=non-referential pronoun).
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3.2 Distribution of non-agreeing pronoun é&-

Interestingly, the non-agreeing e- is restricted to only matrix subject positions; subjects
of embedded clauses do not seem to allow this non-agreeing &- (21a). Also, this e- cannot
refer to extracted objects, irrespective of their agreement features and level of embedding.
Thus &- cannot be co-indexed with 2baa in (21b).

(21) a. [N-nipaA da ndé ]; da me-nim se wo;-/*g;-hyia-¢ no nié.
PL-person ten DEF  REL 1sG-know that 3PL/DFLT-meet-PST CD DEM
“These are the ten people who I know met’
b. Obaa; 4a Kofi waré-e nd;/™e; né fi Aburi.
woman REL K. marry-PsT 35G.ACC/DFLT cD be.from A.

‘The woman whom Kofi married is from Aburi.

3.3 Summary

I have shown that in the Asante-Twi dialect of Akan, there is optional agreement be-
tween an extracted matrix subject NP and what replaces it at the extraction site. This is
possible in all A-operations. The form &- is always used in the contexts where this op-
tionality is allowed. These observations raise at least two fundamental questions: First,
what is the nature the pro-form e- that is allowed in these non-agreeing configurations,
and how different is it from other homophonous forms in the language? Second, why
is it only the highest subject position that allows this agreement optionality? I address
these issues in the next section.

4 Accounting for &- pro-forms

In this section I propose an account for the non-agreeing pronoun and its distribution.
As far as I can see, there are at least two ways to deal with this. One way is to assume
that &-is a default pronoun that is inserted whenever movement skips a subject position.
The alternative approach is to assume that the regular RP ¢-loses some of its pronominal
features in the context of the matrix subject. In the present discussion, I will argue for the
plausibility of the former. I will treat the non-agreeing ¢- as a DEFAULT (DFLT) pronoun
that is inserted whenever movement skips the (matrix) subject position. I show that
this e- has certain features that make it less specified as a personal pronoun, and which
also make it different from similar pro-forms in the language. I argue further that this
special feature makes it the default choice in instances where a repair is needed for what
otherwise would be a violation of the NSG constraint.

4.1 Three types of - in Akan

Based on the anaphoric properties of the ¢- pro-forms that we have seen so far, I distin-
guish between three kinds of e- pro-forms in Asante-Twi: the AGREEING form(s), the DE-
FAULT form, and the EXPLETIVE form. I summarize the properties of these homophonous
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forms in Table 2. In order to account for their distinctions, I assume that every personal
pronoun in Akan needs to specify a value for at least one of the following properties in
order to be anaphoric or referential:

i. PERSON: Participant (i.e. 1st/2nd person) or Non-participant (i.e. 3rd person).

ii. NUMBER: Singular (Sg) or Plural (P1)

iii. ANIMACY: Animate or Inanimate (Inan)

Table 2: Features of ¢- pro-forms

PRO-FORM PERSON NUMBER ANIMACY

AGREEING £ NPart Sg Inan
AGREEING £ NPart Pl Inan
DEFAULT £ NPart - -
EXPLETIVE £ - - -

Given Table 2, all agreeing ¢- forms have specified values for all the pronominal prop-
erties. I treat these as one type of ¢-, i.e. they all fully agree with their antecedent NPs,
as in (22), and (4b).

(22) [N-kfataand ]; da ¢;-da poéndé nd sé6 nod yé fe.
PL-paper DEF  REL 3PL.NOM.INAN-lie table DEF top cD be nice

“The papers that are on the table are nice.

The default e- differs from the agreeing pro-forms in the sense that it has no specified
values for number and animacy. But since it is specified for at least third person, it is
still referential, as in (23a). We know this because when a native speaker is presented
with (23b), independent of (23a), the &- in (23b) helps the speaker to select the pronoun
that matches the coindexed gap in terms of person features, as (23c) shows. Thus, e- here
simply refers to third person. In this regard, the use of ¢- in (23a) is comparable to the
use of their in (24a). At least some native speakers of English use their in such variable
binding contexts (although some speakers would use (24b) instead). Here, although their
and your driver do not totally agree, there still exists a binding relationship between
them. I emphasize the striking similarity between the person features of both their and
the default e- in Akan; both are third person.

(23) a. [Amma; (ne Yaa)]; na g;-waré-e Kofi.
A. CONJ Y. FOC DFLT-marry-psT K.
‘AMA (and YAA) married Kofi.
b. —; na g;-waré-e Kofi.
FOC DFLT-marry-pST K.

‘— married Kofi.
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c. Ino;/Win,;/*wob;/*mé; na ¢;-waré-e Kofi.
3SG/PL/28G/1sG FOC DFLT-marry-pST K.

‘s/HE/THEY married Kofi’

(24) a. If there are any changes to the service, [your driver]; will do their; best to
inform you.*

b. If there are any changes to the service, [your driver]; will do his; or her; best
to inform you.

The expletive ¢- in Table 2 has no specified feature for any of the three properties.
It is only similar to the other two in terms of form. This may be due to the fact that all
three e- forms get the same case feature, i.e. nominative, by virtue of where in the syntax
they are permitted, i.e. subject position. This is the only feature that it shares with the
agreeing ¢-, and the default e. But certainly this property is not an inherent property of
this pronoun.

The expletive ¢- is like expletive pronouns in other languages, e.g. (25) where the
subject pronoun is absolutely non-referential. As (26) shows, similar constructions exist
in Akan. Here, ¢- has a purely formal function, and neither agrees nor refers to any NP.

(25) Itisraining.

(26) Expletive e-
€-wo sé¢ obida; tumi kyéré n;-adwén.
EXPL-be that everyone able show 3sG.poss-mind

‘It ought to be the case that everybody is able to express their opinion’

Based on the above discussions, I conclude that Asante-Twi has at least three kinds of
¢- pro-forms: the agreeing one, the default one, and the expletive one. This distinction is
based on their pronominal properties. Contexts that require a less specific but referential
&- favor the default form over the expletive form.

4.2 On the distribution of agreeing and default &-

I showed early on that Akan uses resumptive pronouns as a repair strategy for the NSG.
Given that RPs are the result of movement (see §2.3), I deduce that all instances of RPs
in subject positions in Akan are derived via movement, as represented in (27). I propose
further in this section that apart from this RP strategy, Akan also sometimes inserts
the default &- as a repair mechanism for a potential violation of the NSG constraint. This
latter strategy is, however, relativized to only the matrix subject position in the syntactic
structure. I propose that the matrix subject position is a privileged position in Akan. This
is supported by the fact that there is a back-up strategy to repair any instance of an NSG
violation in case resumption fails.

4 This is an extract from an audio clip played on some National Express coaches in Britain.
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We recall from §2.2 that a language may also skip a subject position altogether in or-
der to avoid an extraction that would result in a violation of the NSG constraint. Given
the assumption that the use of a RP in the extraction site results from movement only, I
deduce that any instance of the non-agreeing pronoun in the extraction site cannot be at-
tributed to movement, because movement yields only (agreeing) resumptive pronouns. I
claim therefore that such non-agreeing cases involve the skipping of the subject position.
In order to avoid a violation of the NSG constraint, the default e- pronoun is inserted.
This strategy is available only for the matrix subjects. Crucially, this process is ordered,
as shown in (28).

(27) Movement (28) Deriving default e-

5 Summary and conclusion

The distribution of (agreeing) resumptive pronouns and the (non-agreeing) default pro-
noun in Akan can be summarized as presented in Table 3.

Table 3: Distribution of RPs in Akan

Strategy Matrix Subj Embedded Subj  Obj
Gap X X )
RP ) v v
DFLT insertion ) X X

With regard to the two main issues that this paper set out to address, I have argued
that, based on the relevant pronominal properties, three types of e- pro-forms can be
distinguished in Asante-Twi: the agreeing, the default, and the expletive forms. I have
claimed that the non-agreeing pronoun is analyzable as a default pronoun that is inserted
in the matrix subject position whenever resumption fails. Thus Akan, like Yoruba (Ades-
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ola 2010), has two strategies for repairing a potential violation of the NO-SUBJECT-GAP-
like constraint; it uses either an RP, or a default pronoun. In §4, I suggested a potential
alternative explanation for the agreement mismatches with regard to the distribution of
these agreeing and non-agreeing subject pronouns in Akan. Further discussion of this
will be insightful for how sPELL-OUT works in Generative syntax. But this is an issue that
future research on this phenomenon will attempt to address.

Abbreviations
1,2,3 first, second, third person (IN)aANIM  (in)animate
ACC accusative NOM nominative
CD clausal determiner NPart non-participant
coMp complementizer Obj object
CONJ  conjunction PERF perfective
DEF definite PL plural
DEM demonstrative POSS possessive
DFLT  default PST past
FOC focus REL relativizer
rur  future SG singular
HAB  habitual Subj subject
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Chapter 7

Valency changing processes in Akan
E. Kweku Osam

University of Ghana

Valency has been considered as both a semantic and syntactic notion. Semantically it is
used to refer to the participants in an event; as a syntactic notion it is used to indicate the
number of arguments in a construction. In Akan, a Kwa language spoken in Ghana, we
can identify various transitivity classes of verbs: verbs that are strictly intransitive; those
that are strictly transitive; and verbs that are used ditransitively. Apart from these, there
are verbs that can be used both intransitively and transitively. Critical to the study of the
notion of valency in Akan is the fact that there is clear evidence for grammatical relations
in the language. As is the case in many languages, Akan possesses morphosyntactic means
through which the valency of verbs can be adjusted. The application of these morphosyn-
tactic processes reduces or increases the valency of verbs. This paper examines these pro-
cesses in Akan. The critical valency-reducing processes in Akan are reflexivization, recip-
rocals, anticausative/inchoative constructions, impersonal constructions, object omission
constructions, and unspecified object constructions. Valency-increasing processes include
causativization and agentivization through serialization.

1 Introduction

The linguistics literature is replete with studies on valency — those that are theoretical,
cross-linguistic, and others that focus on the study of valency in specific languages. The
interest in understanding the notion of valency has resulted in a number of volumes
dedicated to the subject. Notable among these are Comrie & Polinsky (1993), Dixon
& Aikhenvald (2000a), Malchukov & Comrie (In press). The papers in Malchukov &
Comrie (In press) came out of the Leipzig Valency Classes Project and the Conference
on Valency Classes in the World’s Languages held in 2011. Worthy of mention is also
Nichols, Peterson & Barnes (2004) that put forward the idea of the basic valency orien-
tation of languages. As in the case of the Leipzig Project, a number of scholars adopting
the methodology of Nichols and associates, have examined the basic valency orientation
of various languages (see, for example, Narogg 2009; Plank & Lahiri 2009; van Gelderen
2011; Luraghi 2012).

The goal of this paper is to examine the valency of Akan verbs and explore the mor-
phosyntactic processes that apply to modify the valency of verbs. It is expected that

Pacchiarotti & Mokaya Bosire (eds.), Diversity in African languages, 117-139. Berlin:

IIIII E. Kweku Osam. 2016. Valency changing processes in Akan. In Doris L. Payne, Sara
Language Science Press.
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the paper will help expand further our understanding of the behavior of verbs in Akan,
building on what has been reported in Osam (2008b).

This paper is based on the Akan Verbs Database project which was implemented in the
Department of Linguistics, University of Ghana, between 2009 and 2011, and for which
I was the Principal Investigator. The project was funded by the University of Ghana
Research Fund. By the end of the project, a database of over 3,500 verb stems and other
verb forms had been created.

The data come from various sources, including published narratives, translated works
and, in some cases, constructed examples based on my knowledge as a native speaker.

The paper is structured as follows: §2 provides an overview of the verbal morphology,
focusing on the tense-aspects distinctions of the language and clause structure/gram-
matical relations. This section also covers some aspects of serial verb constructions in
the language since they have a bearing on valency adjustment in the language. §3 deals
with Akan verb classes. In §4 the morphosyntactic processes that reduce the valency of
verbs are discussed; §5 and §6 focus on the processes that increase valency. §7 is the
summary and conclusion.

The label Akan is used to refer to a group of closely related dialects spoken in Ghana,
and partially in the south eastern parts of Cote d'Ivoire. It belongs to the Kwa sub-
family of Niger-Congo. The name also refers to the people who speak the language.
The dialects of Akan include: Agona, Ahafo, Akuapem, Akwamu, Akyem, Asante, Assin,
Bono, Denkyira, Fante, Kwahu, and Wassa. Generally, except Fante, all the other dialects
tend to be classified as Twi in terms of Akan dialectology. Current speaker population
is estimated at nearly ten million.

2 Some morphosyntactic features of Akan

In this section I provide an overview of tense/aspect and clause structure in the lan-
guage. I should point out that Akan is a two tone language and one of the outstanding
phonological features of the language is the presence of Tongue Root Harmony in all
the dialects and rounding harmony in the Fante dialect. The discussion throughout the
paper will draw examples from the Fante (Fa) dialect and in some cases from the Asante
(As) and Akuapem (Ak) dialects as well. Examples drawn from Fante will generally not
be identified as such; those from Asante and Akuapem will be indicated as As and Ak,
respectively, in parentheses generally at the end of a translation.

2.1 Verbal affixes

In Akan verbal constructions are generally formed with the verb and its person, tense,
aspect, mood, and polarity affixes. There are also verbal prefixes to mark motion towards
or away from a deictic centre (Table 1).

The pre-verbal affixes in Akan include the tense/aspect markers. As I have argued
elsewhere (Osam 1994a; 2008a), Akan can be said to have a Future Tense and the follow-
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Table 1: Subject Prefixes

1sG me-

2sG wo-, i- (Fa)

3sG o-

3sG (inanimate)  ¢- (in Ak, As and some Fa subdialects)
1rL ye-

2PL mo-/wo- (Fa)

3pL wo-/ye-

ing aspectual forms: Completive (compL), Perfect (PERF), Progressive (PrRoG), Habitual
(AB), Continuative (conT), and Consecutive (CONSEC).

The Future tense is coded by the prefix be-. The realization of the vowel is determined
by vowel harmony, especially in the Fante dialect (see Dolphyne 1988).

(1) a Iyl béma  kéf-yé a-ba horh  Atama.
this FuT-make one-be coNs-come 2pL.Poss middle
“This will bring unity among you. (Krampah 1970: 79)
b. Daakyé yeé-bé-nya bi  4-ka a-kyeré  a-foforo.
future 1PL.SUBJ-FUT-get some CONS-say CONS-show PL-new

‘In future we will have something to tell others. (Adi 1973: 34; Ak)

What I consider the Completive is what in the general literature on Akan is referred
to as the Past tense. However, I have shown in various places (Osam 1994a; 2004; 2008b)
that this form is more of an aspect than tense. The Completive is a suffix in the affirma-
tive; but a prefix in the negative.

(2) a Né n-sew-ném  beéénu nyind yé-¢ édziban.
3sG.poss PL-inlaw-coL two all  make-compL food
‘Each of his two in-laws cooked. (Krampah 1970: 57)
b. Né n-sew-ném  béénu nyina a-n-yé édziban.
3sG.Poss PL-inlaw-coL two all  compPL-NEG-make food

‘His two in-laws did not cook’

The Perfect aspect is realized by the prefix a-, and generally agrees with the vowel of
the verb root in ATR harmony.

(3) a Banyinnd a-td asaasé.
man  DEF PERF-buy land

“The man has bought a piece of land’
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b. M-bofrano 4&-ba fié.

pL-child DEF PERF-come home

‘The children have come home’

The Progressive is a prefix, re-.

(4) a Maamé no6 ré-hwe-hwé né ba né.

woman DEF PROG-REDU-look 3sG.poss child DEF
“The woman is looking for her child’

Abofra nd ru-tu-td n-wurd no.
child DEF PROG-REDU-uproot pL-weed DEF

“The child is removing the weeds’

Akan also has a Habitual aspect which is realized by tone (see Dolphyne 1988 for more
discussion on this).

(5) a. Okuaféné kb haban mu andpa  biara.

farmer DEF go;HAB farm in morning every
“The farmer goes to the farm every morning’
Akosua tin ndzémba wd gia-mu.
Akosua sell;HAB things  in market-in

‘Akosua sells in the market.

Two of the aspects, the Continuative and Consecutive, are treated as derived aspects.
The Continuative is used for stative verbs where the Progressive is used for dynamic
verbs. The Consecutive aspect applies to non-initial verbs in a serial construction in

which the initial verb is in either the Progressive aspect or the Future tense. Generally,
the Consecutive is realized as a low tone d-.

© a
b.
7 a
b.

120

Abofrand tseé dud nd asé.
child DEF sit/CONT tree DEF under
“The child is sitting under the tree’
Kwesi gyina fié nd ényirh.
Kwesi stand/coNT house DEF front

‘Kwesi is standing in front of the house’

. Banyinné bé-saw  a-kyéré  ddmh  nd.

man  DEF FUT-dance CONS-show crowd DEF
“The man will dance for the crowd’

Kofi ré-nantséw a-kd skuaul.

Kofi proG-walk cons-go school

‘Kofi is walking to school.
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There are verbal constructions in Akan which sometimes have two prefixes, be- and
ko-. These prefixes arise from the verbs for ‘come’ and ‘go’, respectively. I have referred
to these as Motional prefixes (Osam 2002). They reflect the movement towards or away
from a deictic centre where an event takes place. Movement towards the deictic centre
is marked by the ‘come’ verb; and away from the centre is marked by the ‘go’ verb.

(8) a. Amabd>-s3-3 gya wd dan nd ékyit.
Ama come-light-compL fire at building DEF back
‘Ama came and lit a fire behind the building’
b. Esiké-fa-a ekutd noé ba-a fié.
Esi go-take-cOMPL orange DEF come-COMPL home

‘Esi went and brought the oranges home’

Even though it is too early to say that Akan has a prospective aspect, the language

has the means to express prospective meaning. This is done through a combination of
the Progressive and the ‘come’ Motional prefix.

(9) a. Omanpanyin ré-b3-sf.
president  PROG-come-stand
“The president is about to rise’
b. Hyén né re-bé-gyina.
vehicle DEF PROG-come-stop

“The vehicle is about to stop.

The language makes a two way distinction in terms of mood - the indicative and the
Imperative. The Imperative has two manifestations; what we may call Imperative proper
and the Optative. Whereas the Imperative has no segmental representation, the Optative
is realized through the use of a homorganic nasal with a high tone, r-.

(10) a. Gyae!
stop/1MP
‘Stop it.
b. Yé-n-k3.
1pPL-OPT-go
‘Let’s go’
The language uses a homorganic nasal prefix to express negation.
(11) a. Mi-n-nyim édwuma a  5-yé.
1SG.SUBJ-NEG-know work  REL 3sG.SUBJ-do

‘T don’t know what work she does’
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b. Maamé n6 a-n-ka aséh no6 a-n-kyeré né m-ba
woman DEF COMPL-NEG-say matter DEF COMPL-NEG-show 35G.poss PL-child
noé.

DEF

“The woman didn’t tell her children about the case’

2.2 Verbal reduplication

Many verbs in Akan are subject to the morphological process of reduplication. Generally,
verbal reduplication is required where the event is iterative and/or where either the
Subject or Direct Object NPs or both are plural.
(12) a. Aféin-namfo yi  kyin-kyin-n a-dsf6 kakraa wo-nirh

now PL-friend these REDU-roam-coMmPL PL-lover few REL 3PL.SUBJ-know

win  nd so kra-kra-a win.

3PL.OBJ DCM on REDU-bid.farewell-coMpPL 3PL.0B]

‘Now these two friends visited some of their friends to bid them farewell’

(Adi 1973: 41; Ak)

b. Né na na n-égya é-wu-wu.
3sG.poss mother and 3sG.poss-father PERF-REDU-die
‘Both his mother and father are dead.” (Martin 1936: 24)

2.3 Akan clause structure

The syntax of Akan distinguishes grammatical relations, as has been discussed in various
studies (Osam 1994a; 1996; 1997; 2000; 2004). The language has Subject and Direct Object
with Nominative Accusative marking that is realized through word order. Word Order
in the language is strictly SVO, with very little variation.

2.3.1 Transitive constructions

The prototypical Akan transitive clause has A (as Subject) and O (as Direct Object) as
core arguments. The A argument precedes the O; and each can be realized as full NP or
as a pronominal element.

(13) a. Akosuakye-é akokd  no.
Akosua catch-compL chicken DEF
‘Akosua caught the chicken.’ (As)
b. O-kua-f6  né 4-daa-daa 3-bd>-f6  nd.
SG-farm-IDM DEF PERF-REDU-deceive SG-hit-IDM DEF
“The farmer has deceived the hunter’

If the O argument is inanimate, it is not represented by a pronominal form unless
some other clausal element comes after it.

122



7 Valency changing processes in Akan

(14) a. O-wia-a nar no.
35G.suBJ-steal-comPL fish DEF
‘He stole the fish.
b. O-wia-é Q.
35G.SUBJ-steal-comPL
‘He stole it.
c. O-wia-a no ndéda.

3sG.suBJ-steal- COMPL 3sG.OBJ yesterday
‘He stole it yesterday’

A transitive clause could also have optional Oblique elements expressed by locational
(both spatial and temporal) phrases. It could also be a postpositional phrase. Generally,
obliques would occur in clause-initial or clause-final positions.

(15) a. Maamé nd si-i dan rhféda.
woman DEF build-compL house last.year
“The woman built a house last year’
b. Mféda maamé nd sii dan.
last.year woman DEF build-compL house

‘Last year the woman built a house.

2.3.2 Intransitive constructions

The single argument of an intransitive clause, the S argument, always precedes the pred-
icate.
(16) a. Edzibaniné a-bén.
food  DEF PERF-be.cooked
“The food is cooked.
b. O-s5-£6 né wa-t  ndéda
SG-pray-IDM DEF die-cOMPL yesterday

“The priest died yesterday.

2.3.3 Ditransitive constructions

Akan has ditransitive constructions in which there are three core arguments, AGENT,
BENEFACTIVE and THEME. In ditransitive constructions, the NP in the immediate post-
verbal position is grammatically the Direct Object and semantically the BENEFACTIVE.
The entity that is transferred, the THEME, occurs after the BENEFACTIVE NP. I have re-
ferred to this as the Asymmetrical Object (Osam 2000).
(17) a. Maamé n6 ma-a m-bofra n6 eédziban.

woman DEF give-coMpL PL-child DEF food

“The woman gave the children food’
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b. Papand kyé-¢ hdn  sika
man DEF gift-coMpPL 3PL.OBJ money

“The man gave them money’

2.3.4 Serial verb constructions

One feature of Akan syntax crucial to valency discussions is serial verb constructions
(SVC). Akan serialization has been studied extensively (see, for example, Lord 1973;
Schachter 1974; Essilfie 1977; Forson 1990; Osam 1994a,b; 1997; 2004; 2014; Agyeman
2002; Hellan, Beermann & Andenes 2003; Kambon 2012). Without going into the details
of Akan SVCs, it is important to identify some salient features.

Subject marking: the subject may be a NP or a pronominal form that occurs on only
the initial verb.

(18) a. Yaakwa n-abakan gyina-¢ yé-¢ kyeamé b3->
Yaakwa 3sG.Poss-first.born stand-compL be-compL spokesperson tell-compL
fié  amandz&¢ kyére-¢ a-hshé  no.
home news show-coMPL PL-visitor DEF

‘Yaakwa’s eldest son stood as the spokesperson and briefed the visitors’
(Krampah 1970: 83)
b. W)-twé-é ndé gyina-a nkyén.
3PL.sUBJ-pull-cOMPL DEF stand-cOMPL aside
“They pulled him aside’ (Adi 1973: 31; Ak)
Generally, there is uniformity in tense/aspect coding, as shown in the examples above.
However, mixed tense/aspect is possible in some SVCs.
Negation Marking: across all dialects of Akan, each verb in the series takes the negation
prefix when the sentence is negated, as in (19).
(19) Maamé nd a-n-ts édziban a-m-ma né m-bd  nd.
woman DEF COMPL-NEG-buy food =~ cOMPL-NEG-give 3.5G.Poss PL-child DEF
“The woman did not buy food for her children’
In some serial constructions, the initial verb is de/dze. This is a form with reduced
verbal properties. The de is used in the Twi dialects and dze is used in Fante.
(20) a. Wd-de aséth nd ks-> ahémfié.
3PL.sUBJ-take matter DEF go-comPL palace
“They took the case to the palace. (Ak)
b. O-dzeé n-ahoddzén nyina yé-¢ édwima nya-a sika.
3sG.suBJ-take 3sG.poss-strength all ~ do-compL work  get-comMPL money
‘She worked very hard and made money’

The de serialization is also relevant in the expression of agentive arguments in the
case of verbs of spatial location. This will be further discussed in §5.2.
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3 Akan verb classes

Based on their argument structure, various transitivity classes of verbs can be identified
in Akan. Some are strictly intransitive (§3.1), some are strictly transitive (§3.2), some are
ditransitive (§3.3), and some have varying expressions of arguments. Verbs of the last
type are addressed in §4 and §5.

3.1 Strictly intransitive/monovalent

Monovalent verbs occur with a single argument; the S argument only (Table 2).

Table 2: Monovalent verbs

bén ‘be cooked’  bér ‘be ripe, be fair in complexion’
dwé ‘cool’ fé ‘become soft/smooth’

hén ‘swell’ hwém  ‘blow one’s nose’

hweéntsi  ‘sneeze’ DEF ‘struggle, roll around during sleep’
prd ‘rot’ hur ‘boil’

(21) a. Edzibaniné a-bén.
food  DEF PERF-cook
‘The food is cooked’
b. Ankaid né a-prd.
oranges DEF PERF-rot

“The oranges are rotten’

3.2 Strictly transitive/bivalent

There are verbs that require two arguments, A and O (Table 3).

Table 3: Bivalent verbs

bor  ‘beat’ daaddad ‘deceive’ hyira ‘bless’
ka ‘bite’ ki Kill’ kyé ‘catch’
nyén ‘rear’  pad ‘curse’ sané  ‘infect’
sié ‘bury’  tan ‘hate’

(22) a. O-b>-f65 nd ka-u 3s6no.

sG-hit-1pm DEF kill-compL elephant
“The hunter killed an elephant’
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b. Abam sie-é né maameé.
Abam bury-compL 3sG.poss mother
‘Abam buried his mother’

3.3 Ditransitive/trivalent

There are verbs that are ditransitive or trivalent. These require three core arguments
(Table 4).

Table 4: Trivalent verbs

kyé  ‘to gift, give as a gift’  gyé ‘charge’
ma  ‘give’ kyéré  ‘teach, show’

(23) a. Ntsid-ma-a no a-hén  ebiasa.
S0  35G.SUBJ-give-COMPL 35G.0OBJ PL-boat three
‘So she gave him three boats. (Martin 1936: 8)
b. Esikyé-¢ papanoé sika.
Esi gift-coMPL man DEF money

‘Esi gave the man money’

4 Decreasing valence

There are morphosyntactic processes that reduce verb valence. In various languages,
morphological derivations are utilized in reducing the valence of a verb. But as has been
pointed out in the literature, verbs can also manifest a change in the valence structure
without the application of any morphological processes: “Alternations in a verb’s valency
pattern are not necessarily the result of a morphological derivational process. Verbs or
whole classes of verbs may have alternate valency patterns without any change in their
formal makeup ..” (Haspelmath & Miller-Bardey 2004: 1131).

4.1 Reflexivization

Reflexivization in Akan is marked by the use of a possessive (Poss) pronoun and the
morpheme ho ‘self’.

(24) a. Kofié-ku Yaw.
Kofi perF-kill Yaw

‘Kofi has killed Yaw’
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b. Kofi é-ku né hoé.
Kofi pErF-kill 3sG.poss self
‘Kofi has killed himself’

In reflexivization, the notion of coreference is crucial. Kemmer (1993: 44) notes that
“Coreference ... means that two participants in a single event frame designate the same
entity in the described situation.” It requires that the A and O arguments have the same
referent. Reflexive constructions in Akan involving bivalent verbs have the coreferential
O argument replaced by the POSS+ho. The reduction in the valency of the verb lies in
the fact that there is no semantic differentiation between the A and O arguments.

Apart from the direct reflexive, certain verbs, specifically grooming, or body care
actions (Kemmer 1993) are used reflexively and, consequently, demonstrate (semantic)
valency decreasing properties. Examples of such verbs in Akan are: pepa ‘wipe’, sera
‘smear/use lotion or oil on the body’, twutwuw ‘wash (as with a sponge/washcloth)’,
siesie ‘dress up’. The actions coded by these verbs can be carried out by an AGENT on a
PATIENT entity or the AGENT can carry it out on themselves.

(25) a. Abatwutwaw-w Ekua né ho.
Aba wash.wash-compL Ekua 3sG.poss self
‘Aba washed Ekua.
b. Aba twutwiaw-w noé hé.

Aba wash.wash-comPpL 3sG.poss self

‘Aba washed someone/herself’

(26) a. Efua séra-a Kwesi n6 hoé.
Efua smear-compL Kwesi 3sG.poss self
‘Efua used lotion on Kwesi.
b. Efua séra-a noé hé.
Efua smear-coMpL 3sG.Poss self

‘Efua used lotion on someone/herself’

In (25a) and (26a), the entities in subject position, as the AGENTS, carry out the activities
on certain other individuals, the entities in the PATIENT role. In (25b) and (26b), the
replacement of the full NP with the reflexive pronoun in the post-verbal position creates
ambiguities. In each sentence, the referent of the reflexive pronoun could be the entity
in the subject position, the AGENT; or it could be an individual already mentioned in the
context of the discourse; that is Ekua in (25a) and Kwesi in (26a).

Where the referents of the reflexive pronouns in (25b) and (26b) are the AGENTSs in
the subject positions in the two sentences, we can argue for a reduction in the valency
of the verbs sera ‘smear/use lotion or oil on the body’ and twutwuw ‘wash (as with a
sponge/washcloth)’, on the basis of coreferentiality and non-individuation of the partic-
ipants involved in the situation.
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In addition to the reduction in the valency of the verb sera through reflexivization,
its valency can also be reduced through its use in an intransitive construction as (27b)
shows.

(27) a. Efuaséra-a né hé.
Efua smear-compL 3sG.Poss self
‘Efua used lotion on herself’

b. Efua séra-e.
Efua smear-compL
‘Efua used lotion (on herself).
There is another feature of the verb sera pertaining to valency adjustment that will be
discussed in §4.5.2

4.2 Reciprocals

The reciprocal in Akan is formed in ways similar to the reflexive. It also uses the mor-
pheme ho. But unlike the reflexive, the possessive pronoun that combines with ho is in
the plural (28). Similar to the reflexive, the reciprocal creates reduced valency due to
coreferentiality and lack of individuation.

(28) a. Hwé, émi na wo-égya ye-hun-n hén hé bér a
look 1sG.EMPH and 2sG.Poss-father 1PL.SUBJ-see-COMPL 1PL.POSS self time REL
mi-dzi-i m-fé  eduonu anan néd.

1SG.sUBJ-eat-COMPL PL-year twenty four DcMm

“Your father and I got to know each other when I was twenty-four years.
(Martin 1936: 9)

b. M-béranitsé nd n-katdasia né6 nyé Araba Akom ham-éé
PL-man and PL-woman DEF accompany Araba Akom quarrel-compL
ye-yaw-w hyn hé ma >-yé-¢ asérm w) skuaul.
REDU-insult-comPL 3P1L.PoOss self that 3s6.suBJ-make-coMPL issue in school
“The young men and young women quarreled with Araba Akom and insulted
each other such that it became an issue in the school. (Martin 1936: 21)

4.3 Anticausative/Inchoative

The anticausative (or decausative, inchoative, spontaneous, pseudopassive, being the
various ways in which this type of construction has been labelled) works by removing the
AGENT argument in the construction. In his characterization of the causative/inchoative
alternation, Haspelmath states that:

An inchoative/causative verb pair is defined semantically: it is a pair of verbs which
express the same basic situation (generally a change in state, more rarely a going-
on) and differ only in that the causative verb meaning includes an Agent participant
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who causes the situation, whereas the inchoative verb meaning excludes a causing
Agent and presents the situation as occurring spontaneously ... Inchoative verbs
are generally intransitive and causative verbs are transitive ... (Haspelmath 1993:
90)

As pointed out by Haspelmath & Miiller-Bardey (2004: 1132):

In many languages there is a strong requirement for all sentences to have subjects.
When in such languages a valency-changing category removes the agent argument
from the subject position, the patient argument must take up the subject position
instead.

Akan is a typical example of such languages. When a sentence has a single argument,
that argument is always in the subject position. In Akan anticausatives the THEME argu-
ment is the subject of the sentence.

Unlike some other languages where there is a derivational process to indicate either
the demotion of the AGENT argument or its introduction, in Akan there is no change in
the morphology of the verb stem to reflect the process of anticausative. This puts Akan
into what Haspelmath (1993: 91) describes as non-directed alternation, that is, where “...
neither the inchoative nor the causative verb is derived from the other”

The verbs in the language that can be used in the anticausative construction include:
bo ‘break’, bu ‘break’, bue ‘open’, butu ‘overturn’, dum ‘put out’, hyew ‘burn’, koa ‘bend’,
kyea ‘bend’, nane ‘melt’, see ‘destroy’, te ‘tear, pluck’, tuei ‘puncture’, woso ‘shake, vi-
brate’.

Example (29a) and (30a) are causative and (29b) and (30b) are anticausative/inchoative.

(29) a. na wd-bo-bs-> n-kurabané a  5-dzé-dzé
and 3PL.SUBJ-REDU-break-COMPL PL-jar ~ DEF REL 3PL.SUBJ-REDU-hold
hsn Asa-mu nod.
3pL.Poss hand-in pcm
‘... and they broke the jars that were in their hands’ (Judges 7:19 Fante Bible;
Bible Society of Ghana 1974)

b. n-kuraban6é a 3-dzé-dze hsn nsa-mu nod
PL-jar  DEF REL 3PL.SUBJ-REDU-hold 3pL.poss hand Dcm
bo-b3s-¢.

REDU-break-compL

... and the jars in their hands broke’
(30) a. na Moses hyéw-w  tsif nd.

and Moses burn-compL head DEF

... and Moses burned the head.” (Leviticus 8:20 Fante Bible; Bible Society of
Ghana 1974)
b. na tsif nd hyéw-ée.
and head DEF burn-compL
‘... and the head burned’
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4.4 Impersonal constructions

Another means of valency decrease is through impersonal constructions. The notion of
impersonal construction adopted here follows Siewierska (2008; 2011) and Malchukov &
Ogawa (2011). These are constructions that do not have a referential subject. Malchukov
& Ogawa (2011), following Keenan (1976), argue that the subject in an impersonal con-
struction deviates from the prototype subject. In Keenan’s (1976) approach, the canonical
subject is expected to have the following properties (Malchukov & Ogawa 2011: 23):

« areferential argument
« a definite NP

« topical

« animate

» agentive

Based on cross-linguistic studies, various coding strategies of impersonal construc-
tions have been isolated. One of these is the pronominal impersonal (Siewierska 2011).
In some languages this involves the use of a regular personal pronoun as the subject of
the construction. Akan does this by using the regular 3 person plural subject pronoun,
as illustrated in (31).

(31) a. Wdi-a-kyet éwi-fo no.
3PL.SUBJ-PERF-catch thief-pL DEF
“They have arrested the thieves./The thieves have been arrested.
b. Wbj-a-to ésikyiré no b6 mu.
3PL.SUBJ-PERF-raise sugar  3SG.POSS price in

“They have increased the price of sugar’/“The price of sugar has been
increased’

The subject pronouns in (31) are non-referential and non-individuated (Hopper &
Thompson 1980). Example (32) below is taken from the Apostles’ Creed of the Chris-
tian faith.

(32) Wdi-b3-> No tbeéamuidia mu, O-wi-i, wo-sié-¢é
3PL.SUBJ-hit-COMPL 3SG.OBJ cross in 3sG.suBJ-die 3PL.SUBJ-bury-compL
No.
35G.0BJ

‘He was crucified, dead and buried. (Source: Christian Asor Ndwom; Methodist
Church Ghana 1937)

Even though in the constructions in (31) and (32) there are two arguments, A and O,
functionally, there is reduced valency because the subjects are not prototypical subjects.
The sentences have AGENT subjects. Nonetheless, the AGENTS involved are not distinct
because the pronominal form used is non-referential. This makes it impossible to identify
the referent, an obvious way of downgrading the AGENT argument.
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4.5 Object omission/suppression

Decreasing valency can also involve verbs that potentially have A and O arguments.
However, the O argument remains suppressed either because it is understood or it is
known that any one of a range of entities can fill that argument position.

4.5.1 Understood object

Verbs that allow understood objects, falling in the category of Inherent Complement
Verbs (dwanse ‘urinate’, bow ‘be drunk’, nye ‘defecate’, dor ‘be fatty’, and sa ‘dance’) can
occur with both overt A and O arguments. However, in many instances, the O argument
is not expressed because speakers know what it is, thereby reducing the grammatical
valence of the verb. The verbs and their inherent complements are listed below:

(33) a. dwanse dwansé
‘urinate’ ‘urine’

b. bow nsa
‘be drunk’ ‘drink/alcohol’
c. nye bin
‘defecate’ ‘faeces’
d. ddre seradéé
‘be fatty’ ‘fat’
e. sa asa

‘dance’ ‘a dance’
(34) a. Banyinnd a-bow nsa.
man  DEF PERF-be.drunk alcohol
“The man is drunk (with alcohol).
b. Banyinné &a-bow.
man  DEF PERF-be.drunk
‘The man is drunk.’
(35) a. Apdnkyénéd a-ddre séradéé.
goat DEF PERF-be.fatty fat
“The goat is fatty. (Lit. “The goat is fatty with fat.’) (As)
b. Apdnkyénéd a-dsré.
goat DEF PERF-be.fatty
“The goat is fatty. (As)
In (34a) and (35a) the verbs are used with their inherent complements. However, in

(34b) and (35b), there are no overt complements, reflecting a reduction in the grammati-
cal valence of the verbs bow ‘be drunk’ and dore ‘be fatty’.
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4.5.2 Unspecified Object

Akan has a limited number of verbs that demonstrate varying valency: monovalent, bi-
valent, and trivalent. The reduction in valence of these verbs revolves around the non-
expression of the O argument in all instances. This means that the single argument of
the intransitive construction is an AGENT. It is more appropriate then to talk about the
suppression of the O argument. Another feature of these verbs is that they tend to take
various items as the O argument. Examples of the verbs are: soa ‘carry’, hye ‘wear, dress
up’, sera ‘apply body lotion, smear’, sa ‘administer enema’, son ‘apply herbal nasal drop’,
tua ‘douche’.

(36) a. Araba séra-a nka.
Araba smear-coMpL shea.butter

‘Araba applied shea butter on her body’

b. Araba séra-é.
Araba smear-coMPL

‘Araba applied (some substance) to her body’

In the first example above, the A and O arguments are expressed. However in the
second example the O argument remains unexpressed; the single argument, S, is the
AGENT. The ditransitive use of these verbs is illustrated in (37):

(37) a. Araba séra-a abofra né nkua.
Araba smear-coMmpL child DEF shea.butter
‘Araba applied shea butter on the child’
b. Araba séra-a abofra no.
Araba smear-compL child DEF

‘Araba applied (some substance) on the child’

In (37a), the verb has three arguments: A, E, and O, in that order. In (37b), the O
argument is unspecified, leaving the A and E arguments.

5 Increasing valency

There are processes that lead to an increase in the arguments of a verb. There are two
main ways in Akan that this happens: the introduction of an AGENT through serialization
and causativization.

5.1 Causativization

Causative constructions increase valence by adding a causing AGENT to an event. As
seen in §4.3, Akan has verbs that permit the anticausative construction. The causative
variant would have an AGENT present, as in (37a) and (39a). In (38b) and (39b), the change
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in state of the PATIENT entities ‘ chains and stick, respectively ‘ is captured without the
specification of the responsible AGENT. In (38a) and (39a), on the other hand, the events
are presented with the causing AGENTs overtly stated. Effectively, in (38a) and (39a)
where we have the causative constructions, the valency of the verbs has been increased
by the addition of the causing AGENTS.

(38) a. Causative
Na o-bu-bu-u hsn mpokyeré mu esin-ésin.
and 3sG.SUBJ-REDU-break-compL 3pL.POSS chains  in REDU-piece
... and he broke their chains in pieces. (Fante Bible Psalm 107:14; Bible
Society of Ghana 1974)
b. Anticausative
Hjn mpokyeré mu bu-ba-u ésin-ésin.
3PL.pOSS chains ~ in REDU-break-cOMPL REDU-piece

“Their chains broke into pieces’

(39) a. Causative
Kofi 4-kyéa abaa no.
Kofi pERF-bend stick DEF
‘Kofi has bent the stick’

b. Anticausative
Abadné a-kyéa.
stick DEF PERF-bend
“The stick is bent.

5.2 Agent introduction through serialization

There are verbs that code the location or spatial configuration of an entity. Examples
include: da ‘lie, be at’, twer ‘lean’, bea ‘lie’, sen ‘hang’, hye ‘ be in’, gu ‘be in’, tar ‘paste,
stick’, fam ‘stick’, and si ‘stand’. For verbs like these, the introduction of an agentive NP
requires the use of a serial construction. Even though the resulting construction cannot
be said to increase the valency of the verbs, it shows how an agentive argument can be
introduced through the syntactic strategy of serialization.

(40) a. Na d>-dze m-pomé né hye-hyé-¢ adaka no hé.
and 3sG.suBj-take pL-pole DEF REDU-put-cOMPL box  3sG.Poss self

‘And he took the poles and put them on the ark.’/‘And he put the poles on the
ark’ (Fante Bible, Exodus 40: 20; Bible Society of Ghana 1974)

b. M-pdma né hyé-hy:  adaka né hoé.
PL-pole DEF REDU-CONT box  35G.poss self

“The poles are on the ark’
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(41) a. Wbd-de win a-kyérm sén-séne w-a-fasiud hé
3PL.sUBJ-take 3PL.POss PL-shield REDU-hang/HAB 35G.pPoss-pL-wall self
hyia.
meet/HAB

“They hang their shields around your walls’ (Asante Bible, Ezekiel 27: 11;
Bible Society of Ghana 1964)

b. Wi a-kyérm sén-séne w-a-fasuo hé hyia.
3pL.pOsS PL-shield REDU-hang/HAB 3sG.Poss-pL-wall self meet/HAB
“Their shields hang around your walls.’ (As)

(42) a. Kandzéand si pén né do.

lantern DEF stand/coNT table DEF on
“The lantern is on the table’

b. Ato dzé kandzéa né si-i pént nod do.
Ato take lantern DEF stand-compL table DEF on

‘Ato placed the lantern on the table’

6 Valence adjustment through reduplication

One valency adjusting morphological process in Akan with limited application is verbal
reduplication. So far, only two verbs have been identified in the language that change
their valence when reduplicated. The verbs are da ‘sleep’ and di ‘eat’. Their reduplicated
forms are deda ‘put to sleep’ and didi ‘eat’.

(43) a. Amada-a awia.
Ama sleep-compL afternoon
‘Ama slept in the afternoon.’ (As)
b. Ama de-da-a abofra né awia.
Ama REDU-sleep-compL child DEF afternoon

‘Ama put the child to sleep in the afternoon.’ (As)

As shown in (43b), the reduplication of the verb da ‘sleep’ is a means by which an
AGENT argument is introduced.

The behavior of di when reduplicated is the reverse of the reduplication of da. When
di is reduplicated, it loses the capacity to have a PATIENT argument.

(44) a. Kofidi-i aduan no.
Kofi eat-compL food DEF
‘Kofi ate the food. (Ak)
b. Kofi di-di-i.
Kofi REDU-eat-compPL
‘Kofi ate.” (Ak)
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c¢. Kofi di-di-i aduan no.
Kofi REDU-eat-comPL food DEF
‘Kofi ate the food.

There is a polysemous use of didi where it takes a postpositional phrase in the post-
verbal position (45). But the use of the reduplicated form of the verb di in this situation
is metaphorical and does not contradict the case made about the verb.

(45) a. Obiara  di-di n-adwima  ho.
everybody REDU-eat 35G.poss-work self
‘Everybody benefits from their work. (Ak)

b. Nkrdf6 n6 di-di-i 5hén n6 4sé.
people DEF REDU-eat-coMPL chief DEF under
“The people sabotaged the chief’ (Ak)

7 Summary and conclusion

The notion of valency has received extensive treatment in the linguistics literature. I
set out in this paper to examine the valency of Akan verbs and to investigate the mor-
phosyntactic ways in which the valency of verbs can be modified.

I have shown in the preceding discussion that we can identify verbs in the language
that are invariably monovalent ‘ that is, verbs that take only one core argument, the S
argument; those that are bivalent ‘ requiring two core arguments, A and O; and those
that are trivalent, needing three core arguments, that is, A, O, and E.

Apart from the verbs with invariant argument structure, there are many verbs that
exhibit variations in the expression of their arguments. I have shown in the paper that
overall, the morphosyntactic mechanisms by which the valency of verbs is modified in
Akan fit into various cross-linguistic patterns. Akan is not known as a language with
complex morphology. Consequently, the valency adjusting processes tend to be more
syntactic than morphological. Verbs in the language that can undergo a reduction in the
expression of their arguments do so through reflexivization, the use of reciprocals, an-
ticausatives, impersonal constructions, and various forms of object suppression. It has
been shown in the paper that where there is valency decrease resulting in only one ar-
gument being expressed, the single argument is always the S argument. Increase in verb
valency is achieved through causativization, and agentivization through serialization. It
has also been demonstrated that the language uses reduplication in a very limited way
to adjust verb valency. As stated in the paper, the use of reduplication applies to only
two verbs in the language.

Dixon & Aikhenvald (2000b: 25-27), in ending their paper, identify some topics that
need to be investigated regarding the notion of valency cross-linguistically:

Our preliminary impression is that, across the languages of the world, there tend to
be more valency-increasing derivations (comitative and applicative) than valency-
reducing derivations (passive, antipassive, reflexive, reciprocal, etc.). This needs to
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be verified, through study of a large representative sample of languages; if it is true,
linguists should seek an explanation. (Dixon & Aikhenvald 2000b: 26)

From what has been presented in this paper, it is obvious that in Akan there are
more valency decreasing morphosyntactic strategies than those used to increase valency.
Based on my knowledge of the languages that are genetically related to Akan, for exam-
ple, Ga and Ewe, one would expect a similar tendency. However, this is an issue that
needs to be investigated. More broadly, the tools that have been developed by the Leipzig
Project and by Nichols and associates need to be applied to Akan and related languages
in order to contribute to our further understanding of the notion valency.

Abbreviations
coL collective NEG  negation
coMPL  completive OBJ objective
CONS consecutive OPT optative
CONT  continuative PERF  perfect
DCM dependent clause marker PL plural
DEF definite POSS  possessive
EMPH  emphatic PROG  progressive
FUT future REDU reduplication
HAB habitual REL relativizer
IDM identity marker SG singular
IMP imperative SUB]  subject
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Degema exhibits two distinct clitic patterns in serial verb constructions (SVCs). In one, a
set of inflectional proclitics and enclitics attaches to each verb within a SVC, resulting in
[cL=V=cL ... cL.=V=cL]. We refer to this as the DOUBLE-MARKED SVC PATTERN. This pattern
occurs when the verbs are separated by a prosodically heavy object. In a second pattern, an
inflectional proclitic attaches to the first verb of the sequence, and an inflectional enclitic
attaches to the last verb of the sequence [cL=V ... V=cL], which we refer to as the SINGLE-
MARKED SVC PATTERN. This pattern occurs when the verbs are not separated by an overt
object, or are separated only by a prosodically light pronoun. At first glance, verbs within
the Single-Marked Pattern resemble verb compounds involving verb movement (e.g. Collins
2002). We present two arguments against this verb compound hypothesis: there is unmoti-
vated “blocking” of V2 movement by an intervening object, and the Single-Marked Pattern
is found whenever the verbs are not separated by a prosodically heavy object, e.g. under
dislocation. Instead, we account for the distribution of clitics through post-syntactic opera-
tions, and advocate for what we call the clitic alignment hypothesis. This hypothesis allows
us to account for the puzzling fact that prosodically light pronouns may intervene between
verbs in the Single-Marked Pattern. We support this hypothesis from the distribution of
grammatical tone within verbal complexes.

1 Introduction

Degema exhibits two distinct clitic patterns in serial verb constructions (SVCs). In one,
a set of inflectional proclitics and enclitics attaches to each verb within a SVC, resulting
in [cL=V=cL ... cL=V=cL]. We refer to this as the DouBLE-MARKED SVC PATTERN. This
pattern occurs when the verbs are separated by a bisyllabic direct object. In the second

Nicholas Rolle & Ethelbert E. Kari. 2016. Degema clitics and serial verb construc-
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pattern, an inflectional proclitic attaches to the first verb of the sequence, and an inflec-
tional enclitic attaches to the last verb of the sequence [cL=V ... V=cL], which we refer to
as the SINGLE-MARKED SVC PATTERN. This pattern occurs when the verbs are not sepa-
rated by an overt object, or are separated only by a monosyllabic pronoun (a prosodically
light object). With Double-Marked SVC Patterns, it is ungrammatical for the medial cl-
itics to be absent. In contrast, although single-marking is the preferred pattern with
Single-Marked SVC Patterns, double-marking is seen as acceptable but not preferred,
questionable, mildly ungrammatical, or ungrammatical, depending on the speaker and
context.

This paper presents these facts and an analysis which accounts for this distribution of
clitics within SVCs. We analyze Degema SVCs involving nested verb phrases (VP shells
in a VP complementation structure), where the second verb phrase (v;P) is the comple-
ment of the first lexical verb (V1) (Collins 1997; 2002). At first glance, verbs within the
Single-Marked Pattern resemble verb compounds. One articulated theory of verb com-
pounds is provided by Collins (2002), in which both verbs in the SVC undergo syntactic
head-movement to a higher functional position (v;°) and form a complex head together.
We refer to this as the VERB COMPOUND HYPOTHESIS, and present two arguments against
it. The first is that there is unmotivated “blocking” of V2 movement when there is an
intervening object. The second is that the Single-Marked Pattern is found whenever the
verbs are not separated by a prosodically heavy object, e.g. when the object has been
dropped or dislocated. These arguments point to the verbs not being a syntactic con-
stituent.

Instead, we account for the distribution of clitics through post-syntactic operations.
We advocate for what we call the CLITIC ALIGNMENT HYPOTHESIS, which states that for
every clitic and every verbal host within a clause, there must be alignment between those
clitics and the verbal host. In the Double-Marked Pattern contexts, because there are two
verbal hosts in the clause, clitics align with both of the verbs to satisfy this alignment
principle. In Single-Marked Pattern contexts, we understand that adjacent verbs form a
type of verb complex, a morphophonological constituent to which the clitics align. This
hypothesis allows us to account for the puzzling fact that prosodically light pronouns
may intervene between verbs in the Single-Marked Pattern. We can understand this verb
complex formation as sensitive to locality, but this locality is measured prosodically and
not hierarchically. If the two verbs are separated by a prosodically heavy object, the
verbs are not sufficiently local for the creation of the verbal complex, and therefore the
Double-Marked Pattern results. If, however, we assume that monosyllabic pronouns are
prosodically deficient, i.e. they do not project their own phonological word (w). They are
therefore transparent to the formation of the verbal complex.

Finally, we provide additional evidence for this constituency from the distribution
of grammatical tone within verbal complexes, though we note that a full tonology of
Degema has not been completed at this point.
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2 Degema clitics in serial verb constructions

Degema is an Edoid language of Nigeria spoken by approximately 22,000 people (Kari
2004: 5). The language is largely head-initial with S(Aux)VO order and adjuncts (ad-
verbials, complement phrases, prepositional phrases) follow the object. Focalized and
topicalized constituents occur in the left periphery. Tense, aspect, modality, and nega-
tion are expressed through independent auxiliaries, tone patterns, and/or clitics on the
verb. In this section, we provide a descriptive overview of clitics and their distribution
within serial verb constructions.!

2.1 Overview of verbal clitics

Degema has a number of clitics which canonically appear adjacent to verbs, previously
described in Kari (2002a; 2002b; 2002c; 2002d; 2003b; 2004; 2005). We discuss two types
of clitics: subject agreement proclitics and tense/aspect enclitics. Proclitics agree with
the subject in number, person, and humanness, and occur obligatorily in canonical finite
contexts. Proclitics form two sets, what Kari (2004: 333-335) calls a Set 1 (/mV/ set, where
V stands for vowel) and a Set 2 (/V/ set), provided in Table 1. Generally, Set 1 proclitics all
begin with /m/, and are used in positive non-past constructions, whereas Set 2 are vowel
initial except first person singular, and appear elsewhere. The proclitic receives its ATR
value from its verbal host. We do not discuss here tonal alternations, nor a set of third
person subject proclitics used with non-human referents. The only elements which may
intervene between the lexical verb and the proclitic are auxiliaries.

Table 1: Degema subject agreement proclitics

lst 2nd 3rd
Set 1 Set 2 Set 1 Set 2 Set 1 Set 2
Singular me/me  mi/mi mu/mu  uu mo/mo  0/0
Plural me/me e/e ma/ma  a/a me/me e/e

In addition to verbal proclitics, Degema also has a series of verbal enclitics which
attach to the right edge of the verb. These enclitics form a heterogeneous semantic class,
unlike subject agreement proclitics. We will only discuss the tense/aspect enclitics =(V)n
FACTATIVE (FE) designating past perfective with eventive verbs and present imperfective
with stative verbs, and =te/te PERFECT (PRF) ‘has done’. We do not discuss additional

! Degema consonant conventions are <b>=/b/, <d>=/d/, <nw>=/9"/, <ny>=/pn/, <y>=/j/, <i>=/y/, and
<v>=/p/. Degema is an Advanced Tongue Root harmony language, contrasting [+ATR] /ie 3 o u/ vs. [-
ATR] /1€ a2 /. Vowels with Retracted Tongue Root [-ATR] are written with a dot, e.g. <e> [¢]. This dot is
placed only under the first vowel within the word, although all vowels in that word agree for ATR. Degema
orthography marks high tone with an acute accent * and downstepped high with a macron ~ ; low tone is
not marked.
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enclitics such as =tu/tu NEGATIVE IMPERATIVE (NIE) ‘don’t’ (see Kari 2004). Under specific
phonological conditions, factative =(V)n copies the final vowel of the verb and appears
with a specific tonal pattern, discussed below (see also Kari 2004: 340-342 for discussion
of their segmental and tonal allomorphs).

Example (1a) illustrates these clitics appearing verb-adjacent on the matrix verb kperi
‘tell’ and the embedded verb ta ‘go’. Example (1b) shows that these enclitics must at-
tach outside of verbal “extension” suffixes, e.g. the reciprocal suffix —(v) Viiine rps ‘each
other’?

(1) Tense/aspect clitic adjacent to verbs
a. o=kpéri=té dyi méma Ohoso o=ta=té mu éKki.
3sG=tell=PRF her/him that Ohoso 35G=go=PRF to market
‘(S)he has told her/him that Ohoso has gone to market. (Kari 2004: 63)
b. e=gbém-(*én)-6niné=én.
3pL=bite-(*FE)-RPS=FE
“They bit each other.” (Kari 2004: 149)

Proclitics combine with enclitics to form distinct tense/aspect meanings, co-occurring
with specific tone patterns. Set 2 proclitics combine with the factative enclitic =(V)n and
the perfect enclitic =te, wherein the proclitic receives low tone and the verb receives
high tone. Set 1 proclitics appear on the verb without one of these enclitics to convey
present tense/habitual aspect or future tense, wherein the verb gets high tone and the
proclitic gets high tone (except 1° person singular, which is always low). This is shown
in (2)-(6). (We provide the proclitic set number within the gloss when pertinent, though
usually leave it out.)

(2) Factative
mi=di=1in.
1SG.SET2=€at=FE
Tate’ (Kari 1997: 44)

(3) Perfect
o=di=te.
3SG.SET2=€at=PRF
‘(S)he has eaten.’ (Kari 2004: 284)

(4) Present Tense/Habitual
me=di idiy6m mina.
1sG.sETl=eat food now

‘T am eating now. (Kari 1997: 45)

2 The publication source of the Degema data is provided after each example. Those examples which do not list
any publication source are native speaker interpretations by the second author not previously published,
or interpretations in conjunction with other Degema speakers.

144



8 Degema clitics and serial verb constructions

(5) Future
me=di idiyom ude.
1sG.sET1=eat food tomorrow
‘I shall eat tomorrow.” (Kari 1997: 45)

(6) Present Tense/Habitual ~ Future
me=di a.
1SG.SET1=eat NPM
‘Teat” / ‘Tshall eat. (Kari 1997: 45)

Example (6) illustrates the post-verbal particle a NPM ‘non-past marker’, which ap-
pears when a verb is at the end of a clause. The distribution of this particle is complex
and is often not overtly realized (see Kari 2004: 278-280).

The placement of the tense/aspect enclitic depends on the type of object. When the
verb precedes a vowel initial bisyllabic pronoun (pyi 3sG, eni 1pL) in object position or
with any object complement noun phrase or adjunct, the enclitic attaches next to the
verb and before this complement/adjunct. This was seen in (1a) above where the enclitic
=te appears directly adjacent to the verb kperi ‘tell’. In contrast, if the verb precedes a
monosyllabic pronoun in object position, the enclitic attaches to the right edge of that
pronoun, and not directly next to the verb. This is shown in (7), in which the enclitic
appears to the right of the pronoun many ‘you’ (pl.) and not the verb mon ‘see’.

(7) Surface position of enclitics with monosyllabic pronoun in object position
o=mén many=de. (cf. “*o=mdén=deé many)
3sG=see yOu=PRF
‘(S)he has seen you (pl.). (Kari 2004: 341)

The generalizations about clitic placement for each pronoun are summarized in Table
2. The shaded cells in this table indicate those pronouns which enclitics must attach
to when present.® The subscript sigma ,, indicates the pronoun is monosyllabic. The
[V pron,=cL] pattern occurs only with pronouns and not with monosyllabic nouns or
adverbials.

Table 2: Attachment site of tense/aspect enclitic with pronouns in object posi-

tion
1 2 3 xp{NP/CP/PP/etcC.}
SG mée/mée wgo oyi
A% =CL A% =CL V=cL
I?ronc, ?{ona - = pr,o_n Ve XP
PL  eni maany/mdany baaw/bdaw
V=cL pron V pron,=cL V pron,=cL

3 For differences in the Usokun dialect of Degema, see Offah (2000).
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2.2 Serial verb construction clitic patterns

Like many West African languages, Degema exhibits robust verb serialization, express-
ing exhaustion/completion of a situation, directionals, benefactives, verbal comparison,
comitatives, instrumentals, accompanimentals, refusal, simultaneousness, abilitatives,
consequentials, and event coordination (see Kari 2003a). Resultatives and purposives
are not expressed through SVCs in Degema (Kari 2004: 59-60, 206).

SVCs in Degema show two distinct surface patterns with respect to inflectional clitic
placement. In the first pattern, a subject agreement proclitic appears before both verbs,
and a tense/aspect enclitic appears after both verbs within the SVC. This pattern occurs
when there is an intervening bisyllabic direct object between the two verbs. This Double-
Marked SVC Pattern is shown in (8). In the second pattern, a proclitic appears only before
the first verb, and an enclitic appears only after the second verb. This pattern occurs
when there is no intervening object between the verbs, or when the only intervening
element is a monosyllabic pronoun. This Single-Marked SVC Pattern is shown in (9).

(8) Double-Marked SVC Pattern: Non-adjacent verbs
Tatane o=sa=n énam o=gbiyé=eén.
Tatane 3sG=shoot=FE animal 3sG=Kkill=FE

‘Tatane shot an animal dead.’ / “Tatane shot and killed an animal’

(9) Single-Marked SVC Pattern: Adjacent verbs
Ohoso 0=s6m tal=n  Gyi.
Ohoso 3sG=be.good reach=FE him

‘Ohoso is as handsome as him’ / ‘Ohoso is as good as him’

In (8), both the verbs sa ‘shoot’ and gbiye ‘kill’ are marked with a subject agreement
proclitic o= 3sG, and an enclitic =(V)n FE marking factative tense/aspect. These verbs are
separated by an object enam ‘animal’, the object of the first verb. In contrast, in (9) only
the first verb som ‘be good’ is marked by the proclitic o=, whereas only the second verb
tul ‘reach’ is marked with the enclitic =n. In this case, the two verbs are not separated
by an intervening object.

Recall above that monosyllabic pronouns are the only elements which may precede
tense/aspect enclitics after the verb. Example (10) illustrates further that when a mono-
syllabic pronoun e.g. me ‘me’ intervenes between the two verbs in a SVC, this structure
too exhibits the Single-Marked Pattern.

(10) Single-Marked SVC Pattern with prosodically light object me ‘me’
Breno o=duw mé ti=an.
Breno 3sG=follow me go=FE
‘Breno went with me. (Kari 2004: 115)

This Single-Marked Pattern happens even when both the first verb and the second
verb occur with monosyllabic pronouns in object position, shown in (11) (the factative
enclitic =(V)n is realized only tonally here due to regular allomorphic changes).

146



8 Degema clitics and serial verb constructions

(11) Breno o=tuti mé di baaw.
Breno 3sG=Dbe.first me eat them\FE

‘Breno ate them first before me.

Monosyllabic pronouns are the only direct objects which may intervene between
verbs within a Single-Marked SVC. This is demonstrated with the bisyllabic pronoun
oyi ‘her/him’ in (12). It is ungrammatical to delete the medial clitics within the Double-
Marked Pattern; cf. the minimal pair this forms with (10).

(12) Double-Marked SVC Pattern with bisyllabic object oyi ‘her/him’
mi=duw="(n) 4yi *(mi)=ta=an.
1sg=follow=FE her/him 15G=go=FE
‘T went with her/him. (Kari 2004: 201)

2.3 SVCs, clitics, and tense/aspect

We illustrated above in examples (2)-(6) the role clitics play in expressing different tense/
aspect meanings. Within SVCs, an interesting development can be seen. Examples (8)-
(12) established two clitic patterns expressing factative and perfect tense/aspect, namely
the Single-Marked and Double-Marked Patterns. In present tense/habitual aspect, how-
ever, a Set 2 proclitic is always on the first verb and a Set 1 proclitic is always on the
second verb. This takes place regardless of whether the verbs are immediately adjacent,
e.g. example (13a), or separated by a pronoun or noun phrase as in (13b)-(13c).

(13) Present/habitual in SVCs — Uniform Double-Marked Pattern

a. Tevaro tevuro o=rékéréké mo=di a.
everyday 35G.SET2=Dbe.slow 3sG.SET1=eat NPM
‘Everyday, she eats them slowly’

b. Breno o=duw-iy mé mo=ta.
Breno 3sG.seT2=follow-ITER me 3SG.SET1=go
‘Breno goes with me all the time’

c. Eni e=diw=n oyi mé=ta.
we 1pL.SET2=follow=FE him/her 1PL.SET1=go

‘We are going with him’

In (13c), the factative enclitic =(V)n appears on V1, though not all tokens show the pres-
ence of this element even where we would expect them given appropriate morphophono-
logical conditions; further research is required.

We can compare this pattern with the future. Recall that in monoverbal clauses, both
present/habitual and future tense are expressed via a Set 1 proclitic, and display the same
tonal pattern; cf. (4)—(6) above. In contrast, in SVCs the future tense is expressed as a Set 1
proclitic if the verbs are adjacent (14), or if the verbs are only separated by a monosyllabic
object (14b). This shows the Single-Marked Pattern. If the verbs are separated by any
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other object, it is expressed as a Double-Marked Pattern with identical Set 1 proclitics on
both verbs (15).

(14) Future in SVCs, Single-Marked Pattern
a. mo=rékéréké  di a.
3sG.SET1=be.slow eat NPM
‘(S)he will eat (them) slowly.
b. Breno mé=duw mé ta.
Breno 3sG.seT1=follow me go

‘Breno will go with me.

(15) Future in SVCs, Double-Marked Pattern
eni mé=daw oyi mé=ta.
we 1pL.sET1=follow him 1PL.SET1=go
‘We will go with him/her’

Table 3 summarizes these clitic patterns, presenting their distribution in both mono-
verbal clauses and serial verb constructions, including adjacent verbs (V V), those sep-
arated by a monosyllabic pronoun (V ¢ V), and those separated by bisyllabic pronouns
or noun phrases (V oo V). We indicate a Set 1 proclitic with the 3sG mé=, and a Set 2
proclitic with 3sG o=. Cells exhibiting the Single-Marked SVC Pattern are shaded grey,
whereas those exhibiting the Double-Marked Pattern remain white. (In this table, we
gloss over the fact that in the present/habitual the first verb is sometimes marked with
factative =(V)n.)

Table 3: Clitic patterns in Serial Verb Constructions

Mono-verbal Serial verb constructions
VA% VoV VooV
Factative 0=V=n 0=V V=n 0=V ¢ V=n 0=V=n o 0 0=V=n
Perfect 0=V=té 0=V V=te 0=VdV=te o0=V=téo oo=V=té
Present/Habitual moé6=V 0=V moé=V 0=V ¢ mo=V 0=V o 0 mb6=V
Future mo=V mé6=V V mo6=V ¢ V mé6=V o o m6=V

We can generalize that if verbs in a SVC are marked with different sets of proclitics,
they always show the Double-Marked Pattern, seen with present/habitual. In contrast, if
the verbs receive the same set of proclitics, they only exhibit this Double-Marked Pattern
if there is a prosodically heavy element intervening between the two verbs. If there is
not, they are only singly-marked as a unit, and in this way have the same distribution
as verbs in monoverbal clauses.
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2.4 Variation in clitic patterns

We remark here on some specific locations of variation in these patterns not previously
discussed (Kari 1997; 2003a; 2003b; 2004). First, we highlight a case in which no variation
is found. If a SVC shows a Double-Marked Pattern, it is ungrammatical to delete the
medial clitics and f orm a Single-Marked Pattern, shown below.

(16) Ungrammatical deletion of medial clitics (repeated from (12) above)
mi=duw="(n) 6yi *(mi)=td=an.
‘T went with her/him. (Kari 2004: 201)

In contrast, patterns which show a distinct Single-Marked Pattern in [V V] and [V ¢ V]
contexts exhibit variation to some degree. Examples are provided in (17)-(18) in which the
Single-Marked Pattern in a [V ¢ V] construction is also accepted with a Double-Marked
Pattern, though not preferred to the Single-Marked Pattern.

(17) Single-Marked Pattern
Tatane ¢o=sa baw gbiyé=én.
Tatane 3sG=shoot them dead=FE
‘Tatane shot them dead. / ‘Tatane shot and killed them.

(18) Double-Marked Pattern
) Tatane o=sa bdaw  o=gbiyé=e€n.
Tatane 3sG=shoot them\FE 3sG=dead=FE
‘Tatane shot them dead. / ‘Tatane shot and killed them.

In these contexts, the Double-Marked Pattern is typically not preferable to the Single-
Marked one, and often sounds unnatural. The degree to which this sounds unnatu-
ral/dispreferred is notated via an acceptability scale (?)~?~?* before the sentence, where
(?) is acceptable but dispreferred, ? is unnatural and dispreferred, and ?* is grammati-
cally questionable. In the examples below, the grammaticality value on the left of the
forward slash is the second author’s judgment, whereas those on the right are judgments
in consultation with other Degema speakers. Those with only one value solely represent
the second author’s judgment.

With the factative tense/aspect enclitic =(V)n, if the two verbs are adjacent and no
object intervenes between them, a Double-Marked Pattern is interpreted as questionable,
as in (19).

(19) Factative [V V] — Double-Marked Pattern acceptability interpretation
7% Breno o=siré=n  o=ta=n.
Breno 3sG=run=FE 35G=go=FE

‘Breno ran and went.

As shown in (17)-(18), if the two verbs are separated by a monosyllabic pronoun i.e. [V
o V], the interpretations are somewhat better and more acceptable. Examples (20)-(21)
shows the range of interpretations from (?) to ?*, for both tense/aspect enclitics.
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(20) Factative [V o V] — Double-Marked Pattern acceptability interpretations
a. @7 Breno 9=vén mé=én o=yi=in
. 0 C yl=m.
Breno 3sG=take me=FE 3sG=come=FE
‘Breno brought me’
b. @ o=kéti mé=én o=kpéri=n intm.
3sG=call me=FE 3sG=tell=FE something
‘She called me and told me something
c. ”* Breno o=titu mé=én o=di  baaw.
Breno 3sG=be.first me=FE 3sG=eat them\FE

‘Breno ate them first before me.

(21) Perfect [V o V] — Double-Marked Pattern acceptability interpretation
®)? Breno o=vén mé=té o=yi=té.
Breno 3sG=take me=PRF 35G=come=PRF

‘Breno has brought me.

In the future tense shown in (22), in a [V V] context only the Single-Marked Pattern
is grammatical (compare 22a-22b), whereas in the [V ¢ V] context the Double-Marked
Pattern is marginally grammatical but sounds unnatural (compare (22¢)-(22d)).

(22) Future tense
a. *moé=rékéréké  mo=di a.
35G.SET1=be.slow 35G.SET1=eat NPM
‘(S)he will eat them slowly’
b. mé=rékéréké @ di a.
‘(S)he will eat them slowly’
2 4 , , 7 z
c. ‘ Breno mé=duw mé mé=ta.
Breno 3sG.seT1=follow me 35G.SET1=go
‘Breno will go with me.
d. Breno mé=duw mé @ t4.
‘Breno will go with me.” (cf. 14b)

Regardless of the specific judgment, these Double-Marked Patterns stand in stark con-
trast to cases in which only one of the two clitics is doubled. These cases are unambigu-
ously ungrammatical. Ungrammatical examples in (23) show the doubling of only the
proclitic o= (23a), or only the enclitic =te (23b).

(23) Ungrammatical doubling of only one clitic

a. Ohoso 0=s6m (fo=)tul=n Oyi.
Ohoso 3sG=be.good (*3sG=)reach=FE him

‘Ohoso is as handsome as him.
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b. Ohoso o=yi(*=t€) kotu=té Gyi.
Ohoso 3sG=come(*=PRF) call=PRF him
‘Ohoso has come and called him. (Kari 2003a: 285)

These patterns are summarized as a whole in Table 4. In summary, even when the
Double-Marked Pattern is accepted, it is dispreferred, often sounding unnatural to gram-
matically questionable. We take these observations to show the Double-Marked-Pattern
in this context to be highly marked, compared to the unmarked Single-Marked Pattern.
The role of event and information structure may help illuminate this variability, though
remains outside of the present study.

Table 4: Summary of variation in SVC clitic patterns

SvC Single Double
Factati , VA% v 2%
Pacfa ive o:Y:n VoV v (?)~7~7*

erfect o=V=te VooV % v

VA% * v
Present/Habitual 0=V mo=V VoV * v

VooV * v

VA% v *
Future mé=V VoV v ?

VooV * v

3 Syntax of Degema SVCs

In this section, we situate the two Degema patterns in the larger typological and the-
oretical syntax literature, and present our assumptions regarding Degema SVC clause
structure. We seek to account for those tense/aspects which show both single and
double-marking, namely factative, perfect, and future. Present/habitual showing uni-
form double-marking remains outside of the present scope.

At first glance, the two Degema SVC patterns resemble the core-layer vs. nuclear-
layer serial verb construction distinction (Foley & Olson 1985). The Single-Marked SVC
Pattern resembles a nuclear-layer SVC by exhibiting singular morphological inflection
and contiguity between verbs (i.e. a SINGLE COMPLEX NUCLEUS), while the Double-Marked
Pattern resembles a core SVC with a looser relationship between the verbs, exhibiting
double morphological inflection and non-contiguity (Foley & Olson 1985: 37-39; Crowley
2002; see summary in Cleary-Kemp 2015: 126-129). In this way, sequences [V pron, ],
[V V], [V pron, V], and [V pron, V pron,] have the same distribution as a single [V]
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with respect to single-marking of inflectional categories the sequences, suggesting these
complex sequences form a constituent at some level of representation which the clitics
are sensitive to.

One way to capture the single-marking in Degema is to treat these SVCs as verb com-
pounds. An example of a resultative verb compound from the nearby language Igbo is
provided in (24). Like in the Degema cases, this example shows only one inflectional
tense affix -[ru] which takes scope over both verbs.

(24) o6 ‘to-fu-ru akwukwo.
he throw-be.lost-TNs paper
‘He threw paper away. (Igbo; Lord 1975)

Within the typological literature, the similarity between verb compounds and verb se-
rialization has been widely recognized (Margetts 1999: 101; Crowley 2002: 18; Aikhenvald
2006: a.0.), with Aikhenvald advancing “a general typological framework which encom-
passes multi-word and one-word SVCs” in order to “breach the artificial (and unhelpful)
terminological gap” between the two types (Aikhenvald 2006: 38). Despite surface simi-
larities, we argue below that Degema SVCs do not show properties consistent with that
of verb compounding languages.

In what follows, we present our basic assumptions about the clause structure of De-
gema SVCs, following certain proposals in the generative syntax literature on SVCs. We
then present Collins’ (2002) analysis of tHoan verb clusters, and present two arguments
against extending this analysis to Degema.

3.1 Syntactic structure of Degema SVCs

For Degema SVCs, we adopt a structure akin to Collins (1997; 2002) involving nested
verb phrases (VP shells in a VP complementation structure, Cleary-Kemp 2015). The
hierarchical order of heads in the verbal spine is provided in Figure 1, with a syntactic
tree. We employ common generative syntax assumptions in our structure such as lexical
verb phrases (VPs) embedded within functional verb phrases (vPs), and the positions of
subjects and objects (for overview and justification of these assumptions, see Chomsky
1995; Adger 2003; Radford 2004; among others).*

In this structure, the second verb phrase (v,P) is the complement of the first lexical
verb (V1) (they are structurally adjacent and therefore sisters). To illustrate, consider
the data from Collins (1997) in (25), from Ewe. Here, the second verb du ‘eat’ is the
complement of the first verb da ‘cook’. Note that surface word order is accounted for
through syntactic movement.

(25) Ewe
M-a da nu du
I-rUT cook thing eat

‘Twill cook something and eat it. (Collins 1997: 490-491)

4 We abstract away from the element in the specifier of v,P, which we have designated with neutral e.
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...PolP/...AuxP

|
AspP
/ \
Asp®  vIP

/N

DPp vl
[subject] / \
vl VIP
/ N\
(DP) vr
[object] / \
v1°  v2P

/\
e v2
/ N\

V2P

/ N\
Ve (DP)
[object]

v2

Figure 1: Degema SVC Syntax

For reasons of space, we do not compare Collins’ proposal here to other syntactic
analyses of SVCs (e.g. Baker 1989; Hiraiwa & Bodomo 2008; Aboh 2009; among others).

With respect to Degema clitics, we adopt that tense/aspect enclitics are in a functional
head Asp(ect)’ which selects a vP as its complement. Functional heads such as Asp°
take scope over both verb phrases. Note that although the position of Asp°® is above
the first verb, as enclitics they will appear after the verb(s). Further, subject agreement
proclitics have no designated position in this syntactic structure. We follow Embick &
Noyer (2007), Kramer (2010), Norris (2014), among others that agreement features are
inserted post-syntactically, and therefore these clitics are purely morphological with no
unique syntactic correspondent.

3.2 Arguments against the verb compound hypothesis

With this structure in mind, we can begin to account for the distribution of the clitic SVC
patterns. As mentioned above, one possibility is to consider the Single-Marked Pattern as
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a verb compound, forming one syntactic constituent. One articulated theory within the
generative tradition is Collins’ (2002) account of tHoan verb compounds. An example is
provided in (26) where the two verbs in bold are contiguous, and marked only once by
inflectional a- PROG.

(26) tHoan
Ma a-qlhu o djo ki kx’u na.
1SG PROG-pour put.in water PARTICLE pot in

‘T am pouring water into the pot. (Collins 2002: 1)

Under this analysis, the syntactic structure is largely identical to that adopted in Figure
1 above involving nested VPs, in which the second verb phrase (v,P) is the complement
of the first lexical verb (V1). The critical parametric difference is that in tHoan the two
verbs both undergo syntactic head-movement to a higher functional position (v;°), and
together form a complex head. We refer to this as the VERB COMPOUND HYPOTHESIS.
Under this approach, we could capture the SVC patterns differences by saying that the
Single-Marked Pattern is a verb compound exhibiting verb movement forming a complex
head, whereas the Double-Marked Pattern exhibits no such movement.

We present two arguments against the verb movement hypothesis. The first argu-
ment is that under the verb compound hypothesis there is unmotivated “blocking” of V2
movement to form a verb compound when there is an intervening object. As described
above, the Single-Marked SVC Pattern occurs in Degema only if the structure consists
of two adjacent verbs, or if there is a prosodically light intervening object. If there is a
prosodically heavy intervening object, the two verbs exhibit the Double-Marked Pattern.
Under the verb compound hypothesis, both verbs would undergo verb movement and
form a complex head. Because this movement is head-movement, it would be unclear
why the presence of an object in the V;P would block head-movement of V,° to v*, but
allow movement of V;°.

Specifically, under the verb compounding analysis we would expect the intransitive
V, verb ta ‘go’ to undergo head movement and form a complex verb compound with
V1 duw ‘follow’ in (27a). However, (27b) shows that this is ungrammatical. Examples in
(28) show it is equally ungrammatical for two transitive verbs to form a verb compound
when an object is present.

(27) Transitive + Intransitive
a. Breno o=duw mé ti=an.
Breno 3sG=follow me go=FE
‘Breno went with me.” (Kari 2004: 115)

b. *Breno o=duw ti4 mé=én.
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(28) Transitive + Transitive (shared object)

a. Jzakume 0=tam idiyom o=dény.
Jzakume NEG\3sG=chew food 3sG=swallow
‘Jzakume did not chew food (and did not) swallow’. (Kari 2004: 110)

b. *Jzakume ¢=tam dony idiyom.

In other verb compounding languages, the presence of an object also does not block
verb compounding, e.g. Ju['hoan (Collins 2002), Khwe (Kilian-Hatz 2006), Igbo (Lord
1975), Isu (KieBlling 2011), Toqabagita (Lichtenberk 2006; 2008), and Eastern Kayah Li
(Solnit 2006). Noting that V2 in the examples above does not undergo head movement,
these data cast doubt on the head movement analysis as a whole.

A second argument against the verb compound hypothesis is that the Single-Marked
Pattern is found whenever the verbs are not separated by a prosodically heavy object. In
many examples this happens when the first verb is intransitive, though it also is found
when Vi is transitive but the verb does not appear surface-adjacent to its syntactic argu-
ment. This can be seen in three circumstances: in object dislocation, as in both content
questions (29a)-(29b) and focus constructions (29d); object-drop, i.e. where the object
of the verb simply has no overt phonological instantiation (marked in the examples by
an underscore), as in (30); and object relative clauses, as in (31). In each of these types,
the transitive verb does not appear adjacent to its argument, and consequently appears
surface-adjacent to the second verb in the SVC. Under these circumstances, a Single-
Marked Pattern occurs.

(29) Dislocation of objects
a. Mi=daw=n  ovo mi=ta=an?
1sg=follow=FE who 15G=go=FE
‘T went with who?’
b. Ov6é ni mi=daw @ td=an?
who that 1sc=follow  go=FE

‘Who did I go with?’

c. *Ovo nu mi=duiw @ mi=ta=an?
‘Who did I go with?’

d. ka oyi nu mi=daw O td=an.

not her/him that 1sG=follow go=FE
‘Tt was not her/him that I went with’
(30) Object-drop ) )
Ohosoo=td dé __vé __yi kiyé=n 9dyi -
Ohoso 3sG=go buy __ take __ come give=FE her/him __
‘Ohoso went and bought (something) and brought (it) to her/him. (Kari 2004: 121)
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(31) Relative clauses
owéy nu mi=duw O ta=te
person that 1sg=follow  go=PRF

‘the person whom I have gone with’

These data highlight that there is no strict association between clitic patterns and
the argument structure of verbs in a SVC, but rather surfaces whenever the verbs are
sufficiently local on the surface.

4 Phonological alignment of clitics

We have argued above that appealing to syntactic structure and operations alone is in-
sufficient to account for the distribution of inflectional clitics within SVCs in Degema.
We therefore understand post-syntactic operations to play a major role in this distribu-
tion (assuming morphological and phonological modules containing such post-syntactic
operations follow syntax). This will account for why different clitic patterns surface de-
pending largely on how local the verbs are, and why prosodically light pronouns may
intervene between the verbs in a Single-Marked Pattern.

Recall from §3 that we assume tense/aspect enclitics are in a high functional Asp°
projection above the verb phrases, but that subject agreement proclitics are inserted
post-syntactically. Regardless of the origin of these clitics, we must account for how the
clitics appear in their surface position. We adopt what we call the cLITIC ALIGNMENT
HYPOTHESIS, defined below.

(32) CuLITIC ALIGNMENT HYPOTHESIS: For every clitic and every verbal host within a
clause, align the clitic with the verbal host

This principle states that there must be alignment between verbs and clitics within
a clause, which takes place post-syntactically. Subject agreement proclitics are pre-
specified as attaching to the left-edge, and tense/aspect enclitics to the right-edge. In
the Double-Marked Pattern, because there are two verbal hosts in the clause, to satisfy
this principle of alignment the clitics must align with both verbs, resulting in doubling
of the clitics.

In contrast, in the Single-Marked Pattern proclitics are only found on V1 and enclitics
only on V2, which seemingly violates this hypothesis. However, if we understand that
verbs which are linearly adjacent can form a single verbal complex and that clitics align
to this complex, then these structures do adhere to the clitic alignment hypothesis. Under
this hypothesis, verbal hosts can be either simplex verbs or complex verb clusters.

A number of aspects of this hypothesis need to be fleshed out. One concerns which
mechanism moves clitics from their original positions, tying to a rich literature on the
nature and ontological status of post-syntactic movement, e.g. Nespor & Vogel (1986),
Boskovic (2001), Anderson’s (2005) principles of STRAY ADJUNCTION and FULL INTERPRE-
TATION, mobile morphology in Jenks & Rose (2015), among others. A second aspect is
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how we can get clitics to “copy” in the Double-Marked Pattern, a type of verbal concord.
We cannot satisfactorily address these issues here, but we sketch below certain aspects
of Degema grammar which support our hypothesis.

One concerns the formation of a verbal complex resulting in the Single-Marked SVC
Pattern. We presented evidence in §3.2 that verbs showing a Single-Marked Pattern
are not the result of syntactic movement and are not a verb compound, i.e. they do
not form a syntactic constituent. We do, however, understand this verbal complex as
forming a morphological constituent. Rolle (2015) analyses the formation of constituents
of verbs and clitics as due to the post-syntactic operation of LOCAL DISLOCATION within
Distributed Morphology (Embick & Noyer 2001; 2007), which we adopt here. What is
most important for our purposes here is that adjacent verbs form a single constituent
(albeit not syntactically).

With these assumptions we can account for the puzzling fact that prosodically light
pronouns may intervene between verbs in the Single-Marked Pattern. We can think of
the formation of the verb complex as sensitive to locality, but this locality is measured
prosodically and not hierarchically. If the two verbs are separated by a prosodically
heavy object, the verbs are not sufficiently local for the creation of the verbal complex,
and therefore the Double-Marked Pattern results. If however we assume that monosyl-
labic pronouns are prosodically deficient - i.e. they do not project their own phonolog-
ical word (w) - they are therefore transparent to the formation of the verbal complex.
This is illustrated in (33) below, using data from the examples in (10) and (12) above.

(33) a. prosodically light pronouns

cL= ( )=CL
w ) W )2 W)
N \Y% c V
Breno duw me ta

b. prosodically heavy pronouns

cL= ( )=CL cL=( )=cL
w ) ) ) W)
N \% oo \%
Breno duw oyi ta

We can understand this complex verb formation to be subject to inter-speaker vari-
ation and other complicating factors, which corresponds to the variation in the Single-
Marked Pattern laid out in §2.4.

One might ask if the clitic alignment hypothesis is circular in the sense that we are
defining morphological constituency based the distribution of clitics. Against this hy-
pothesis, we find additional evidence for the constituency of the verbs in the verb com-
plex in grammatical tone. In Degema, nouns are lexically contrastive for tone, but tone
on verbs is determined solely by its grammatical context and not lexically specified.
When verbs appear between a proclitic and an aspectual enclitic, all syllables are marked
with high tone (H), shown in the Double-Marked Pattern in (34).
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(34) High tone pattern on verbs between clitics
Tatane o=kotu=té éni o=kpéri=té intm.
Tatane 3sG=call=PRF us 3sG=tell=PRF something
‘Tatane has called us and told (us) something’ (Kari 2003a: 285)

This high tone pattern is also seen in verbal complexes with a Single-Marked Pattern,
shown in (35a-b). In these cases, all words between the clitics are marked with high tone.

(35) High tone pattern on verb complexes between clitics
a. Ohosoo=ta dé vé yi kiyé=n oyi.
Ohoso 3sG=go buy take come give=FE her/him
‘Ohoso went and bought (something) and brought (it) to him/her’ (Kari 2004:
121)
b. Breno o=ddw mé ta=an.
Breno 3sc=follow me go=FE

‘Breno went with me.” (Kari 2004: 115)

Further evidence comes from grammatical tone expressing negation. Sentential nega-
tion is realized tonally by a high-low (HL) pattern: a high tone falls on the proclitic,
followed by low tone on the verb. In (36a), the proclitic mi= is marked with high tone,
and the verb seneke ‘think’ with low tone. (Note that the factative enclitic does not occur
under negation.)

(36) HL negation tone with verb complexes
a. mi=seneke  mu ivom.
NEG\IsG=think in inside
‘I don’t think so.” (Kari 2004: 32)
b. 6=deri me kabulé 6=meme di idiyom yo.
NEG\3sG=know me because NEG\3sG=agree eat food the
‘(S)he refused to eat the food because (s)he doesn’t know me. (Kari 2004: 45)

In (36b), this HL negation tone also applies when the verb appears with another verb
or a prosodically light pronoun, both Single-Marked contexts. Here, all elements in the
complex are marked with low tone. We can compare this with Double-Marked contexts
when there is a prosodically heavy intervening object. In (37a), the first verb and proclitic
von ‘take’ is marked with the HL negation pattern, whereas the second verb fiya ‘cut’ is
marked with H, outside of the scope of negative tone. Example (37b) illustrates that
marking both verbs with HL negation is ungrammatical.

(37) Negation tone in Double-Marked Pattern

a. Osoabo ¢=von élege o=fiya.
Osoabo NEG\3sG=take knife 3sG=cut

‘Osoabo did not use a knife to cut something. (Kari 2004: 111)
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b. * Osoabo ¢=von élege ¢=fiya.
Osoabo NEG\3sG=take knife NEG\3sG=cut

We can capture these data by understanding the verbs under the Single-Marked Pat-
tern as forming a morphophonological constituent, for both clitic distribution and gram-
matical tone scope.®

5 Conclusion

We have shown that Degema exhibits two distinct clitic patterns in SVCs: a Double-
Marked Pattern found when the verbs are separated by a prosodically heavy object, and
a Single-Marked Pattern found when the verbs are not separated by an overt object,
or are separated only by a prosodically light pronoun. We showed that although the
Single-Marked Pattern superficially resembles verb compounds involving verb move-
ment, there were two strong arguments against this position, and we therefore view
these verbs as not forming a syntactic constituent. Instead, we view the verbs as form-
ing a morphophonological complex subject to clitic alignment under a clitic alignment
hypothesis. The formation of this verbal complex is subject to locality conditions defined
linearly (not hierarchically), which we argued accounts for why prosodically light pro-
nouns may intervene between verbs within the Single-Marked Pattern. We supported
this analysis with evidence from grammatical tone scope, though note much more work
is needed on Degema tone.
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%> We note that the full tonology of Degema has not been worked out, and that certain counter-exceptions
occur which we cannot account for at present (see Rolle 2015). For example, the tone of the object may
affect the tone on verbs in SVCs as in the Single-Marked future tense example below. Here, V1 has high
tone, but V2 has a downstepped high:

(i) H - downstepped !'H tone pattern on verbs in Single-Marked Pattern
mé=ta de 4bi.
3sG=go buy books
‘(S)he will go and buy books’

The object in this example is lexically LH abi /abi/ ‘books’, but is realized as HH dbi. If this object is

modified by yo ‘the’, both verbs have high tone with no downstep: mg=ta dé dbi yo (S)he will go and buy
the books’.

159



Nicholas Rolle & Ethelbert E. Kari

Abbreviations
1,2,3 1%, 27, 3" person NPM non-past
cL clitic PL plural
FE factative tense/aspect PRF perfect
FUT future PROG progressive
INAUX inceptive nonimperative auxiliary RPS reciprocal
ITER iterative SET1/SET2  Set 1/2 pronouns
NEG negative SG Singular
NIE negative imperative TNS tense
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Coronal palatalization in Logoori
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Logoori (Bantu, Kenya, JE41) exhibits several palatalization processes affecting both coronal
and dorsal consonants. These processes give rise to derived instances of [f]], [d3], and [[].
While the post-alveolar affricates [f]] and [d3] also correspond to independent phonemes of
Logoori, Leung’s (1991) rule-based phonological analysis of the language considered [[] to be
only an allophone of /h/. We provide new instances of surface [[] that, if also derived from
/h/, would lead to a rule-ordering paradox involving the palatalization process Consonant-
Glide Reduction and the rule /h/-Plosivization. The ordering paradox can be resolved by
claiming either that [[] is in fact a phoneme or that these new instances of [[] are derived
from something other than /h/. We opt for the latter analysis and argue that Logoori palatal-
izes /s/ to [[] before a palatal glide (sj — /), a coronal palatalization process not previously
described for the language. We also discuss evidence that the phonemicization of [[] is in
progress in Logoori.

1 Introduction

This paper examines palatalization processes in Logoori, a Bantu language of western
Kenya (JE41, Luyia) (Mould 1981; Bastin 2003). Logoori has a series of postalveolar con-
sonants, [f]], [d3], and [[], that occur as palatalized allophones of other sounds. The
postalveolar affricates [f]] and [d3] also correspond to independent phonemes, but in
the previous literature [f] was considered to be only an allophone of /h/. We review the
palatalization processes that have been described for Logoori and identify a rule order-
ing paradox in an earlier phonological analysis of the language. We then argue, still
in a rule-based framework (Chomsky & Halle 1968), that [[] can be derived from /s/ as
well as from /h/. The proposed palatalization of /s/ to [f] resolves the rule-ordering para-
dox. Finally, we discuss evidence that [[] is in the process of becoming an independent
phoneme of Logoori.

Eleanor Glewwe & Ann M. Aly. 2016. Coronal palatalization in Logoori. In Doris
I L. Payne, Sara Pacchiarotti & Mokaya Bosire (eds.), Diversity in African languages,
165-183. Berlin: Language Science Press.


http://dx.doi.org/10.17169/langsci.b121.480

Eleanor Glewwe & Ann M. Aly

2 Background

2.1 Palatalization processes in Logoori

Leung (1991), the only phonological description of a Logoori dialect, includes a number
of palatalization processes that apply to both coronal consonants and back consonants.
While Leung described a different dialect than the one we consider, most of the rules she
formalized are active in the dialect under study, with some differences.!

Leung found two coronal palatalization processes, which she grouped together as the
rule Palatalization of Dental Consonants:

(1) Palatalization of Dental Consonants (Leung 1991: 117)
j—=il v
n—n/__{iu}

The unusual dental glide /j/ that appears in the first part of (1) is never realized in the
dialect considered here. Where Leung observed [j] on the surface, we observe only the
palatal glide [j]. We retain the phoneme /j/, however, because nasals assimilate to it in
place:

(2) /Nj-anz-aa/ — [nanzaa]
1sG-like-PRrs
T like’

Nevertheless, in the dialect under study, the first part of Leung’s Palatalization of
Dental Consonants must be subsumed under a more general rule that renders palatal all
dental glides that do not undergo other rules.

The second part of Leung’s Palatalization of Dental Consonants, whereby the dental
nasal becomes palatal before a high vowel, does apply in the dialect we consider, as
shown in (3):

(3) /N-man-i/ — [mani]
1sG-know-rv
‘T know’

In Leung’s phonological description of Logoori, the dental consonants /j/ and /n/ are
the only coronal consonants that palatalize.

For back consonants, Leung posited the following rule, according to which the velar
stops and /h/ palatalize before a high front vowel:

! The data in this paper were gathered in a graduate field methods class at UCLA during the 2014/2015
academic year. Our consultant, Mwabeni Indire, is a male native speaker of Logoori in his early thirties.
He was raised in Nairobi, Kenya and also spent time with extended family in Vihiga County. In addition
to Logoori, he speaks English and Kiswahili. If according to our consultant an utterance can stand as a
complete sentence, we captitalize and punctuate the free translation accordingly; otherwise no punctuation
is used.
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9 Coronal palatalization in Logoori

(4) Palatalization of Back Consonants (Leung 1991: 116)
k—1/__1i
g—dz/__ i
h—[/__i
(except before the causative /-iz/)

In the dialect we consider, the velar stops do not undergo Palatalization of Back Con-
sonants. Examples in (5) show that /k/ and /g/ do not palatalize before [i]:

(5) a. /N-handek-i/ — [mbandeki] (*[mbandef]i])
1sG-write-HOD.PFV
‘Twrote.
b. /a-karag-i/ — [akaragi] (*[akarad3i])
CL1-cut-HOD.PFV
‘He cut’

While the dialect Leung described palatalizes the final /k/ of the verb root ‘write’ and
the final /g/ of the verb root ‘cut’ before the hodiernal perfective suffix /-i/, the dialect
we consider does not. However, it does palatalize /h/ before [i], as seen in (6):2

(6) /a-hir-aa/ — [afiraa]
crLl-ride-PRs
‘he is riding’
A second palatalization process Leung described is Consonant-Glide Reduction:

(7) Consonant-Glide Reduction (Leung 1991: 116)
ki =1
g — d3
hj — [

Due to the shape of Logoori morphemes, the palatal glides in the targets of Consonant-
Glide Reduction are always derived from vowels. That is, Consonant-Glide Reduction is
always fed by a gliding process. Logoori has seven vowels, which we transcribe as /i e &
a2 o u/ (cf. Leung 1991). Vowel length is underlyingly contrastive, making for a total of
fourteen vowel phonemes. A high vowel (/i/, /e/, /o/, or /u/) becomes [-syllabic] when
it occurs before another vowel, and the formation of the glide induces compensatory
lengthening of the second vowel in the sequence. This process is formalized for the
front vowels in (8):

2 The real picture is actually more complex. Palatalization of /h/ does not seem to apply across morpheme
boundaries in this dialect: /N-veh-i/ ‘1sG-lie-HOD.PFV’ — [mbehi] (*[mbe[i]). Additionally, even morpheme-
internally there is both type and token variation in the application of /h/ palatalization. [e-hiiri] ‘cL9-
ethnic group’ does not exhibit palatalization of /h/ while /ma-higa/ ‘cL6-cooking stones’ is realized as both
[mahiga] and [mafiga].
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(8) Gliding
ile V. — j22
1 2

Consonant-Glide Reduction is active for both velar stops and /h/ in the dialect consid-
ered here. The following derivation demonstrates how Gliding and Consonant-Glide
Reduction apply in an example involving /k/:

(9)  /ke-ji-sing-aa/
CL7-REFL-wash-PRs
‘It washes itself’

ke-i-sing-aa /j/Deletion®
kj-ii-sing-aa Gliding and Compensatory Lengthening
-ii-sing-aa Consonant-Glide Reduction

[T-ii-sing-aa]

Note that since Consonant-Glide Reduction is always fed by Gliding, which entails
compensatory lengthening of the following vowel, the vowel following a postalveolar
affricate derived by Consonant-Glide Reduction should always be long.

The example in (10) shows that /h/ also palatalizes and fuses with a following derived
[j] (the Underlying Representation (UR) for the root ‘new’ will be justified below):*

(10) /ke-hia/ — [kefa]®
CL7-new

< 3

new

To recapitulate, in this dialect /h/ palatalizes to [J] through both Palatalization of
Back Consonants and Consonant-Glide Reduction, but /k/ and /g/ only palatalize to the
postalveolar affricates [f]] and [d3] through Consonant-Glide Reduction. Compared with
other Bantu languages, this dialect of Logoori exhibits relatively limited velar palataliza-
tion. Hyman & Moxley (1996) proposed a typology of Bantu velar palatalization classify-
ing languages according to the extent of the environments in which they palatalize /k/
and /g/. With velar palatalization occurring only as the fusion of [kj] and [gj], the dialect
we consider falls into Hyman & Moxley’s (1996) most restrictive category.

From a broader crosslinguistic perspective, the palatalization processes Logoori ex-
hibits are typical. Across languages, the most common types of consonants to be palatal-
ized are coronal and dorsal consonants (Bateman 2011). Logoori shows cases of both

3 /j/Deletion (Leung 1991: 116): /j/ — @ / V + __

% In (10), it is not possible to determine whether the underlying vowel after /h/ in the root ‘new’ is /i/ or /e/
because both glide to [j] before another vowel, and the underlying vowel never appears on the surface. We
have arbitrarily written this vowel as /i/.

5 The reason the surface form of ‘cL7-new’ is [ke[a] and not [kefaa] is because Gliding-induced compensatory
lengthening is blocked word-finally (Leung 1991).
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coronal and dorsal palatalization, and we will show that there are more cases of coronal
palatalization than previously thought. Additionally, palatalization is most commonly
triggered by high front vowels or the palatal glide (Bateman 2011), and these are the
triggers seen in Logoori’s palatalization processes.

2.2 The phonemic status of [tf] and [d3]

In addition to being allophones of the velar stops, the postalveolar affricates [f]] and [d3]
correspond to independent phonemes of Logoori. Surface postalveolar affricates can be
identified as underlying if they are followed by a short vowel. Derived [f]] and [d3] in
this dialect always arise as a result of Consonant-Glide Reduction. As mentioned above,
the vowels following these derived affricates are always long because the palatalization
rule is fed by Gliding, which triggers compensatory lengthening on the vowel. Therefore,
if a postalveolar affricate is not followed by a long vowel, we infer that it is nonderived,
i.e. underlying.

Many words containing a postalveolar affricate, particularly [f]], exhibit variation in
their realization. Consider the following representative set of words, for which we ob-
served variable Surface Representations (SRs):

(11) a. /ke-ange/ — [kjaange]/[fTaange]
CL7-my
‘my’
b. /ko-kia/ — [kokja]/[kofJa]
cr15-dawn
‘dawn’

c. /e-kiova/ — [ekjoova]/[efJoova]
cL9-outside

‘outside’

In (11a—c), a surface [f]] varies with a surface [kj] sequence. In (11a), we know the [f]] in
the palatalized variant derives from /k/ because the morpheme is the cL7 concord, which
appears as [ke] in other words. In (11b) and (11c), there is no evidence from alternations
that the roots ‘dawn’ and ‘outside’ begin with /k/ underlyingly, but the fact that the
[kj] variant is possible suggests that [f]] is not underlying in these roots. We therefore
propose the underlying forms /kokia/ and /ekiova/ for these words. Cases like (11b) and
(11c) are very common in Logoori. In such cases, we take the underlying phoneme to
be the velar stop because the postalveolar affricate can vary with the velar stop on the
surface.
A few morphemes containing underlying postalveolar affricates are given in (12):

(12) a. /dzi-/ [a-d3zi-ror-aa)
CL4 35G-CL4.0BJ-see-PRS

‘He sees it’
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b. /dzib/ [ke-d3zib-aa]
answer CL7-answer-PRS
It is answering,

c. /dzirif]i/ [e-d7irif]i]
bull c19-bull
‘bull’

d. /tJeere/ [m-TJeere]
rice CcL3-rice

€ .. b
rice

In (12a—c), we know the affricates are underlying because they are followed by short
vowels. In (12d), the affricate is followed by a long vowel, but we consider this vowel
to be underlyingly long. We analyze the [f]] in the root ‘rice’ as underlying because it
does not alternate with [k] and because, unlike (11b) and (11c), it does not exhibit any
variation in its realization ([mfJeere] cannot be produced as [mkjeere]).

2.3 The phonemic status of [[]

While the affricates [f]] and [d3] can be either underlying or derived from /k/ and /g/ by
Consonant-Glide Reduction, Leung argues that [[] is only ever derived from /h/. That
is, according to Leung, [[] is only an allophone of /h/ and does not (also) correspond to
a contrastive phoneme like /f]/ and /d3/. It can be derived from /h/ by Palatalization of
Back Consonants, as in [afiraa] (see ex. 6 above), or it can be derived from an underlying
/hV/ sequence by Consonant-Glide Reduction, as in [kefa] (see ex. 10 above). Leung’s
claim that [[] is always derived from /h/ rests on two types of evidence. The first type
is evidence from alternations. Many instances of surface [[] can be shown to alternate
with [h]. The following is a straightforward example:

(13) a. /ko-roh-a/ — [koroha]
cL15-get.tired-Fv
‘to get tired” (Leung 1991: 38)
b. /ko-roh-i/ — [korofi]
1pL-get.tired-HOD.PFV
‘We got tired.” (Leung 1991: 38)

The [f] in (13b) can be identified as being derived from /h/ by Palatalization of Back
Consonants since the same segment surfaces as [h] when it does not precede [i], as in
(13a).

Other instances of [[] can be shown to be derived from /h/ because they alternate with
[b]. Logoori has a rule whereby /h/ becomes [b] after a nasal. This is exemplified by the
following partial paradigm:
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(14) a. /N-handek-aa/ — [mbandekaa]
1sG-write-PRS
‘T am writing.
b. /o-handek-aa/ — [ohandekaa]
25G-write-PRS
‘You are writing.

c. /a-handek-aa/ — [ahandekaa]
CcL1l-write-PRS

‘He is writing.
We formalize this rule as /h/-Plosivization (cf. Leung’s (1991: 117) Stop Formation):
(15) /h/-Plosivization: h — b/ [+nas] __°
Also relevant is Nasal Place Assimilation:

(16) Nasal Place Assimilation (Leung 1991: 116)
[+nas] — [aplace] / __ [ -son, aplace ]

Consider again the surface form of ‘cL7-new, given in (10) as [kefa]. This surface [[]
does not precede [i], so it cannot be the result of Palatalization of Back Consonants.
We claimed it derived from an underlying /hi/ sequence by Consonant-Glide Reduction
but provided no evidence for the UR /hia/ ‘new’. In the absence of such evidence, we
would be forced to conclude that [[] is underlying and therefore a phoneme of Logoori.
However, the evidence exists in the form of the SR of ‘cL9-new, [embja]. The derivations
of the cL7 and c19 forms of ‘new’ together establish the correct UR of the root ‘new’ and
demonstrate a crucial rule ordering:

(17) /eN-hia/ /ke-hia/
CL9-new CL7-new
‘new’ ‘new’
eN-hja ke-hja Gliding
eN-bja - /h/-Plosivization
- ke-fa Consonant-Glide Reduction
em-bja - Nasal Place Assimilation
[embja] [kefa]

The surface alternation between [bj] and [[] in the two forms of ‘new’ in (17) can
only be accounted for by an underlying /hi/. The reason [a] is not long in [embja]

¢ The alternation of [h] and [b] has a historical explanation. Logoori /h/ came from *p. The bilabial stop
lenited to the glottal fricative everywhere except after nasals, where it was preserved (Hyman 2003). This
is why it surfaces in 1sG forms like (14a), which have a nasal prefix. Although the verb root alternations in
(14a-c) have a historical account, presumably the root ‘write’ has been restructured to /handek/ in modern
speakers’ grammars, so we posit the synchronic rule /h/-Plosivization to explain the alternations.
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and [kefa], despite Gliding having applied, is because Gliding-induced compensatory
lengthening is blocked word-finally (Leung 1991). The derivations in (17) also show that
/h/-Plosivization must bleed Consonant-Glide Reduction. If Consonant-Glide Reduction
were ordered before /h/-Plosivization, the SR of ‘cL9-new’ would contain a [[], which
is not the case. The derivation also shows that Nasal Place Assimilation must follow
/h/-Plosivization, since the nasal of the prefix gets its place feature from [b].

The [[]/[b] alternation can also be seen in the paradigm of the verb ‘ride’:

(18) a. /N-hir-aa/ — [mbiraa]

1sG-ride-Prs
Tam riding’

b. /o-hir-aa/ — [ofiraa]
2sG-ride-PRs
‘you are riding’

c. /a-hir-aa/ — [afiraa]
cLl-ride-Prs
‘he is riding’

The underlying /h/ in the verb root ‘ride’ surfaces as [b] in the 1sG due to /h/-Plosivization
and as [[] in the other persons due to Palatalization of Back Consonants. The fact that the
form [mbiraa] contains [b] and not [[] illustrates that /h/-Plosivization must also bleed
Palatalization of Back Consonants.

The preceding discussion has demonstrated that many surface [f]s in Logoori can be
shown to be derived from /h/ because of alternations with [h] and [b].

Leung’s second type of evidence for the nonphonemicity of [[] is distributional. In
her data, those surface [[]s that do not alternate with known allophones of /h/ always
precede [i], the vowel that triggers palatalization of /h/ to [[]. She therefore posits that
these [[]s are also derived from /h/. This analysis neatly accounts for the quite limited
distribution of these nonalternating [[]s. Thus Leung concludes that all Logoori [[]s are
derived from /h/ and that /[/ is not a phoneme.

3 A rule-ordering paradox

In the dialect of Logoori considered here, there are surface [[]s that do not seem to be
derived from /h/. This creates a problem for Leung’s phonological analysis and at least
requires us to say something different about this dialect. Consider the following partial
paradigms that feature [[]:

(19) verbs with [f]
a. [@-[oom-aa]
1sG-wail-PRs

T am wailing’
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=

[0-foom-aa]

2sG-wail-Prs

‘You are wailing’

c. [a-foom-aa]
crl-wail-pPRs
‘He is wailing’

d. [@-foov-aa]
1sG-throw.out-PRs
‘T am throwing out’

e. [o-foov-aa]
2sG-throw.out-pRs
‘you are throwing out’

f. [a-foov-aa]

crl-throw.out-pRs

‘he is throwing out’

The examples in (19) do not appear in Leung’s description, so the forms they would
have in the dialect she studied are uncertain. Under Leung’s analysis, however, the in-
stances of surface [[] in (19) cannot be derived through Palatalization of Back Consonants
because they do not precede [i]. They must therefore be derived from underlying /hV/
sequences through Consonant-Glide Reduction. This would lead us to posit URs for the
verb roots ‘wail’ and ‘throw out’ that begin with /hi/,’ like the root of the adjective ‘new’
Since the 1sG subject prefix is /N/ and the present tense suffix is /-aa/, the URs of the 1sG
forms of ‘wail’ and ‘throw out’ in (19a) and (19d) would then be /Nhiomaa/ and /Nhio-
vaa/, respectively. The beginnings of these URs are like that of ‘cL9-new’ in (17), but
while the /Nhi/ sequence in (17) surfaces as [mbj], in (19a) and (19d) the hypothesized
/Nhi/ sequences unexpectedly surface as [[].

The absence of a nasal prefix may have an independent explanation. Logoori has a
rule that deletes a nasal before [s]:

(20) Nasal Deletion (Leung 1991: 116)
[+nas] =@/ __s

This rule is active in our speaker’s dialect:

(21) /N-som-aa/ — [somaa]
1sG-read-PRs

‘T am reading

While Leung does not mention it, it might be argued that nasals delete before all
sibilants, that is, [s] and [[]. Thus the reason for the absence of a nasal prefix in the 1sG

7 See Footnote 4.
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forms in (19a) and (19d) is the same as the reason for the absence of a nasal prefix in the
1sG form in (21).

Returning now to the forms in (19a) and (19d) in their entirety, if /h/-Plosivization
bleeds Consonant-Glide Reduction, as was demonstrated in (17) with the derivation of
[embja], /Nhiomaa/ and /Nhiovaa/ should be realized as [mbjoomaa] and [mbjoovaa].
Instead, they have the [[]-initial forms given in (19). The alternation between [bj] and
[J] that we see for the paradigm of the adjective ‘new’ does not arise in the paradigms
for the verbs ‘wail’ and ‘throw out. If we assume that all three roots are underlyingly
/h/-initial, as demanded by Leung’s analysis, we arrive at a rule ordering paradox. This
paradox is demonstrated in (22) and (23) with the words ‘cL9-new’ and ‘T am throwing
out’™:

(22) /eN-hia/ /N-hiov-aa/
CL9-new 1sG-throw.out-pPRs
‘new’ ‘T am throwing out’
eN-hja N-hjoov-aa Gliding
eN-bja N-bjoov-aa /h/-Plosivization
- - Consonant-Glide Reduction
- - Nasal Deletion
em-bja m-bjoov-aa Nasal Place Assimilation
[embja] *[mbjoovaa]

The ordering of /h/-Plosivization before Consonant-Glide Reduction, established in
(17) to derive the correct form of ‘cL9-new, yields the incorrect surface form for T am
throwing out’ Switching the order of Consonant-Glide Reduction and /h/-Plosivization
does not solve the problem:

(23) /eN-hia/ /N-hiov-aa/
CL9-new 1sG-throw.out-pPrs
‘new’ ‘T am throwing out’
eN-hja N-hjoov-aa Gliding
eN-fa N-foov-aa Consonant-Glide Reduction
- - /h/-Plosivization
e-fa Joov-aa Nasal Deletion®
- - Nasal Place Assimilation
[efa] [Joovaa]

8 Here the environment of Nasal Deletion is provisionally extended to __ . See §5 for further discussion.
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Now the correct SR of ‘T am throwing out’ can be derived, but the SR yielded for ‘cL9-
new’ is incorrect. [embja] requires /h/-Plosivization to be ordered before Consonant-
Glide Reduction while [[oovaa] requires Consonant-Glide Reduction to be ordered be-
fore /h/-Plosivization, generating the rule ordering paradox. Note that if Consonant-
Glide Reduction were indeed to bleed /h/-Plosivization, there would never be any sur-
face alternations within a paradigm between [bj] and [f]. One might expect speakers to
stop maintaining a UR beginning with /hi/ in their grammars if there was no surface evi-
dence pointing to the existence of this UR. However, the paradigm of the adjective ‘new’
proves that such alternations do exist, necessitating the ordering of /h/-Plosivization
before Consonant-Glide Reduction.

If this ordering is correct, a new account of the derivation of verb forms like [foovaa]
and [foomaa] must be found. Two explanations suggest themselves. The first is that [[] is
a phoneme of Logoori after all, and the [[] in 1sG forms like [foovaa] is underlying. The
second is that the [[] in [foovaa] and similar forms is derived from something other than
[hj]. We argue for the latter option, proposing that [[] can also be derived from [sj].

4 A new coronal palatalization rule

We call the palatalization and fusion of [sj] to [[] Coronal Consonant-Glide Reduction
and formalize it in (24):

(24) Coronal Consonant-Glide Reduction
sj—J

The evidence for (24) comes from several quarters. First, there is intraspeaker variation
that suggests that [[] in [foomaa] and [[oovaa] is derived and not underlying. Consider
the variants below:

(25) palatalization and fusion of [sj] to [[]

a. [@-[oov-aa]
1sG-throw.out-pRrs

£}

‘T am throwing out
b. [@-fjoov-aa]
1sG-throw.out-PRs

5

‘T am throwing out
c. [@-foom-aa]
1sG-wail-PRs
‘T am wailing’
d. [@-sjoom-aa]
1sG-wail-PRs

‘T am wailing’
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The variation between [[] and [[j] and between [[] and [sj] in (25) is reminiscent of the
variation we see in words with derived postalveolar affricates, such as the 1sG possessive
pronoun for cL7 possessums (two of the three variants in (26) were given in (11) above):

(26) a. [f-aange]
CL7-my

3 >

my
b. [tj-aange]
CL7-my

3 5

my

c. [kj-aange]
CL7-my
‘my’

The fact that a palatal glide sometimes surfaces in ‘T am wailing’ and ‘T am throwing
out’ suggests that underlyingly there is a high front vowel between the sibilant and the
vowel that is always present in the surface form. The variants in (26) show that, in cases
of velar palatalization, the surface form sometimes exhibits a palatalized consonant fused
with the glide (as in 26a), a palatalized consonant with the glide still present (as in 26b),
and the underlying consonant and the palatal glide, with no application of Consonant-
Glide Reduction (as in 26¢). These variants all have analogues in (25): (25a) and (25¢)
show full palatalization and fusion, like (26a); (25b) shows palatalization with incomplete
fusion, like (26b); and (25d) shows a form to which neither palatalization nor fusion have
applied, like (26c¢). Crucially, the underlying consonant that is revealed in (25d) is [s], not
[h]. If the root of ‘wail’ was underlying /h/-initial, we would expect a variant form like
[hjoomaa], since the [k] in [kjaange] corresponds to the underlying /k/ of the cL7 prefix.
In (25d), though, we see [s] instead of [h]. This is an indication that the underlying initial
consonant of ‘wail’ is actually /s/.

Another piece of evidence comes from the forms of the verb ‘grind’. Leung (1991)
gives the UR of the infinitive form of this verb as /ko-sie-a/° ‘cL15-grind-Fv’ and its SR
as [kosja]. The /i/ in the root glides before /e/, and /¢/ in turn deletes before /a/. Leung’s
SR exhibits no palatalization of /s/ to [[], let alone fusion with [j]. In our data, however,
the infinitive form of ‘grind’ is [kofja]. Assuming the underlying form of the root ‘grind’
is still /sie/ in this dialect, the form [kofja] constitutes evidence for the palatalization of
/s/ in the language.

There are further, dialect-internal reasons to think the [[] in [kofja] comes from an
underlying /s/. Consider the following surface forms:

(27) a. [ko-f-a]®
cL15-burn-rv
‘to burn’

9 Leung (1991) uses special notation for a vowel that is unspecified as to whether it is /i/ or /e/, but here we
simply write /i/.
19 The underlying form of the root ‘burn’ is /he/.
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b. [m-bez-aa]
1sG-burn-pRs
‘T am burning’

c. [a-hez-aa]
cLl-burn-prs
‘He is burning’

d. [ko-[j-a]
c115-grind-Fv
‘to grind’

e. [D-[jeez-aa]
1sG-grind-PRs
Tam grinding’

f. [a-[jeez-aa]
cLl-grind-PRs
‘he is grinding’

The verbs ‘burn’ and ‘grind’ have very similar infinitive forms, but in inflected forms
they diverge. The 1sG present form of ‘burn’ begins with [mb], pointing to an underlying
/h/, while the 1sG present form of ‘grind’ begins with [[j], the same consonants seen in
the infinitive. That [kofa] is underlyingly /ko-he-a/ ‘cL15-burn-Fv’ is confirmed by the
3sG present form [ahezaa] in (27c), which exhibits on the surface the /he/ sequence that
undergoes Gliding and Consonant-Glide Reduction to become [f] in the infinitive. The
fact that the paradigm of ‘grind’ in (27d-f) is not parallel to that of ‘burn’ in (27a-c)
strongly suggests that the [[] in [kofja] does not derive from /h/. It must instead derive
from /s/, which is consistent with the UR Leung gives for ‘grind” We note that the forms
of ‘grind’ we observed always seem to show incomplete Consonant-Glide Reduction in
that /s/ palatalizes to [[] but the glide does not fuse with the sibilant. This appears to be
part of the variation that Logoori shows in the application of its phonological processes.

5 Nasal Deletion revisited

The absence of the nasal prefix in 1sG forms like [foovaa] and [[oomaa], together with the
necessary ordering of /h/-Plosivization before Consonant-Glide Reduction, constitutes
evidence that the initial consonant of the verb roots in these forms is not /h/. We have
argued that it is in fact /s/ and drew a parallel between the absence of the nasal 1sG prefix
in [Joovaa] and [[oomaa] and its absence in [somaa] ‘T am reading. Leung’s rule of Nasal
Deletion, given in (20), is repeated in (28):

(28) Nasal Deletion: [+nas] > @/ __s

This formulation only deletes nasals before [s]. If we retain this version of Nasal Dele-
tion, it must be ordered before Coronal Consonant-Glide Reduction to derive [foovaa]
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and [[oomaa]. [s] must still be present in the derivation to trigger the deletion of the 1sG
nasal prefix. This is illustrated in (29) with ‘T am throwing out, whose UR we now give
with the root as /siov/:

(29) /N-siov-aa/
1sG-throw.out-PRs
‘T am throwing out’

N-sjoov-aa Gliding

sjoov-aa Nasal Deletion

Joov-aa Coronal Consonant-Glide Reduction
[Joovaa]

If Coronal Consonant-Glide Reduction were ordered before Nasal Deletion in its cur-
rent form, it would bleed it, and the 1sG nasal prefix would not delete as it must. Ordering
Nasal Deletion before Coronal Consonant-Glide Reduction allows us to maintain Nasal
Deletion as given in (28) and not expand its environment to include [[] as well as [s].

In fact, though, expanding the environment of Nasal Deletion to include both [s] and
[J] actually results in a featurally simpler formulation. Compare (30), the featural equiv-
alent of (28), and (31), whose environment covers both sibilants:

(30) Nasal Deletion: [+nas] — @/ __ [ +cont, +strid, +ant, -voice ]
(31) Nasal Deletion: [+nas] — @/ __ [ +cont, +strid, -voice ]

The environment that comprises [s] and [f] (shown in (31)) can be described with one
less feature than the environment that comprises only [s] (shown in (30)). Specifically,
the additional feature [+anterior] is required to isolate [s] in (30). If simpler rules make
an analysis more desirable, then the formulation of Nasal Deletion in (31) is to be pre-
ferred. If Nasal Deletion is as in (31), then it can be ordered either before or after Coronal
Consonant-Glide Reduction and still yield [foovaa].

Notice that if Nasal Deletion deletes nasals before [[] as well as [s], the deletion of
the 1sG nasal prefix need not be limited to verb roots whose initial consonants are un-
derlyingly /s/. Rather, the rule could delete the 1sG nasal prefix before verb roots whose
initial consonants are underlyingly /[/. Thus far, we have continued to assume that [[]
is always derived, either from /h/, as Leung showed, or from /s/, as we have shown. If
Logoori had verb roots that began with /[/ underlyingly, though, the new formulation of
Nasal Deletion would ensure that they lacked the 1sG nasal prefix in the present tense,
which would seem to be the right effect. For instance, if we proposed that the underly-
ing form of the verb root ‘throw out’ were /[oov/ instead of /siov/, Nasal Deletion would
correctly delete the 1sG prefix, yielding [foovaa] Tam throwing out.” In the next section,
we reconsider the phonemic status of [[] and present evidence that its phonemicization
may be in progress.
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9 Coronal palatalization in Logoori

6 The phonemic status of [[] revisited

In the absence of surface alternations between [s] and [[] in paradigms like that of ‘grind’
(27d-1), claiming that [[] derives from /sV/ requires accepting that speakers store an ab-
stract UR for which they have little to no evidence. One reason to propose that surface
[J]is always derived from /h/ or /s/ and never reflects an underlying phoneme /[/ is sim-
ply analytical economy. We do not want to increase the size of the phoneme inventory
if we are not forced to.

We have made the case for the palatalization of /s/ to [[], showing that the verb root
‘grind’ whose UR Leung gave as /si¢/ is realized as [[jee] in this dialect. The variation be-
tween [[oomaa] and [sjoomaa] for ‘Tam wailing’ suggests that the UR of the root ‘wail’ is
also /s/-initial. However, it is conceivable that, without consistent alternations like those
seen between [bj] and [[] for /hV/ sequences, any underlying /s/ that always surfaces as
[J] may restructure to /[/.

In fact, there is evidence of restructuring in the aforementioned cases of [bj]/[[] alter-
nations. Consider the following partial paradigms for the verbs ‘haunt’ and ‘hurry’:

(32) a. [ko-fooker-a]
cr15-haunt-Fv
‘to haunt’

b. [m-bjooker-aa]/[@-fooker-aa]
1sG-haunt-prs
‘T am haunting’

c. [o-fooker-aa]
25G-haunt-prs
‘you are haunting’

d. [a-fooker-aa]
crl-haunt-pRs
‘he is haunting’

e. [ko-foog-a]
cr15-hurry-rv
‘to hurry’

f. [m-bjoog-aal/[D-foog-aa]
1sG-hurry-prs
‘Tam hurrying’

g. [o-foog-aa]
2sG-hurry-prs
‘you are hurrying’

h. [a-foog-aa]
crl-hurry-prs
‘he is hurrying’
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The 1s6 present forms of ‘haunt’ and ‘hurry’ (32b and 32f) exhibit variation: they are
sometimes produced with an initial [mbj] sequence and sometimes produced with an
initial [[]. Like in the paradigm for the adjective ‘new, the alternations between [bj] and
[J]in (32) can only be accounted for by an underlying /h/. The 1sG forms with [mbj] show
that the verb roots ‘haunt’ and ‘hurry’ must have the URs /hiok/ and /hiog/, respectively.
‘Haunt’ and ‘hurry’ show evidence of paradigm leveling, however. The 1sG forms have
variants with [[], the consonant that appears root-initially in the other present tense
forms of the verbs (see 32¢, d, g and h). Moreover, these [[]-initial variants seem to be
preferred; we observed more tokens of them than of the [mbj]-initial variants. When
[Jookeraa] and [foogaa] are the 1sG forms, the paradigms are free of alternations. There
is also no more evidence for an underlying /h/, so the verb roots have presumably been
restructured.

One possibility is that their new underlying forms are respectively /siok/ and /siog/.
The Coronal Consonant-Glide Reduction rule we put forth would apply to these forms,
yielding surface paradigms in which the verb roots always began with [[]. Some ev-
idence in favor of an underlying /sV/ sequence, at least for ‘haunt, comes from the
fact that we also observed the infinitive [kofookera] ‘to haunt’ produced as [kofjookera]
and [kosjookera]. The presence of the glide suggests an additional underlying vowel
in the root, and the [s] in [kosjookera] suggests the underlying consonant is /s/, not
/[/. We saw the same types of variation in [foovaa]/[[joovaa] ‘T am throwing out’ and
[foomaa]/[sjoomaa] ‘T am wailing’.

A second possibility is that the underlying forms of the verb roots ‘haunt’ and ‘hurry’
are restructuring to /fook/ and /foog/, respectively. If [[] does not alternate with [bj] in
the paradigm and if [f] does not vary with [s], there is no reason for speakers to store
a UR that begins with anything other than /[/. If this type of restructuring appears to
be occurring for /h/-initial roots like /hiok/ ‘haunt’ and /hiog/ ‘hurry, it seems likely
that it could also be occurring for /s/-initial roots like /sie/ ‘grind, /siom/ ‘wail, and
/siov/ ‘throw out’. Speakers for whom this restructuring is complete must have /f/ as a
phoneme.

According to the analysis of Logoori we presented in the previous sections, [[] is
always derived by Palatalization of Back Consonants, Consonant-Glide Reduction, or
Coronal Consonant-Glide Reduction. Palatalization of Back Consonants only palatalizes
/h/ to [[] before the vowel [i], so in all other cases where [[] appears, it must be derived
through a process that is fed by Gliding. As a result, all instances of [[] that appear before
a vowel other than [i] should be followed by a long vowel. If a systematic study mea-
suring the duration of vowels following [[] were to uncover that [[] can be followed by
short vowels other than [i], we would have to conclude that [[] has phonemicized. Just
as the existence of short vowels after the postalveolar affricates [f]] and [d3] shows that
they are independent phonemes of the language, the existence of short vowels besides
[i] after [J] would show that it is also an independent phoneme. Such a vowel duration
study is a task for future research.
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9 Coronal palatalization in Logoori

7 Conclusion

Logoori exhibits a range of palatalization processes, including Palatalization of Den-
tal Consonants (j, n), Palatalization of Back Consonants (/h/ — [[]), and Consonant-
Glide Reduction H({[k]], [gil, [hjl} — {[T], [d3], [J]}). While [f]] and [d3] are indepen-
dent phonemes as well as allophones of /k/and /g/, Leung’s (1991) phonological analy-
sis considered [J] to be only an allophone of /h/. Another allophone of /h/, [b], is de-
rived by postnasal /h/-Plosivization. New data revealed a rule ordering paradox involv-
ing /h/-Plosivization and Consonant-Glide Reduction. Forms like /eNhia/ required /h/-
Plosivization to precede Consonant-Glide Reduction to yield [embja] while forms like
/N-hiov-aa/ required Consonant-Glide Reduction to precede /h/-Plosivization to yield
[foovaa]. To resolve this paradox, we argued that certain presumed underlying /h/s were
actually /s/s and proposed a new rule, Coronal Consonant-Glide Reduction ([sj] — [[]),
thereby demonstrating that coronal palatalization is more widespread in Logoori than
previously recognized. Additionally, the phonemic status of [[] in this dialect of Logoori
appears to be in flux. In certain cases, underlying /h/ and /s/ may be restructuring to /[/.
While [[] was not considered a phoneme of Logoori in the past, it seems on its way to
becoming one.
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CL noun class HOD.PFV  hodiernal perfective
FV final vowel REFL reflexive
OB]  object SG singular
PL plural
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Chapter 10

Remote past and phonological processes
in Kaonde

Boniface Kawasha

Savannah State University

This paper examines the various morphophonological processes triggered by the remote
past suffix -ile and the environments in which they occur in Kaonde (Bantu L41), a language
spoken in Zambia. The phenomena include vowel height harmony, partial nasal consonant
harmony, complete consonant assimilation, alveolar palatalization, and imbrication. De-
pending on the verb structure and phonological environment, the phenomena affect either
the final consonant of the verb root or base, the remote past suffixal consonant, or both the
verb stem-final consonant and consonant of the suffix. The remote past suffix -ile exhibits at
least ten morphophonemic alternations. The final consonant of certain verb roots or bases
also alternates between alveolar and palatalized affricate pronunciations when in contact
with the high front vowel of the suffix. The imbrication process displays different patterns,
and may be accompanied by segment deletion, vowel coalescence, vowel lengthening, and
glide formation.

1 Introduction

This paper examines the various types of morphophonological processes triggered by
the remote past inflectional suffix -ile and the environments in which they occur when
the suffix combines with a verb root or base in Kaonde (Bantu L41; Guthrie 1967-71),
one of the languages spoken in northwest Zambia. The processes include vowel height
harmony, partial nasal consonant harmony, complete consonant assimilation, alveolar
palatalization, and imbrication. Depending on the phonological properties of the verb,
the phenomena affect either the final consonant of the verb root or verb base, the remote
past suffix lateral consonant, or both the verb stem-final consonant and the suffix. The
remote past suffix shows at least ten morphophonemic alternations which are -ile, -ile,
-ele, -ine, -ene, -ishe, -eshe, -izhe, -ezhe, -inye and -enye.' In addition, the final consonant
of a number of verb roots or bases alternates between the voiceless alveolar stop /t/ and

! The phonemes /f/, /3/, /tf/, /d3/ and /n/ are orthographically represented by sh, zh, ch, j, and ny, respectively,
in Kaonde. Morphemes are generally cited in their orthographic form, but IPA symbols are used at times
to represent specific phonemic or phonetic forms.

Doris L. Payne, Sara Pacchiarotti & Mokaya Bosire (eds.), Diversity in African lan-

IIIII Boniface Kawasha. 2016. Remote past and phonological processes in Kaonde. In
guages, 183-201. Berlin: Language Science Press.
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the voiceless affricate /tf/, and between the voiced alveolar stop /d/, or the lateral /1/
and the voiced affricate /dz/ when it comes into contact with the high front vowel of
the suffix. With respect to imbrication, the process displays different patterns, and may
be accompanied by other processes that include segment deletion, vowel coalescence,
vowel lengthening, and glide formation.

In Kaonde, the remote past tense is expressed by means of the inflectional suffix -ile
in conjunction with the prefix tense maker -a-. Though the morpheme is referred to
as perfect or perfective in many Bantu languages, it codes only the remote past tense
and cannot be used to express any other meaning in Kaonde (Wright 1977: 137); it is also
attested with the same function in other neighboring languages, namely Chokwe, Luvale
(White 1947; 1949; 196x; Horton 1949; Yukawa 1987) and Lunda (Fisher 1984; Kawasha
2003).2 White (1947: 6) points out that “this tense is used to denote a past action prior to
yesterday” in Chokwe, Luchazi, Lunda, and Luvale. The same applies to Kaonde. Verb
forms in the remote past are shown in (1).

(1) a. n-a-kay-ile
1sG-TNs-play-Rp
Tplayed’

b. w-a-tang-ile
CL1-TNs-read-RP
‘He read.

The sentences in (1) consist of the first person singular subject prefix n- and the cr1
(third person) subject prefix w- in initial position followed by the tense marker -a- at-
tached directly to the verb roots kay ‘play’ and tang ‘read’ with the remote past suffix
-ile as the last verbal element. Table 1 presents examples of simple verb stems on the left,
and their remote past forms in the right-hand column. In the examples in the left-hand
column of Table 1, the verb stem is composed of the root and the final vowel -a. On the
right is the verb form in the remote past consisting of the verb root and the suffix -ile.

This paper is organized as follows: §2 discusses the various phonological processes
that affect either the vowel /i/ or the consonant /1/ of the remote past suffix -ile in Kaonde.
§3 examines palatalization which only affects the final consonant of the verb root or base.
§4 presents the imbrication process and the concomitant phonological changes it brings
about. §5 concludes the paper.

2 Harmony

Kaonde has three types of assimilatory phonological processes whereby segments be-
come identical or more or less identical. They include vowel height harmony, partial

2 (White 196x) is a manuscript without an exact date. The perfective or perfect meaning “does not seem to
fit its use in Kaonde” (Wright 1977).

3 Some of the data used in this paper are based on my own knowledge of the language, while others are
drawn from various written sources. I verified them with speakers of Kaonde.
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10 Remote past and phonological processes in Kaonde

Table 1: Simple and remote past verb stems

Stem Root-remote past

j-a ‘eat’ J-ile ‘ate’
fw-a ‘die’ Sfw-ile ‘died’
fik-a ‘arrive’ fik-ile ‘arrived’
amb-a ‘say’ amb-ile ‘said’
end-a ‘move’ end-ele ‘moved’
imb-a ‘sing’ imb-ile ‘sang’

nasal consonant harmony, and coronal consonant assimilation. They all target either
the consonantal segment /l/ or the initial vowel of the suffix by spreading a feature or
features rightward from the verb base to the suffix.

2.1 Vowel height harmony

Like most of the languages spoken in Zambia, the process of vowel height harmony
involves assimilation of the suffixal vowel /i/ in Kaonde. In other words, a verb root
vowel induces assimilation in the vowel of the suffix. If the verb root contains the vowel
/i/, /u/, or /a/, the first vowel of the suffix is a high front vowel. However, mid vowels
/e/ and /o/ trigger a left-to-right direction of harmony targeting the initial high vowel
of the remote past suffix, which assimilates completely to the height of the preceding
mid vowel. It becomes mid front /e/ if it is preceded by a mid vowel. This type of height
harmony occurs across an intervening consonant.

(2) 1— e/ mid vowel (C) ___

Compare the examples in Table 2 and Table 3. Verb roots with non-mid vowels in
Table 2 have an inflectional suffix with an initial high front vowel /i/, while those with
mid vowels in Table 3 contain a suffix with an initial mid vowel /e/.

2.2 Nasal consonant harmony

Kaonde, like a many other Bantu languages (Greenberg 1951), presents partial nasal con-
sonant harmony that operates on suffixes if a verb root ends in a non-palatal or non-velar
nasal /m/ or /n/. This process assimilates the segment /1/ of the suffix to an alveolar nasal
by harmonizing it with the preceding nasal segment of the root in a single feature. That
is, the base nasal triggers left-to-right harmony targeting the lateral consonant in suf-
fix.! Notice that nasal consonants induce nasalization of underlying /l/ of the remote
past suffix in Table 4.

% Unlike some Bantu languages such as Kikongo, Kiyaka, Chokwe, etc. nasalization does not operate in
Kaonde if the input is NVC-ile or CVNVC-ile, where the final consonant of the verb root is not a nasal.
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Table 2: No height harmony in remote past suffix

Root-FV Root-remote past

amb-a ‘speak’ amb-ile ‘spoke’
lamb-a ‘be smooth’ lamb-ile ‘was smooth’
zh-a ‘dance’ zh-ile ‘danced’
languluk-a  ‘think’ languluk-ile ~ ‘thought’
itab-a ‘answer’ itab-ile ‘answered’
bijik-a ‘shout’ bijik-ile ‘shouted’
jimb-a ‘deceive’ Jjimb-ile ‘deceived’
imb-a ‘sing’ imb-ile ‘sang’
zhiik-a ‘bury’ zhiik-ile ‘buried’
ub-a ‘do’ ub-ile ‘did’
yuk-a ‘know’ yuk-ile ‘knew’

Table 3: Mid vowel height harmony in remote past suffix

keb-a ‘look for’
fwenk-a  ‘swim’
kenket-a  ‘look around’

leet-a ‘bring’
nemb-a  ‘write’
lob-a ‘catch fish’
lomb-a ‘ask’
owv-a ‘wash’
sok-a ‘burn’

keb-ele ‘looked for’
fwenk-ele  ‘swam’
kenket-ele  ‘looked around’

leet-ele ‘brought’
nemb-ele  ‘wrote’
lob-ele ‘caught fish’
lomb-ele ‘asked’
ovw-ele ‘washed’
sok-ele ‘burned’

Harmony does not normally operate on consonant clusters consisting of a nasal and
an oral consonant. The final example in part (a) of Table 4 shows nasal harmony even
though the consonant /v/ intervenes between the high vowel and the verb stem nasal.

This could be attributed to the root ending in a vowel.

2.3 Complete consonant assimilation

In addition to vowel height harmony and nasal consonant harmony, Kaonde also shows
complete consonant assimilation across a vowel. This is the type of progressive assim-
ilation that affects the consonant /l/ of the remote past suffix when it attaches to verb
stems that contain the alveopalatal fricative consonants /[f/, /3/. The verb can be an un-
derived monomorphemic root or a derived causative. The segment assimilates totally to
the preceding verb root-final consonant becoming sh. Thus, the remote past suffix -ile

surfaces as [ife], and [ize]. The changes in Kaonde are schematized in (3):
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Table 4: Nasal consonant harmony in remote past suffix

Root-Fv Root-remote past

a. lam-a ‘keep’ lam-ine ‘kept’
kaan-a ‘refuse’ kaan-ine ‘refused’
jim-a ‘cultivate’ Jjim-ine ‘cultivated’
zhindam-a  ‘be quiet’ zhindam-ine ~ ‘was/were quiet’
pum-a ‘beat’ pum-ine ‘beat’
nun-a ‘become fat’ nun-ine ‘became fat’
unvw-a ‘understand, hear, feel’ unvw-ine ‘heard’

b. nyem-a ‘run (away from)’ nyem-ene ‘ran, ran away from’
nem-a ‘be heavy’ nem-ene ‘was/were important’
sem-a ‘give birth’ sem-ene ‘gave birth’
ten-a ‘mention’ ten-ene ‘mentioned’
tom-a ‘drink’ tom-ene ‘drank’
pon-a ‘fall’ pon-ene ‘fell’

Table 5: Alveopalatal fricative assimilation in remote past

Root-rv Root-remote past
a. konsh-a ‘can’ konsh-esh-e  ‘could’

baanzh-a ‘delay’ banzh-izh-e  ‘delayed’

kozh-a ‘make sick, hurt” kozh-ezh-e  ‘made sick, hurt’
b. jiish-a ‘feed’ Jjiish-ish-e ‘fed’

(3) /il/ — [if], [i3] after verb stems ending in /[/ and /3/.

Some examples of lateral /I/ assimilation to alveopalatal fricative consonants are in
Table 5. In Table 5, part a, the root-final consonant spreads rightward all its features to the
suffixal consonant /1/, while in part b the consonant of the suffix assimilates completely
to the causative suffix of the verb stem.

This same process also affects causativized stems that are derived from a very re-
stricted set of verb roots that still employ the now obsolete causative suffix -i. When
this morpheme attaches to a verb root ending with a lateral consonant, the segment /1/
of the root palatalizes to the voiced alveopalatal fricative. Compare the underived verb
stems in the first column of Table 6 with their causativized verb forms in the second
column.

With such causativized verbs, the /1/ of the remote past suffix assimilates completely
to the causative consonant when the two suffixes occur together (Table 7).

The imbricated verb form in (4b) displays this type of assimilation when it occurs in
the remote past tense.
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Table 6: Palatalization of root-final /I/ in causative formation

Root-rv Causative Stem-Fv

jil-a ‘make cry’ Jizh-a ‘make cry’

bweel-a ‘bring back’ bweezh-a ‘bring back’

tweel-a ‘enter’ tweezh-a ‘cause to enter, insert’

Table 7: Alveopalatal fricative assimilation in remote past causative

Causative verb-rv Causativized verb-remote past

Jjizh-a ‘make cry’ Jjizh-izhe ‘made cry’
bweezh-a ‘bring back’ bwezh-ezhe ‘brought back’
tweezh-a ‘bring in, insert’ twezh-ezhe ‘brought in’

(4) a. Stem-FV
mweesh-a ‘show’

b. Remote past assimilation
mwesh-eshe ‘showed’

Unlike languages such as Bemba and Tonga which show double frication as a result
of suffixation of the causative morpheme -i- (Hyman 1995; 2003) in conjunction with
either the applicative suffix or the perfective suffix, the phenomenon also affects certain
underived verbs.

The /1/ of the remote past also assimilates to a stem-final palatalized alveolar nasal
consonant ny. First, as in many Bantu languages, palatalization of the verb stem conso-
nant is triggered by the affixation of a second type of causative suffix -y-, though this is
not productive in Kaonde where it only attaches to some verb stems ending in the alve-
olar nasal /n/ and to some extent to the bilabial nasal /m/. However, this palatalization
affects only the alveolar nasal and not /m/. Assimilation of the remote past /l/ to the
stem consonant is illustrated by the data in Table 8, where the consonant of the remote
past tense suffix -ile turns into ny.

3 Palatalization

Palatalization is another phonological change that alveolar consonants are susceptible
to as a result of suffixation of the remote past morpheme in Kaonde. The suffix trig-
gers this phenomenon by palatalizing the root/stem-final consonant (Table 9).° This
morphophonological process changes either their place of articulation from alveolar to

5 An anonymous reviewer has suggested that this may be a case of cyclic derivation induced by an underlying
causative /i/. However, the Kaonde assimilatory process affects both underived and derived verb forms,
suggesting it is not due to an underlying causative.

© This applies also to the causative -ish, applicative -il, and neuter -ik.
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Table 8: Palatalized nasal assimilation in remote past

Root-rFv Root-remote past

kany-a  ‘forbid’ kany-inye  ‘forbade’
fweny-a  ‘approach, move near’ fweny-enye ‘approached’
chiny-a  ‘scare’ chiny-inye  ‘scared’

Table 9: Palatalization of root-final coronals

Root-Fv Root-remote past
a. as-a ‘shoot’ ash-ile ‘shot’

fis-a ‘hide’ fish-ile ‘hid’

sans-a ‘sprinkle’ sansh-ile  ‘sprinkled’
b. baanz-a ‘make a fire’ baanzh-ile ‘made a fire’

alveopalatal or both place and manner of articulation. Subject to palatalization are coro-
nal consonants, namely sibilant fricatives /s/ and /z/, the voiceless stop /t/, and the lateral
.

The verb stem-final coronal sibilant fricative consonants /s/ and /z/ change only their
anterior feature from [+anterior, + coronal] to [-anterior, + coronal]. The two segments
palatalize to /[/ and /3/, respectively, if they occur in front of the high front vowel of
the remote past suffix.® Compare the root-final consonant of the infinitive verbs in the
left column of Table 9 and those of the verb forms of the remote past in the right hand
column.

The coronal voiceless stop /t/ changes in place of articulation to become an alveopa-
latal affricate /tf/. Thus, verb root/base-final consonants alternate between [+cor, +ant]
and [+cor, -ant] (Table 10).

The voiced counterpart of /t/ only occurs after the alveolar nasal /n/, realized as [nd].
It palatalizes to /d3/. This can be seen through the alternation of the root-final consonant
in Table 11.

Also susceptible to palatalization are verb roots/bases that end in the lateral /I/ which
becomes a voiced alveopalatal affricate /dz/ before -ile. In short, this consonant, which
varies between [1] and a central flap [r] or a lateral flap [1], alternates with /d3/. Consider
mutation of the verb final consonant /1/ to the alveopalatal affricate /d3/ in Table 12.°

7 Palatalization is also very productive in other languages such as Chokwe and Luvale spoken in the same
region in Zambia. In these languages, /t/ followed by /i/ becomes [tf], /nd/ changes to /d3/, /n/ to /n/, /s/ to
/[/, and /z/ becomes [3].

8 In Nyamwezi (Maganga & Schadeberg 1992), the alveolar fricative /s/ and the lateral /1/ palatalize to [[]
and [d3], respectively, like in Kaonde. However, in Mashi, if the verb stem-final consonant is an alveolar
fricative /s/ or /z/, it changes to velar stop [k] and [g], respectively, preceding the applicative extension -iz
or -ez (Bashi Murhi-Orhakube 2008): ku-yuus-a ‘to finish’— ku-yuuk-iz-a ‘to finish for’.

® In Lunda the cognates to shaala ‘remain’ and twaala ‘take’ in Table 12 undergo imbrication to become sheeli
and tweeli respectively.
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Table 10: Palatalization of root-final /t/

Root/stem-Fv Root-remote past

angat-a  ‘take from s.o. angach-ile  ‘took from s.o’
it-a ‘call’ pich-ile ‘called’

kwat-a  ‘arrest, hold’ kwach-ile  ‘arrested, held’
pit-a ‘pass’ pich-ile ‘passed’

sant-a  ‘thank’ sanch-ile  ‘thanked’

Table 11: Palatalization of root-final /nt/ [nd]

Root-Fv Root-remote past
fund-a  ‘teach’ funj-ile  ‘taught’
yand-a  ‘suffer’ yanj-ile  ‘suffered’

Table 12: Voiced palatalization of root-final /1/

Root/stem-Fv Root-remote past
bul-a ‘lack’ buj-ile ‘lacked’
lal-a ‘break’ laj-ile ‘broke’
vul-a ‘be plenty’ vuj-ile  ‘was plenty’
vuul-a  ‘undress’ vuuj-ile  ‘undressed’
vwal-a  ‘wear’ vwaj-ile  ‘wore’
shal-a  ‘remain’ shaj-ile  ‘remained’
twal-a  ‘take’ twaj-ile  ‘took’
ingil-a  ‘work’ ingij-ile  ‘worked’
jil-a ‘ery’ Jjij-ile ‘cried’

Table 13: Voiced palatalization of applicative /1/

Root-applicative-rv Root-applicative-remote past
fw-il-a ‘die for’ fw-ij-ile ‘died for’
twaj-il-a ‘take for’ twaj-ij-ile ‘took for’
kajip-il-a ‘be angry with’ kajip-ij-ile ‘was angry with’
tambw-il-a  ‘receive for’ tambw-ij-ile  ‘received for’
pum-in-a ‘hit at’ pum-ij-ile ‘hit at’

kash-il-a ‘tie for’ kash-ij-ile ‘tied for’
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Table 14: Height harmony in remote past

Root/Stem-Fv Root/Stem-remote past

harmony after root

lek-a ‘to leave off’ lek-ele ‘left off’
leng-a ‘to create’ leng-ele ‘created’
nemb-a ‘to write’ nemb-ele ‘wrote’
komb-a ‘to sweep’ komb-ele ‘swept’

no harmony after applicative

ketek-el-a ‘trust’ ketekej-ile  ‘trusted’

lek-el-a ‘to let off’ lekej-ile ‘let off’

leng-el-a ‘to create for’ lengej-ile ‘created for’
mwek-el-a ‘appear to/at’ mwekej-ile  ‘appeared to/for’
nemb-el-a ‘to write to/for’  nembej-ile  ‘wrote to/for’
pemb-el-a ‘to wait for’ pembej-ile  ‘waited for’
sek-el-a ‘rejoice’ sekej-ile ‘rejoiced’
komb-el-a ‘to sweep for’ kombej-ile  ‘swept for’
sok-el-a ‘burn for’ sokej-ile ‘burned for’

The applicative suffix -il changes to -ij when it precedes the remote past suffix.’® This
is illustrated by the examples in the right column of Table 13 where the inflectional
remote past morpheme follows the applicative. The last example in Table 13 possesses
two palatalized segments, i.e. the root-final consonant /f/ and /d3/ of the applicative
extension.

The vowel of the remote past tense suffix does not harmonize in height with the mid
vowel of the verb root if the former is preceded by an applicative extension. In other
words, vowel harmony only affects the suffix closest to the root. Compare the remote
past examples in the third row in the upper part of Table 14 with those containing a
sequence of two suffixes (applicative plus remote past) in the lower part. The remote
past suffix -ele in the right-hand column harmonizes with the vowel of the verb root.
If the applicative occurs immediately after the root, it assimilates in height to the root
vowel. The remote past maintains its underlying form -ile, as it is not in the immediate
post-root position.

Nasal harmony in the remote past does not occur if a root carries the applicative before
the remote past. In this case, neither the consonant of the applicative extension nor that
of the remote past nasalize. Instead, the applicative -il palatalizes to -ij before the remote
past suffix.

10 1ike the remote past, the causative, applicative, and perfective suffixes also condition palatalization. For
example, based on the root kas ‘tie’, Kaonde has the intensive form kash-ish-a ‘tie securely’, kash-il-a ‘tie
for’, and kash-ij-il-a ‘tie completely for’.
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Table 15: Palatalization of applicative /I/ (without nasal harmony)

Root-applicative-Fv palatalization of applicative /1/ be-
fore remote past

tam-in-a ‘be bad for’ tamij-ile ‘was bad for’

pum-in-a  ‘beat/hit at’ pumij-ile  ‘beat/hit at’

tum-in-a ‘send to’ tumij-ile ‘sent to’

nyem-en-a  ‘run to/for’ nyemej-ile  ‘ran to/for’

sem-en-a ‘give birth in’ sem-ej-ile  ‘gave birth in’

Table 16: No palatalization of root-final consonant after mid vowel

Root-Fv Root-remote past
end-a ‘walk’ end-ele  ‘walked’
send-a ‘carry’ send-ele  ‘carried’
pel-a ‘grind’ pel-ele  ‘ground’
loot-a ‘dream’ loot-ele  ‘dreamed’
leet-a ‘bring’ leet-ele  ‘brought’
kos-a ‘be strong’  kos-ele  ‘was strong’

As seen in the first column of Table 15, the underlying lateral consonant of the ap-
plicative suffix of the verb stems harmonizes with the nasal consonant of the preceding
the verb root. The examples in the right-hand column show the applicative /1/ (or /n/)
does not change in the applicative if the remote past suffix occurs. Nevertheless, the
applicative consonant /1/ close to the root palatalizes to /d3/. One might argue that the
applicative /1/ has become /n/, which then turns into /dz/.

It is to be noted that the remote past suffix does not trigger palatalization of the root-
final consonant if the suffix is attached directly to a verb root containing a mid vowel
/e/ or /o/. This behavior suggests that vowel height harmony applies before palataliza-
tion. Consider the examples in Table 16, where palatalization fails to apply to verb roots
containing a mid vowel.

However, palatalization of a stem-final /1/ takes place before the remote past suffix if
that /1/ in the stem is part of the suffix or extension, even if the stem has a mid vowel.
Most of the extensions have lost meanings and verbs carrying them are lexicalized. The
examples in Table 17 show how the consonant /l/ palatalizes to an alveopalatal affricate
Jj before the remote past suffix.
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Table 17: Palatalization of stem-final consonant after mid vowel

Root-rFv Stem-remote past

londel-a ‘follow’ londej-ile ‘followed’
imeen-a ‘stand for/at’ imeneej-ile ‘stood for/at’
mwekel-a ‘appear at’ mwekej-ile ‘appeared at’

4 Imbrication

Imbrication is a phonological pattern in some Bantu languages whereby the perfective
or remote past suffix is overlaid and fuses with a preceding root or base. Depending
on the language, the suffix either splits into two separate parts or the verb root or base
loses its last consonant. Normally, suffixation of the remote past suffix -ile to a verb root
results in the elongation of the verb by at least one syllable, as exemplified by the data
in §2. For clarification, consider the uninflected verb forms on the left, and those with
regular suffixation of the remote past morpheme on the right in Table 18.

Table 18: Simple and remote past stems

Root-rv Root-remote past
sak-a ‘want’ sak-ile ‘wanted’
imb-a ‘sing’ imb-ile  ‘sang’
keb-a ‘look for’ keb-ele  ‘looked for’
pot-a ‘buy’ pot-ele  ‘bought’
tum-a ‘send’ tum-ine  ‘sent’

However, this is not the case with several verbs that bear certain types of derivational
suffixes, frozen suffixes, and extensions. The suffixation of the remote past morpheme
to such verb bases results in a phonological phenomenon termed imbrication (Bastin
1983). This process usually brings about sound changes which alter the resulting verb size
without increasing its number of syllables. The concomitant effects of the imbrication
process, which depend on the property of the verbal suffix or extension may include
segmental deletion, segmental insertion, gliding, and vowel coalescence. Consider the
examples in Table 19.

As the two examples in Table 19 show, the verb forms in the right column contain
the same number of syllables as those on the left column despite the addition of the two-
syllable remote past morpheme. This suffixation causes phonological changes in the verb,
namely the fusion of the expansion (underlying) -al and the inflectional remote past
suffix -ile into a single chunk resulting in consonantal deletion, which in turn triggers
vowel coalescence between /a/ and /i/ accompanied by vowel lengthening.
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Table 19: Imbrication in remote past formations

Base-Fv Remote past
iman-a  ‘stand’ im-eene ‘stood’
ikal-a ‘sit, stay’ ik-eele ‘sat, stayed’

In Kaonde, it is worthwhile noting that imbrication is not uniform as it comes in
different patterns. The first pattern affects a class of verb stems of more than one syllable
of the structure /...C-aC-/ or /...C-aCaC-/. These verbs change their form to /...CeeC-
e/ when they attach the remote past suffix. Verbs that belong to this group contain
derivational extensions ending in the lateral or alveolar nasal, such as the reciprocal -
afian, the associative -akan, causativized verbs, and those with a frozen stative -al or
-an.! Most of what appear to be verb roots “suffixed” with -al do not occur on their
own and have no independent meaning without /al/. The “suffix” forms a lexicalized
unit with the root. When these stems attach the remote past suffix, the initial vowel
of the suffix is inserted before the final consonant of the verb stem, and the remote
past consonant deletes. This segmental loss results in the fusion of the verb stem low
vowel /a/ and the vowel of the suffix /i/ into a single front mid vowel /e/ accompanied
by compensatory lengthening. That is, the two adjacent vowels merge into a single
vowel that combines properties of both source vowels. This imbrication process can be
schematically described as in (5).

(5) ...C-VC-ile — ...C-ViCe — C-eeCe
ik-al-ile ik-aile ik-eele
im-an-ile im-aine im-eene

Listed in Table 20 are examples of verb bases with frozen suffixes, reciprocal exten-
sions, and associative extensions.

A very small set of monosyllabic verb bases of the form CV:C- or CwV:C- with the
frozen suffix -an is also subject to imbrication. However, though these verb forms imbri-
cate, they behave slightly different than the verb stems in Table 18 and Table 19. This is
because consonant truncation does not result in fusion between the two adjacent vowels
as would normally be expected in that specific context. Instead, the two juxtaposed non-
identical vowels remain separate segments as they are pronounced individually. This is
illustrated schematically in (6).

(6) C(W)V:C + -ile — CVVCV

Examples of monosyllabic verb roots that have the pattern C(w)V:C- are in Table 21.
Observe that the sequence consisting of the root /a/ and the suffixal vowel /i/ does not
induce vowel fusion.

I Meeussen (1967: 90) points out that the extension -ad- “appears partly as an expansion, partly as a suffix
with ill-defined meaning”. Though the extensions are identifiable, the seeming roots to which they attach
do not have independent meaning. This is attested in Bemba (Hyman 1995).
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Table 20: Imbrication

Stem-rv

Stem-remote past

a. kankaman-a
unvwarnan-a

‘tie together’
‘understand each
other’

kankam-eene
unvw-arieene

‘tied together’
‘understood each
other’

b. esekan-a ‘be equal in size’ esek-eene ‘was equal in size’
kasankan-a  ‘tie together’ kasank-eene ‘tied together’
kwakan-a ‘unite’ kwatak-eene ‘united’
sambakan-a  ‘meet’ sambak-eene ‘met’
tentekan-a ‘shake’ tentek-eene ‘shook’

c. abany-a ‘share’ abe-eny-e ‘shared’
esekany-a ‘compare’ esek-eenye ‘compared’

d. ikal-a ‘sit, stay’ ik-eele ‘sat, stayed’
sangalal-a ‘rejoice’ sangal-eele ‘rejoiced’
iman-a ‘stand, stop’ im-eene ‘stood, stopped’
pusan-a ‘differ’ pus-eene ‘differed’

Table 21: Imbrication in monosyllabic C(w)V:C- roots
Stem-Fv Stem-remote past
CV:C- paan-a  ‘share, distribute’  pa-i-ne  ‘shared, distributed’
taan-a ‘meet, find’ ta-i-ne ‘met, found’
kaan-a  ‘refuse’ ka-i-ne  ‘refused’

CwV:C- fwaan-a ‘be deadly’ fwa-i-ne  ‘was deadly’

swaan-a ‘inherit, succeed’ swa-i-ne ‘inherited, succeeded’

Another group of verbs that undergoes imbrication consists of verb stems that are
extended with the transitive suffix -ul and -ulul'® Before we discuss these verbs, it is
important to look at their intransitive counterparts. The remote past of verb stems with
the intransitive counterpart -uk and its long form -uluk is formed through regular suf-
fixation, as exemplified in Table 22.

On the other hand, the remote past suffix fuses with derived transitive verbs carrying
the transitive suffix -ul, inducing imbrication and other phonological modifications. The
initial vowel of the remote past suffix is placed before the final consonant of the transitive

12 The suffix is commonly known as separative in Bantu studies, though it has other functions. I prefer to call

it transitive.
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Table 22: Intransitive verbs with -uk and -uluk

Stem-rv Stem-remote past

Jjimuk-a ‘be alert’ Jjimuk-ile ‘was, were alert’
lumbuluk-a ‘be clear’ lumbuluk-ile  ‘was clear’

tabuk-a ‘be torn’ tabuk-ile ‘was, were torn’
shinkuk-a ‘open’ shinkuk-ile ‘opened’

chimuk-a ‘be snapped’ chimuk-ile ‘was, were snapped’
languluk-a ‘think’ languluk-ile  ‘thought’

kasuluk-a ‘be united’ kasuluk-ile ‘was were united’
chimauk-a ‘be sewn’ chimauk-ile  ‘was sewn’

verb stem, and the lateral consonant of the inflectional tense morpheme deletes resulting
in gliding of the final vowel /u/ or /o/ into /w/ due to adjacency with the front high vowel
of the triggering suffix. This process is accompanied by compensatory lengthening of the
front high vowel of the suffix. In addition, vowel height harmony occurs with verb root
stems if the first vowel is mid-back /o/. That is, the vowel /i/ of the suffix lowers to the
front mid vowel /e/ by partially assimilating a single feature from the preceding vowel.
This imbrication process is schematically described in (7).

(7) ..C-VC-ile — ...C-Vile — ...Cw-iile/...Cw-eele
tamb-ul-a tamb-uile tamwr-iile
‘receive’ ‘received’

The examples in Table 23 show imbrication of extended verb stems that contain the
transitive suffix -ul.

As in most of the Bantu languages, imbrication is also observed with the verb root
mon ‘see’ even though it is monosyllabic without an extension.

(8) a. Root-FV
mon-a ‘see’
b. Remote past
mw-eene ‘saw’

Imbrication also affects verb stems extended with the causative suffix -ish and other
verb roots ending in the voiced alveopalatal fricative /3/. The imbricated verb formation
does not show any sign of the remote past tense suffix on the surface. The suffixal seg-
ments -il are completely truncated and the presence of the final vowel /e/ is the only
indication that they are imbricated verb forms in the remote past. This phenomenon is
also observed in isiZulu and Sesotho in which certain verbs exhibit imbrication in the
perfect without making “changes to the verb stem” (Monich 2015). Furthermore, this
phenomenon does not yield an expected vowel lengthening in the derivational exten-
sion domain, as is the case of most of the verbs with irregular suffixation. The form
CVC-ish-ile changes to CVC-ish-e with zero suffixation, as exemplified in Table 24.
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Table 23: Imbrication in transitive verbs with -ul and -ulul

Stem-rv Stem-remote past
kasulul-a ‘untie’ kasulw-iile ‘untied’
lumbulul-a  ‘explain’ lumbulw-iile  ‘explained’
shinkul-a ‘open’ shinkw-iile ‘opened’
tabul-a ‘tear’ tabw-iile ‘tore’
tatul-a ‘begin’ tatw-iile ‘began’
kongol-a ‘borrow’ kongw-eele ‘borrowed’
solol-a ‘reveal’ solw-eele ‘revealed’
songol-a ‘marry’ songw-eele ‘married’
tongol-a ‘choose’ tongw-eele ‘chose’
chimun-a  ‘snap’ chimw-iine  ‘snapped’
Jjimun-a ‘alert’ Jjimw-iine ‘alerted’
chimaul-a  ‘sew’ chimaw-iine  ‘sewed’
onaun-a ‘destroy’ onaw-iine ‘destroyed”

Table 24: Imbrication in verbs with causative -ish

Root-cAaUs-Fv

Remote past

kos-esh-a ‘make strong’
pos-esh-a ‘cure’

pot-esh-a ‘sell’

keb-esh-a ‘cause to search’
pulush-a ‘save’
unvw-ish-a ‘listen attentively’
took-esh-a ‘whiten’
ipwiizh-a ‘ask’
kamb-izh-a ‘command’
katezh-a ‘be difficult’
pitaizh-a ‘pass beyond’

kos-eshe ‘made strong’
pos-eshe ‘cured’

pot-eshe ‘sold’

keb-eshe ‘made to search’
pulw-ishe  ‘saved’
unvw-ishe  ‘listened attentively’
took-eshe  ‘whitened’
ipw-iizhe  ‘asked’
kamb-izhe ‘commanded’
kat-ezhe ‘was difficult’
pita-izhe ‘passed beyond’
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Table 25: Imbrication in remote past passive

Root-passive-Fv Root-remote past-passive
kas-w-a  ‘be tied’ kash-il-w-e  ‘was tied’
kelw-a ‘be late’ kel-el-w-e ‘was late’
kolw-a ‘be sick’ kol-el-w-e ‘was sick’
leng-w-a  ‘be created’ leng-el-w-e  ‘was created’
pum-w-a  ‘be hit’ pum-in-w-e  ‘was hit’
temw-a ‘love’ tem-en-w-e  ‘was loved’

As seen in Table 24, the verb base on the left and the imbricated verb on the right have
the same forms CVCVCV-, VCCGVCV- and VCGVCV-. What distinguishes verb forms
in the two columns is only the final vowel -a versus -e.

Verb bases with the passive suffix -w or -iw imbricate as well. Some verbs with the
passive morphology have developed lexicalized or non-compositional meaning, as the
-w is frozen and has no semantic content. In addition, what appears as a root does not
have independent meaning. When attached to such verbs, the -il of the remote past suffix
splits from the final vowel and is inserted before the verb stem-final consonant. Thus, the
passive suffix appears between the two parts of the remote past morpheme. However,
since there is no segment deletion if the stem is monosyllabic, there is an increase in
the number of syllables. This is also attested in many other Bantu languages such as
Bemba (Chebanne 1993; Hyman 1995; Kula 2002). Consider the remote past verb forms
in Table 25.

Consonant deletion occurs in longer verb bases displaying the passive morphology.
When the remote past suffix is inserted to the immediate left of -w, the /I/ of the ap-
plicative or other relevant verb stem deletes, inducing either a long vowel [ii] or vowel
coalescence of [ai] into [ee], depending on the property of the verb. Imbrication in the
examples in Table 26, part a, induces a sequence of identical long vowels [ii]; while in
part b it results in vowel coalescence. The same thing is noted with verb stems already
suffixed with the applicative morpheme in the passive, as shown in part ¢ of Table 26.

Certain verb bases already affected by the process also imbricate for a second time. In
other words, the same verb may undergo double imbrication. The applicative extension
triggers the first instance of imbrication, while the inflectional remote past suffix induces
the second one (Table 27).

5 Conclusion

This paper has discussed the phonological processes triggered by the suffixation of the
remote past tense suffix to verb roots and stems. It shows that the phenomena include
vowel height harmony, nasal consonant harmony, complete consonant assimilation, and
vowel harmony when preceded by mid vowels in the root. Nasal consonant harmony

198



10 Remote past and phonological processes in Kaonde

Table 26: Imbrication with vowel lengthening in remote past passive

Root-extension/ applicative-

passive-Fv Remote past passive

a. fwainw-a ‘have to’ Sfwaiinw-e ‘had to’
ambiw-a ‘be told’ ambiiw-e ‘was/were told’
itabiw-a ‘be accepted’ itabiiw-e ‘was/were accepted’
paanyiiw-a  ‘be given’ panyiiw-e ‘was/were given’
ubiw-a ‘be done’ ub-iiw-e ‘was done’

b. kankalw-a ‘be unable to’ kankeelw-e ‘was unable to’

c. nemb-el-w-a ‘be written to’ nemb-eel-w-e  ‘was/were written to’
twaj-il-w-a  ‘be taken for’ twaj-iil-w-e ‘was/were taken for’

Table 27: Double imbrication in applied remote past passive

Root-applicative-passive-Fv Applied passive in remote past
zhikw-il-w-a  ‘be unearthed for’ zhikw-iil-w-e ~ ‘was unearthed for’
sangw-il-w-a  ‘be resurrected’ sangw-iil-w-e  ‘was resurrected’

is a process that changes the lateral consonant of the suffix to a nasal /n/ following a
bilabial or alveolar nasal in the root. Consonant assimilation is a long-distance phenom-
enon that affects the consonant of the suffix when it is attached to verb stems ending in
the alveopalatal fricatives or the palatal nasal. Palatalization affects alveolar stops and
the lateral which turns into the alveopalatal affricate. Regarding imbrication, the pro-
cess exhibits different patterns depending on the extension and suffix that precedes the
triggering remote past suffix.

Abbreviations
1sG first person singular RP  remote past
CAUS causative TNS tense
FV final vowel
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Chapter 11

The future in Logoori oral texts

Hannah Sarvasy

Australian National University

Bantu languages are renowned for their complex tense and aspect systems. Tense reference
in Bantu languages is also known to have variable application, often depending on infor-
mation structure or the scale of the time frames involved. With apparently four positive-
polarity future tense inflections, the Luyia Bantu language Logoori (JE41) nearly tops the
future tense distinction charts for Bantu and other languages. While the existence of these
future-related forms is a given in the literature, the semantics and applications of Logoori
future tense inflections are as yet undescribed. Logoori speakers also employ several other
forms and constructions for denoting future time. This paper examines future time reference
in a corpus of Logoori texts.

1 Introduction

Bantu languages are renowned for their complex tense and aspect systems (Nurse 2003;
2008). Tense reference in Bantu languages is also known to have variable application
(Besha 1989; Nurse 2003: 101; Crane 2011), often depending on information structure or
the scale of the time frames involved (Botne & Kershner 2008; Botne 2013). With ap-
parently four positive-polarity future tense inflections (Mould 1981; Leung 1991; Nurse
2003), the Luyia Bantu language Logoori (JE41) nearly tops the future tense distinction
charts for Bantu and other languages (Nurse 2008: 89). The existence of these inflections
may be established through elicitation, but the semantics and applications of Logoori
future tense inflections are as yet undescribed. With so many future tense forms, one
might think that Logoori speakers would not need other auxiliary constructions for fu-
ture time reference. But Logoori speakers do have several other options for denoting
future time, beyond their four dedicated future tense forms. This paper examines future
time reference in a corpus of Logoori texts.

Botne & Kershner (2008) and Botne (2013) present examples of tenses in Bantu lan-
guages that do not fit the timeline-extending-from-deictic-center model in Comrie (1985).
As Botne (2013) points out, a tense system may include forms that fuse epistemic reality
and time reference. This is likely the case for Logoori, as well. Three of the Logoori future
tenses seem to be staggered along a two-dimensional timeline, overlapping for most of

Hannah Sarvasy. 2016. The future in Logoori oral texts. In Doris L. Payne, Sara
I Pacchiarotti & Mokaya Bosire (eds.), Diversity in African languages, 201-219. Berlin:
Language Science Press.
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their ranges but differentiated in the closest time frames. Another one or two “tenses”
may differ from these three in epistemic certainty.

Natural speech is the best context to gauge discourse functions of tense inflections, in
consultation with a Logoori native speaker. The data used for this paper is a small corpus
including 20 Logoori texts of varying lengths from three sources: a) original narratives
recorded by UCLA Field Methods consultant Mwabeni Indire; b) original narratives and
religious songs recorded by various female and male Logoori speakers in Kenya on behalf
of Michael Diercks; and c) interview clips in Logoori from Sandra Nichols and Joseph
Ssennyonga’s 1976 film Maragoli. All texts were transcribed in consultation with Mr.
Indire using the software ELAN (Sloetjes & Wittenberg 2008). Throughout, texts are cited
by speaker’s name and line number. Occasional examples volunteered by Mr. Indire lack
this citation.

Logoori is far from monolithic, and at least two major dialect groups are represented
in the corpus, judging by binary distinctions in forms. Apparent differences range from
phonology — one dialect’s palatal glide corresponds to an interdental consonant in the
other — to morphology. Based on Mr. Indire’s description and reports from Michael
Diercks and colleagues, the dialect situation is complex; nowadays, at least, dialect dif-
ferences do not seem to correspond to geography or village locations. Further, while
forms generally differ in maximally two ways, individual speakers may employ differ-
ent combinations of the binary distinctions. Examples here are drawn from all Logoori
dialects present in the corpus. Where a dialect difference may contribute to a difference
in morphology, this is noted.

Botne (2013: 12) warns that any discussion of Bantu tense must cover temporal “do-
main, time region, and time scale” for each form. This is beyond the scope of this paper.
Instead, this paper aims at exposing the ways in which various future tense inflections,
and other constructions with future reference, are used in the texts corpus.

2 What has been said about Logoori future tenses

Earlier formal descriptions of Logoori future tenses are in Mould (1981: 206), Leung (1991:
174-189, 204-207, 273-284, 285-322), and Nurse (2003: 100).! These accord in the number
of future tenses listed: four, including Near, Middle, Far/Remote, and “Indefinite” (Mould,
Leung) or “Uncertain” (Nurse). All three descriptions emphasize form over meaning or
function. Mould (1981) and Nurse (2003) indicate meaning only indirectly through their
chosen labels. Leung (1991) briefly describes use of only two of the four forms: her Near
Future (1991: 174) and Middle Future (1991: 285).

None of the sources explain the label Indefinite or Uncertain. In general (for instance,
in Johnson 1977: 20), indefinite future tenses are those that can apply to many discrete
segments of the presumed timeline, while uncertain implies epistemic evaluation of the
likelihood of the event. These would seem to be two different concepts. As described in

! Logoori is assumed here, following Leung (1991), to have seven phonological vowel distinctions. These are
written here as: /i1e a o s u/. Leung’s /i/ corresponds to /i/ here, while Leung’s /I/ corresponds to /1/;
Leung’s /u/ corresponds to /u/ here, and her /U/ corresponds to //.
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§4, the relevant form designated by these terms is the rarest in the present corpus, so
this paper will not resolve its semantics.

The forms and terminology given by previous sources for the various Logoori future
tenses are in Table 1, along with the terminology used here and an additional form in
the last column that is introduced in this paper.?

Table 1: Logoori future tense forms

SP-ra-__-a  na-SP-__-e SP-raka-_-e SP-rika——-e SP-ri-_-a naa-SP-_-e

Mould Near Middle Far Future — Indefinite —
1981 Future Future Future
Leung Near Middle Far Future Far Future Indefinite  —
1991 Future; Future; (variant) (variant) Future
hodiernal tomorrow
through
several
years
hence
Nurse Near Middle — Far Future Uncertain —
2003 Future Future Future
This Hodiernal Post- Post- - Uncertain  Post-
paper  + crastinal; crastinal crastinal, Future? crastinal,
also more more
unspecified distant distant
future than than
Middle Middle
Future Future

These forms are discussed in §3-§6, and additional constructions with future time
reference present in the corpus are explored in §7.

3 The Near Future that moonlights as General Future

According to Mr. Indire, the form /SP-ra-__-a/ may be understood by speakers to de-
scribe actions and events limited to a time between deictic center ‘now’ and the end of
the following day, i.e. ‘later today’ through the end of ‘tomorrow’ (crastinal). This is
counter to the description by Leung (1991: 174), who describes the Near Future as used
only for later the same day, not also ‘tomorrow’. In its ‘today’-‘tomorrow’ function, the

2 In Table 1, SP stands for the subject-indexing prefix; the underlining marks the location of the verb stem
in the template. Mould and Leung differ in tonal analyses. Since a full tonal analysis of Logoori verbal
inflections has not yet been completed, marking of tone is omitted here except when critical to tense
distinctions.
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Near Future coincides with another inflectional form and with at least two auxiliary
constructions; see §7.

Unlike these other hodiernal/crastinal forms, however, Logoori texts reveal that the
Near Future has an extended function as the most general of the future tenses, being
applicable to any future time, near or distant.> One parallel case is found in the Bantu
language Kikuyu (Johnson 1977: 19), where the Near Future doubles as Indefinite Future,
applicable to any unspecified future time. Farther afield, the Papuan language Nungon
shows a similar extended use of the Near Future form for general time (Sarvasy 2014).
The Nungon Near Future is either strictly hodiernal, used only for situations that will
occur between the present moment and the end of ‘today’, or a generic future, used for
situations that could take place at any future time, hodiernal or otherwise.

The Logoori form /SP-ra-__-a/ is shown with its restricted semantics, referring to only
‘later today’ through ‘tomorrow’, in §3.1. Its extended function for general time is dis-
cussed in §3.2.

3.1 Strict Near Future /SP-ra-___-a/

Leung writes that the Near Future /SP-ra-__-a/ is “used when speaking of events or
actions that are to take place later during the day” (1991: 174). As noted above, Mr. Indire
considers this form to be primarily applicable to events that will take place later today
or tomorrow. Regardless of whether the Near Future is strictly hodiernal, or hodiernal
and crastinal, this application of /SP-ra-__-a/ may be understood as the semantically
restricted one, akin to the Kikuyu or Nungon Near Future tenses. An example of the
restricted function of the Logoori Near Future is in (1).

(1) Mu-gamba, a-ra-zj-a mo 1-skuru.
3-tomorrow 1-NF-go-FV LoC 9-school

‘Tomorrow, s/he will go to school’ [Note that in other dialects, mu-gamba refers
to ‘morning’.]

Other forms are also used for hodiernal/crastinal reference; these include a form that
appears to be a linking prefix plus the Subjunctive form, and auxiliary verb constructions.
These are discussed in §7.

3.2 General Future /SP-ra-__-a/

Throughout the corpus, it is the Near Future form /SP-ra-__-a/ that occurs with appli-
cation to maximally ‘general’ time. While the Middle and Remote Future forms may
be applied to time periods extending far into the future, they have not yet been found

3 It may always be speculated for a tonal language with unfinished tonal analysis that there could be a
grammatical-tone formal distinction between the hodiernal/crastinal and general time functions of the /ra-
/ form. This was not perceived by Mr. Indire, however; for him, the form is the same, morphologically and
tonally.
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to be applicable to time periods closer to deictic center. The Near Future in its general
application can apply to any future time, regardless of distance from deictic center.

The first two examples of the Near Future form functioning as a general, not hodier-
nal/crastinal, future come from a funerary song from the Diercks corpus, sung by Ms.
Linette Mbone. The song describes what people will encounter on arriving in heaven.
The song is largely framed in the Near Future, and includes numerous verses similar to
the following:

(2) V-oosiva-ra-por-a 1-tadsi.
2-all  2-NF-find-Fv 9-crown

‘All will find a crown (in heaven). (Funeral song, In 5)

(3) Mi-handa dgi-ra-v-a mi-rahr
4-road  4-NF-be-Fv 4-good

“The roads will be good (in heaven). (Funeral song, In 7)

Here, clearly, the Near Future form does not restrict time reference to the hodier-
nal/crastinal period. Rather, Mr. Indire described these instances as set in “general fu-
ture” time, equally applicable to many years hence, or much sooner. A person could die
later today, or more than fifty years after the speech act.

The next examples also show the Near Future form used outside the restricted hodier-
nal/crastinal context. In another text from the Diercks corpus, Mr. Benjamin Egadwa
explains how to care for a cow. Much of the text is framed in the Subjunctive, with most
verbs lacking a tense prefix and bearing the Subjunctive suffix -e. When Mr. Egadwa
does use tense-marked verbs, however, these are most often Near Future forms, as in
the following examples:

(4) Zi-seendi zi-ra, zi-ra-ku-kop-a ko vi-indo vivj-o vi-ra.
10-money 10-DEM 10-NF-25G-help-Fv Loc 8-thing 8:RED-25G.POSS 8-DEM
‘That money, it will help you with those things of yours. (B. E. cow care, In 69)

(5) Kaande, 1-ra-ku-h-a za ma-veere.
again  9-NF-25G-give-FV LINK 6-milk
‘Again, it will give you milk’ (B. E. cow care, In 45)

(6) 1-v-e 1n-dahi kigera ©-ra-gur-iz-a ke.
9-be-Fv 9-good because 2sG-NF-sell-cAUS-FV LOC
‘It is good, because you will sell of it. (B. E. cow care, In 80)

(7) wov-ta-ret-a ks 1-nmombe 1-v-e  1-mbarava ha-ango daave,
2S8G-NEG-bring-Fv Loc 9-cow  9-be-rv 9-fierce  16-home not

‘Don’t bring home a cow that is fierce,
1-ra-ku-ret-er-a 1-fida.
9-NF-25G-bring-APPLIC-FV 9-trouble

it will bring trouble for you. (B. E. cow care, In 130)
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The Near Future used for general time may occur negated, as:

(8) 1-pombesi 1-ra-kw-em-a ma-veere daave.
9-cow NEG 9-NF-2sG-deny-Fv 6-milk  not

‘The cow will not deny you milk. (B. E. cow care, In 32)

In examples (2-8), the Near Future form is employed to describe future times that are
not fixed, along the lines of the Kikuyu Near/Indefinite Future (Johnson 1977: 20). The
Logoori Near Future thus seems to be a good candidate for the secondary label Indefinite
Future! In fact, in his Bantu-wide discussion of -ka- verbal prefixes, Botne (1999: 492)
writes: “Llogoori, itself, has an indefinite future formative -ra-.

So what of the Logoori /ri-/ future, which the Mould/Leung label implies is the dedi-
cated Indefinite Future form? The next section addresses this question.

4 The rare /ri-/ future

The /ri-/ future form — Leung and Mould’s Indefinite; Nurse’s Uncertain — is too rare
in the corpus for any revelations here. It is noteworthy that in the same discussion in
which he calls the Logoori /ra-/ form a dedicated indefinite future, Botne (1999: 491) also
mentions a Logoori “near future formative” -ri-. It is unclear from his paper whether
Botne means to reverse Leung’s and Mould’s labels. In any case, there is no evidence in
the corpus or from Mr. Indire’s intuitions for the /ri-/ future form being more applicable
to hodiernal/crastinal times than the /ra-/ future form.

The /ri-/ future co-occurs with the Near Future form in the funerary song sung by
Ms. Mbone, source of examples (2) and (3). There are only two instances of it, however,
compared with 24 of the Near Future. Both instances of the /ri-/ form are negated, and
the two instances occur in adjacent clauses, shown in (9) and (10):

(9) Vara-ger-iz-a  kw-iggir-a jo,
2-NF-try-cAUS-FV 15-enter-Fv 9.there

‘They will try to enter there,
navuzwa si va-ri-par-a  mba.
but NEG 2-IF-be.able-FvV NEG

but they will not be able to. (Funeral song, Ins 11-12)
(10) Si va-ri-por-a ks vi-hanwa.
NEG 2-1F-find-Fv LocC 8-gift
‘They will not find any presents.” (Funeral song, In 13)
Both of these negated instances of the /ri-/ future refer to a time frame pre-established

by the Near Future. Mr. Indire further indicated that if si va-ri-nor-a lacked the negator si,
it would sound better to use the Near Future prefix /ra-/, not /ri-/.* It is crosslinguistically

* When asked, Mr. Indire also expressed doubt that the /ri-/ and /ra-/ future forms differ in degree of certainty.
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common for less-certain or irrealis forms to be used as negated counterparts to certain
or realis forms.

Another of the few instances of the /ri-/ future is found in a song embedded in a legend
told by Ms. Hellen Makungu. Here, the form occurs with positive polarity, seen in (11).
A woman is quoted as saying that if anyone breaks one of her pots, she will take the
culprit to an ogre.

(11) Na-a-vol-a, mu-nds u-rj-atap-a  ka-rara,
CONSEC-1-say.APPLIC-FV 1-person 1-5-break-Fv 12-one
‘And she said, the person who breaks it just a little,
n-di-mu-fir-a wa gu-nani.
1sG-1F-1-take-Fv 1.GEN 20-ogre
I will take her to the ogre’ (Funeral song, Ins 11-13)

As will be seen in §6, the /ri-/ future form here occurs in a similar context to the /raka-/
future form; it is unclear why /ri-/ is used here and not /raka-/. Although the function
of /ri-/ is unclear from these paltry examples, its very scarcity may be of note. Perhaps
its use does relate more to epistemic judgment than the more common future forms.

5 The Middle Future

The Near Future form is much more common in the corpus than the other future forms,
such as the Middle Future /na-SP-__-e/. While Leung (1991: 285) writes that the Mid-
dle Future applies to “sometime between tomorrow and several years later,” Mr. Indire
describes the Middle Future as simply referring to any time after tomorrow. Accepting
either of these, the Middle Future tense would seem to entirely encompass the reach of
any Remote Future tense on a timeline. That is, either the Remote Future or Middle Fu-
ture could apparently be used to refer to distant times, probably depending on discourse
context, but only the Middle Future could refer to nearer times. A Remote Future (as in
§6 below) then would have a reduced range within the range of the Middle Future on
the timeline. The Middle Future co-occurs with the Near Future in reported speech in at
least one text. It is conceivable that the Middle Future is used there for discourse-related
purposes such as increased politeness.

The basic time-referencing function of the Middle Future is illustrated in (12). When
Michael Diercks had not yet arrived in the Logoori area, a group of singers (led by Ms.
Carolyn Chesi) recorded a praise song for him, in his absence. In the song, the singers
promise to bestow flowers upon Diercks on his arrival. This bestowal is framed in the
Middle Future tense:

(12) Na-ko-sjaj-e,  na-ko-sjaj-e Majki w-etu ma-uwa.
MF-1pL-award-Fv MF-1pL-award-Fv Mike 1-1pL.Poss 6-flower

‘We will award, we will award our Mike flowers. (Praise song, In 1)
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Use of the Middle Future here may be justified according to Mr. Indire’s understanding
of the Middle Future tense: the singers knew that Diercks would not arrive later that day,
nor the next. The Middle Future allows both for his arrival and the giving of the flowers
any time beyond the day after the singing act. The Middle Future may also have been
used because the singers expected to bestow flowers on Diercks within, perhaps, three
years.

The function of the Middle Future form is not always this easily explained, however. In
another legend told by Ms. Grace Otieno, Near Future and Middle Future forms coexist
within a short passage, shown in (13). A woman has just come upon a group of people.
She carries wings she was given by birds, and asks the group whether, if she gives them
the wings, they will be able to finish “knitting’ them.’

(13) Va-a-dsgib-a  va-ra-mar-a.
2-rp-reply-Fv 2-NF-finish-Fv
‘They replied (that) they will finish.
Ja-a-va-h-a  nr-v-i-itupg-a ni-va-a-mar-a.
1-RP-2-give-FV CONSEC-2-RP-?knit-FvV CONSEC-2-RP-finish-Fv
She gave (the wings) to them and they knitted (them) and finished.
Ja-a-va-vor-er-a mw-itung-ang-i a-ma-vaha ga-ange
1-RP-2-say-APPLIC-FV 2PL-knit-PROGR-PERF AUG-6-wing 6-1sG.POSS
She told them, (since) you have knitted my wings,
na-mu-m-b-e kr?
MF-2PL-15G-give-Fv what
what will you give me?
Va-a-vogor-a 1-mburi ni-va-a-mu-h-a n-a-a-zj-a.
2-rp-take-Fv 9-goat CONSEC-2-RP-1-give-FV CONSEC-1-RP-go-FV
They took a goat and gave (it) to her and she went. (G. O. woman and hen, Ins
16-17)

The time period in which the knitters complete the knitting of the wings is not spec-
ified in the story. The knitters affirm that they ‘will finish’ using the Near Future form.
This could be compatible with either hodiernal/crastinal or general time reference: per-
haps the wings will be finished on the same or following day, or perhaps later. Once they
finish, however, the woman then asks what they will give her using the Middle Future
form, which is usually restricted to time beyond ‘tomorrow’.

The story seems to imply that the giving of the goat occurs quite soon after the
woman’s query, although no time frames are explicitly described. If the woman actu-
ally expects an immediate gift, it is possible that she uses the Middle Future rather than
the Near Future for politeness, suggesting that the giving need not take place by the

morr OW.6

5 The notion of ‘knitting” wings comes from the broad English translation of this text supplied by Michael
Diercks’s Logoori consultant in Kenya. Mr. Indire was unable to confirm the glosses for these terms.
% This conjecture has not been confirmed by Mr. Indire.
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6 Remote Future forms

Mould (1981), Leung (1991) and Nurse (2003) accord in describing a Far Future form /SP-
raka e/ or /SP-rika-__-e/. While Mould only lists /SP-raka-__-e/ and Nurse only /SP-
rika-__-e/, Leung’s consultant was familiar with both forms and found them synony-
mous and equally acceptable (1991: 204, fn 10). It is thus possible that these are dialectal
variants. Neither of these forms was initially supplied by Mr. Indire in discussing the
distant future, however. Mr. Indire preferred /naa-SP-__-e/ for occurrences far in the
future. This form is clearly similar to the Middle Future form /na-SP-__-e/, but with a
long vowel /aa/ in the tense prefix.

6.1 The /raka-/ Remote Future

Along with Botne (1999), Nurse (2008: 85) notes that a form /-ka-/ occurs in future tense
formatives in a number of Bantu languages, and that it “sometimes forms a composite
marker with other morphemes, and refers predominantly to far future...in systems with
multiple future reference” Few instances of the form /SP-raka-__-e/ are found in the
present corpus, and no tokens at all occur of the alternative form /SP-rika-__-e/. Mr.
Indire indicated that /raka-/ has a further alternative form /aaka-/. Indeed, most speakers
in the corpus use only the /aaka-/ form with SPs other than 1sG, and /raka-/ only after
1sG, as [nda(:)ka].

Most instances of the /raka-/ future form occur in a legend recorded by Ms. Hellen
Makungu, source of example (11). In the legend, a mother initially threatens her eight
daughters with death-by-ogre if they should break any of the pots she made for fetching
water. This is shown in (14), where the /raka-/ form occurs in both the protasis and
apodosis of a conditional sentence.

(14) Mu-kana mu-rara neva a-raka-atap-e ko 1-sjongo 1-j1,
1-girl  l-one if  1-rRr-break-rv of 9-pot 9-DEM
‘One girl, if she will break a pot,
n-daka-mu-fir-e wa  gu-nani.
1sG-RF-1-take-Fv 1.GEN 20-ogre

I will take her to the ogre’ (H. M. woman and eight girls, Ins 6-7)

If Botne (1999) is correct in positing that /raka-/ originally comprised the /ra-/ future
prefix plus a distal /ka-/, the function of this distal /ka-/ in (14) may be epistemic rather
than timeline-related. Epistemically certain events predicted to occur at unspecified fu-
ture times are described using the /ra-/ future form, as in (2-8). In contrast, both the
breaking of the pot and the taking to the ogre here are hypothetical future events.

One daughter does break a pot in the mother’s absence. The other girls urge her to
wait for the mother and admit her guilt, but she refuses, saying:
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(15) A-a! Mama a-m-bol-e ndr mu-nds u-raka-atap-e ko 1-sjongo
no mother 1-15G-say.APPLIC-PERF that 1-person 1-RF-break-Fv of 9-pot
‘Uh-uh! Mother told me that a person who will break a pot,
a-raka-mu-fir-e wa  gu-nani gov-ra-zj-a  ko-mu-rj-a.
1-rF-1-take-Fv  1.GEN 20-ogre 20-NF-go-Fv 15-1-eat-Fv
she will take her to the ogre, who will go to eat her’ (H. M. woman and eight
girls, Ins 11-12)

Here, both the breaking of the pot and the bringing to the ogre are framed with the
/raka-/ form, but these are followed by the Near Future /ra-/ form for the ogre’s subse-
quent predicted action. It is possible that the Near Future is used here because the ogre’s
action is expected to follow immediately on receipt of the pot-breaker.

6.2 Another Remote Future: /naa-SP-__-e/

Mr. Indire described yet another Logoori Remote Future form that is missing from extant
descriptions. Nurse (2008: 86, fn c) notes that in Bantu E15, E16, and E55, a future forma-
tive /naa-/ corresponds to the /raa-/ of closely-related Bantu languages. It may be that
the Logoori Remote Future /naa-SP-__-e/ described by Mr. Indire is another instance of
this. Its relationship to the /raka-/ future of §6.1 may be one of dialectal variance, since
the /naa-/ formative seems to be the primary one used by Mr. Indire for most distant
future time reference.

Mr. Indire indicated that the temporal domain of this tense would fall within the do-
main of the Middle Future, but begin farther from deictic center. This form is unattested
in the corpus.

(16) Na-a-kor-e 1-gaasi.
MF-1-do-Fv 9-work

‘S/he will do work (after tomorrow).

(17) Naa-a-kor-e 1-gaasi.
RF-1-do-Fv  9-work

‘S/he will do work (at a later date)”

Alternatively to Nurse’s proposal, in which /naa-/ relates to a more-common Bantu
form, /raa-/, this Remote Future form may be analyzed in two different ways: either
the long vowel in /naa-/ represents iconic lengthening of the Middle Future tense pre-
fix vowel to show temporal distance, or /naa-/ actually comprises the Middle Future
tense prefix /na-/ followed by a prefix /a(a)-/ indicating remoteness in time. The Logoori
Remote Past form, /SP-aa-__-a/, also features a prefixed long /aa-/, although after, not
before, the subject prefix (cf. Mould 1981: 206; Leung 1991: 323). In this respect, this
Remote Future form mirrors the Remote Past form. If it is innovated (since none of the
previous sources mention it), it could represent a kind of leveling on the part of language
learners.
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7 Further forms used with general and near future times

Logoori texts show a number of additional forms and constructions used with both un-
specified/general and near future times. These go beyond the future tense forms shown
in Table 1. These forms may not stand in for specific post-crastinal times. Indeed, Nurse
(2008: 85) writes that Bantu future-referencing “forms deriving from ‘come’ and the
subjunctive tend to refer to near futures” The Logoori Near Future tense form has po-
tential substitutes for both its general future function (the Subjunctive) and its hodier-
nal/crastinal future function (/ma-SP-__-e/ or an auxiliary construction). In contrast, the
Middle Future and Remote Future tense forms have no auxiliary or other formal substi-
tutes with similar time reference.

7.1 Subjunctive for general time

The Subjunctive form lacks a tense prefix but has final suffix -e instead of unmarked -a,
Present Progressive -aa, or Perfective -i. As seen above, several of the future tense forms
also employ a final suffix -e.

In the corpus, the Subjunctive form predominates in texts that describe general pro-
cesses or give instructions/advice. The following example comes from the narrative in-
structions for bovine care from Mr. Egadwa.

(18) w©-gr-h-e a-ma-aze... ni-I-dook-a saa saba,
2sg-9-give-SUBJ AUG-6-water FOC-9-arrive-Fv hour seven
“You (will) give it water ... when (the time) arrives at one o’clock,
u-gi-ker-e a-ma-veere...
25G-9-milk-suBy AUG-6-milk
you milk it... (B. E. cow care, Ins 27-29)

The Subjunctive form alone is not found in the corpus with specific future time refer-
ence; for reference to a specific time, it apparently must co-occur with auxiliary kosmana
‘to know, as described in §7.3.

7.2 Auxiliary construction with kozja ‘go’

This auxiliary construction used to express future time uses the cross-linguistically-com-
mon device of a verb of motion to indicate relatively-near future time (Heine & Kuteva
2004: 161-163). Here, the verb kuozja ‘go’ is inflected for Present Progressive, and followed
by the lexical verb in the Infinitive form. Example (1) showed the verb kozja with full
lexical meaning ‘go, while (19) shows it serving as an auxiliary indicating imminent
future time.

(19) Karoono, a-zez-a ks-nw-a  1-kahava.
now/today 1-go.PRES.PROGR-FV 15-drink-Fv 9-coffee

‘Now, s/he is going to drink coffee’
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The other auxiliary construction used frequently with future time reference in the
corpus involves the verb ksmana ‘know, described in §7.3.

7.3 Future semantics with ksmana plus Subjunctive

The verb ksmana ‘to know’ is employed as auxiliary in another construction with future
time reference in Logoori. Here, the lexical verb following inflected know’ occurs in the
Subjunctive form /SP-__-e/. This auxiliary construction may stand in for the Near Future
tense form in either its specified hodiernal/crastinal or general time reference applica-
tions. Because the Subjunctive has modal, future-related meaning without komana (§7.1),
future meaning here apparently comes from the Subjunctive, rather than from ‘know,
which occurs unmarked for tense. The verb ‘to know’ also functions as an auxiliary with
telic verbs in non-future contexts. It is unclear whether kumana as auxiliary in future
constructions may only occur with telic lexical verbs.

Example (20) shows the ksmana plus Subjunctive construction used with specified
crastinal time reference:

(20) Mu-gamba, man-a n-zj-e mo 1-skuru.
3-tomorrow 1sG.know-Fv 1sG-go-suBj Loc 9-school

‘Tomorrow, I will go to school’

Note that the Subjunctive by itself has only general, unspecified future time reference
in the corpus; ksmana here apparently aids in the specification of time, although ksmana
constructions may also have general time reference.

The remaining examples here show this construction with general, unspecified time
reference. In Mr. Egadwa’s text on cow care, the /SP-ra-__-a/ future tense form alternates
with the komana auxiliary future construction. After issuing instructions framed in the
Subjunctive about keeping timely milking schedules, the speaker says:

(21) ov-man-a o-nor-e mo a-ma-veere sja  w-en-ang-a.
25G-know-rv 2sG-find-suBy LOC AUG-6-milk how 2sG-desire-PROGR-FV

‘You will find in it milk as you desire. (B. E. cow care In 31)

In another procedural text, Ms. Carolyn Chesi describes how she makes the famous
Kenyan cornmeal dish vuchima. Ms. Chesi uses the ksmana future time construction
frequently throughout the text. The following are only a few samples:

(22) Man-a n-zj-e m-moreme, n-zj-e kw-ah-a i-ri-kove,
1sG.know-Fv 1sG-go-suBj Loc-farm  1sG-go-suBJ 15-pick AUG-5-veg.sp

‘Twill go to the farm, I will pick rikove, (C. C. lunchtime In 6)

(23) Gw-aaka-naar-a, 1-man-a 1-dook-e 1-saa, [imbe saa taano,
3-FUTPERF-shrivel-Fv 9-know-Fv 9-arrive-suBj Shour near hour five

‘Once (the greens) have shriveled, it will arrive at, close to eleven o’clock,
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saa siita, aa-m-bek-e ks ma-higa.
hour six CcONSEC2-1sG-put-SUBJ LOC 6-stove

twelve o’clock, then I will put (it) on the stove. (Ins 13-16)

(24) N-daaka-rik-a, man-a n-duk-e.
1SG-FUTPERF-put.water.on-rv 1sc.know-rv 1sG-make.cornmeal-suBjy

‘Once I've put water on, I will make the cornmeal.’ (Ins 37-38)

The verb ksmana ‘know’ only functions as an auxiliary if its subject and the subject of
the following verb are coreferential. Otherwise, it must be interpreted with full lexical
value, as in (25).

(25) Zjav-man-a ni-1-vet-a ks mu-nd,
SO 25G-know-Fv CONSEC-9-PASS-FV LOC 1-person
‘So you know when (the cow) passes by a person,
1-vor-e ke-mu-duj-a daave.
9-refrain-suBjy 15-1-hit-Fv  not
it will not hit him’ (B. E. cow care, In 133)

The semantic difference between the ksmana constructions with general future time
reference and the Subjunctive alone with such reference is as yet unclear. It is tempting
to assume this difference is epistemic or relates to the strength of the assertion, but this
is pure conjecture.

Botne (2009) describes a counterpart auxiliary construction using ‘to know’ in Lwitaxo
(Idakho). He identifies two functions of the construction: a “generic” function, “nor-
mally/ordinarily/typically do V” and a “culminative” function, “often suggesting a con-
sequence: ‘end up Ving, ‘ultimately V, or ‘in the end’” (2009: 93). He writes that the
culminative function “focuses on the event as the culmination of a series of events, while
the generic does not refer to any specific event” (2009: 95).

The formal difference between the two functions identified by Botne is the presence
of the ‘focus’ marker /n(i)/:’

(26)  Generic: SP;-man-a SP;-__-a
Culminative: ~ SP;-man-a n(i)-SP;-__-a

7 This form has been described as marking ‘focus’ (Dalgish 1979; Nurse 2006; Botne 2009). As Botne writes
(2009, fn 5): “There are five different functions associated with the form ni-: copula (COP), participial (PRT),
sequentive (SEQ) (often equivalent to ‘and’ or ‘then’), temporal ‘when’, and focus (FOC).” With nr-marked
verbs that are not preceded by an auxiliary, Botne’s sequentive use prevails in Logoori narratives. Some
speakers use ni-/n- more than others. (Over-reliance on ni-/n- seems to be a characteristic of less-proficient
speech, with more-proficient speakers varying their narrative devices.)

(i) Ma, nr-ko-tor-a Jjo, ma va-ande ni-va-zj-a...
then coNsEc-1pL-leave-Fv 9.there then 2-other CONSEc-2-go-Fv

“Then, we left there, then the others went... (M. L. today tomorrow Ins 21-22)

213



Hannah Sarvasy

Both of the equivalent constructions — and at least one other related one — are present
in the Logoori texts, but Botne’s description of their functions may not fit the Logoori
data.

At the end of one legend, Ms. Grace Otieno relates of the two protagonists:

(27) Mu-jaajina mu-kaana va-a-man-a va-a-romb-a ki-serero.
1-boy  cony 1-girl 2-rp-know-rv 2-Rp-make-Fv 7-wedding
‘The boy and the girl made a wedding’ (G. O. girls who wanted luck, In 78)

If this were equivalent to Botne’s description of the Idakho forms, we would expect
generic meaning, with no specific event indicated. That is clearly not the case. The
following lines from the same Logoori story also run counter to the Idakho analysis:

(28) Ja-a-nor-a r1-mbwa ha-aggo.
1-rp-find-Fv 9-dog  16-home
‘He found the dog at home.
Ja-a-man-a n-a-a-vogor-a 1-mbwa jrjo,
1-RP-know-Fv CONSEC-1-RP-take-Fv 9-dog 9.DEM
He took that dog,
n-a-a-taang-a ks-m-ben-a  na-jo.
CONSEC-1-RP-begin-Fv 15-?1-?stay-Fv CONJ-9
and started to stay with it. (G. O. girls who wanted luck Ins 39-41)

Following Botne’s description of Idakho, the presence of /n(1)-/ on the verb following
‘know’ should indicate “culminative” function. But here, only one event, the finding of
the dog, leads up to the taking of it — and surely the ‘start to stay with’ is more of an
end result than is the ‘taking’.

It seems that — in Logoori texts, at least — the greatest generalization possible about
non-future ksmana auxiliary constructions has to do with the types of lexical verbs used.
These may be considered, without exception, to be telic verbs: ‘make, ‘arrive, ‘go to the
farm, ‘take, ‘make cornmeal, ‘find, ‘remove from stove, ‘transform into, among others.

7.4 Narrative form /ma-/ or /aa-/ before Subjunctive for near future
times

Like other Bantu languages, Logoori is rich in ‘narrative’ forms that primarily function
in sequences of sentences or clauses. Two of these forms are probably dialectal variants
of a single form, comprising the discourse particle ma plus the inflected verb; this is
realized as ma- by some speakers and aa- by others.

When the narrative prefix ma-/aa- combines with the Subjunctive inflection, Mr. In-
dire considers the resulting form /ma-SP-__-e/ to have similar hodiernal/crastinal appli-
cation to the /ra-SP-__-a/ Near Future. Here, a narrative context is not necessary. In fact,
Mr. Indire used this form rather than the dedicated Near Future in describing his plan
for the next day:
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(29) Ma mu-gamba ma-m-bok-e, ma-n-zj-e ke 1-gaasi j-eende.
then 3-tomorrow NF2-1sG-wake-SUBJ NF2-1sG-go-sUBJ LocC 9-work 9-other

‘Then tomorrow I will wake up, then I will go to another job” (M. L today,
tomorrow In 62)

Although Mr. Indire introduced this form as an actual Near Future tense, in the cor-
pus it most commonly occurs on non-initial verbs in narrative sequences, indicating a
temporal or causal connection with the actions denoted by earlier verbs, as in (30):

(30) Aa-nz-ah-e neende mu-tere,
CONSEC2-1sG-uproot-suBj with ~ 3-veg.sp
aa-nor-e.
CONSEC2-separate.leaves.from.stems-suBj
‘I will uproot (it) together with umutere, then I will separate the leaves from
the stems. (C. C. lunchtime Ins 7-8)

In one instance in the corpus, this aa- occurs before a verb lacking the subjunctive
suffix -e, which clearly refers to a nonfuture event:

(31) Vj-age, kw-aat-a m-mba, a-vi-ivi.
8-barn 1pL-put-Fv Loc-house AUG-2-thief
‘As for the barns,® we have put (them) in the houses: thieves.
va-ku-no ko-no, w-kob-e zi-kwiiri, na  va-ku-temag-aa.
2-2sG-find LoC-DEM 2sG-beat-suBj 10-cries CONJ 2-2sG-chop-PRES.PROG
They find you there; cry out, and they are chopping you.
Aa-kw-aat-a ha vo-riri.
CONSEC2-1PL-put-Fv LOC 14-eating

(Thus) we have put (them) in the eating area.’ (Nichols & Ssennyonga 1976,
barns Ins 1-3)

Here, aa-kw-aat-a may be best analyzed as a narrative or consecutive form. It may be
that pre-SP aa- and its variant ma- simply mark this narrative form, with relative time
understood through other verbal inflections. Mr. Indire did not perceive a difference in
meaning between a ma-__-e future form uttered as part of a sequence of clauses versus
one uttered in isolation.

8 Conclusion

This paper has aimed to describe some of the complex usage patterns of recognized future
tense markers in Logoori texts, as well as additional constructions used to indicate future

8 ‘Barns’ here apparently refers to grain storage; rather than store food outside, it is now being stored
indoors.
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time. What can be gleaned from elicitation must be augmented with discourse analysis
to yield a fuller picture of the functions of tense forms.

The Near Future /SP-ra-__-a/ form is the most common future form found in the cor-
pus; it functions both in contexts where a hodiernal or crastinal future time is specified,
and in contexts in which epistemically-certain events are predicted to occur at unspeci-
fied future times. Scant evidence indicates that the Middle Future form /na-SP-__-e/ may
both serve to indicate post-crastinal time periods and possibly for purposes of politeness.
The /SP-raka-__-e/ form is called Far Future in the literature, but in at least one text it
seems to differ from the unspecified use of the Near Future primarily in epistemic cer-
tainty. In the corpus data it seems nearly interchangeable with the /ri-/ form. A second
Remote Future form with a longer vowel than the Middle Future form is unattested in
the corpus and is not found in previous descriptions of the language, but was produced
with consistent duration contrast by Mr. Indire.

It might seem that speakers of a language with so many future-related inflections
would not need to resort to periphrasis to discuss future time. But the Logoori texts
corpus shows otherwise; in fact, dedicated tense inflections are supplemented by the
Subjunctive, narrative forms and at least two auxiliary constructions to indicate future
time.

Abbreviations
1sG, etc. first person singular, etc.  1F indefinite future
1, 2, 3, etc. noun classes LoC locative
APPLIC applicative MF middle future
AUG augment NEG negative
CAUS causative NF, NF2 near future
CONJ conjunction POSS possessive
CONSEC, CONSEC2  consecutive forms PROG progressive
CONT continuous RECP recent past
DEM demonstrative RP remote past
FUTPERF future perfect RF remote future
FV final vowel SP subject prefix
GEN genitive SUBJ subjunctive
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Chapter 12

Quantification in Logoori

Meredith Landman

Pomona College

In this paper I examine how quantification is expressed in Logoori, a Luyia (Bantu) language
spoken in western Kenya. I focus on the two universal quantifiers in Logoori, viz., vuri
‘every’ and -oosi ‘all’. I show that these two quantifiers display a number of syntactic and
semantic differences and present a compositional analysis to account for those differences.
Throughout, I discuss how the Logoori patterns relate to previous cross-linguistic work on
quantification, both on Bantu (Zerbian & Krifka 2008) as well as across languages more
generally (Matthewson 2013).

1 Introduction

In this paper I examine how quantification is expressed in Logoori [ISO 639-3 rag], a
Luyia (Bantu) language spoken in western Kenya.! I focus mainly on the two universal
quantifiers in Logoori, namely, vuri ‘every’ (1a) and -oosi ‘all’ (1b).

(1) a. vuri muundu a-syeev-i.
every lperson 1-dance-psT

‘Every person danced.

b. vaandu v-oosi va-syeev-i.
2person 2-all  2sa-dance-psT

‘All the people danced’

AsIwill show, these two quantifiers display a number of syntactic and semantic differ-
ences. Though I focus on the two universal quantifiers, I will also compare their behavior
to other adnominal quantifiers in Logoori, such as -lla ‘one, some’ (2a) and -iinge ‘many,

much’ (2b).

1 All data are from field notes collected via elicitation interviews with Isaac K. Thomas, a native Logoori
speaker in his late 30s. In the orthographic conventions I use here, ng’ represents a velar nasal [n], ny a
palatal nasal [n], y a palatal glide [j], and ch a voiceless palatal affricate [tf]; tone is not transcribed.

chiarotti & Mokaya Bosire (eds.), Diversity in African languages, 219-234. Berlin:
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(2) a. vaandu va-lla va-syeev-i.
2person 2-one sA-dance-psT

‘Some people danced’
b. vaandu v-iinge va-syeev-i.
2person 2-many 2sA-dance-pST

‘Many people danced’

My main aims for this paper are two. First, to present compositional analysis of (uni-
versally) quantified nominals in Logoori; and second, to add to our knowledge of how
quantification is expressed across languages (cf. Matthewson 2013), and in Bantu specif-
ically (Zerbian & Krifka 2008). As the latter authors point out in their recent survey of
Bantu quantification, more work is needed in this area:

A literature review on quantification in (whatever) Bantu languages reveals that
few studies exist which touch upon quantification... The huge variety found among
the Bantu languages as well as the gaps in documentation necessitate further de-
tailed work on aspects of quantification. (Zerbian & Krifka 2008: 383, 412)

The remainder of this paper is organized as follows. In §2, I introduce the basic differ-
ences between the two universal quantifiers. In §3, I present a compositional analysis of
the quantifiers, taking as a starting point work by Matthewson (2013) on quantification
across languages. In §4, I consider some additional patterns that fall outside the scope
of the proposed analysis; and in §5, I conclude the paper and articulate some questions
for further research.

2 Basic differences between the two universal quantifiers

2.1 The main semantic difference: Distributivity

The main semantic difference between vuri and -oosi regards distributivity (see Gil 1995;
Vendler 1962; among others). While -oosi is non-distributive (i.e., it permits distributive
or collective interpretations), vuri is necessarily distributive. Consider, e.g., (3), which is
ambiguous. On its distributive reading, (3) is true just in case each person individually
lifted a car. On its collective reading, (3) is true just in case all the people together lifted
a car.

(3) vaandu v-oosi va-geeng-i mudoga.
2person 2-all  2sa-lift-psT car

‘All the people lifted a car v distributive, v collective
Vuri, in contrast, only permits a distributive reading:

(4) wvuri muundu a-geeng-i mudoga.
every 1-person 1sa-lift-psT car

‘Every person lifted a car’ v/distributive, xcollective
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Accordingly, when a collective reading is forced, for example by adding the adverb
halla ‘together’ as in (5), -oosi is grammatical (5a) while vuri is not (5b).

(5) a. vaandu v-oosi va-geeng-i mudoga halla.
2person 2-all  2sa-lift-psT car together

‘All the people lifted a car together’

b. *vuri muundu a-geeng-i mudoga halla.
every 1-person 1sa-lift-psT car together

Similarly, inherently collective predicates such as kuvugaana ‘to gather, meet’ may
combine with -oosi (6a) but not with vuri (6b).

(6) a. vaandu v-oosi va-vugaan-i.
2person 2-all 2sa-gather-psT

‘All the people gathered’

b. *vuri muundu a-vugaan-i.
every 1-person 1sa-gather-psT

This semantic difference (i.e., distributivity) is also apparent in the types of nominals
each quantifier may combine with. As is typical for a distributive universal quantifier (cf.
Gil 1995), vuri most naturally combines with singular count nouns (7a). If vuri combines
with a plural (7b) or mass noun (7c), individuated readings result, e.g., groups of books
and bottles of water. In contrast, -oosi may naturally combine with singular count nouns
(8a), plural count nouns (8b), or mass nouns (8c).

(7) a. sGcount
soom-i vuri  ki-tabu.
1sG.sAa.read-PsT every 7-book
‘I read every book’

b. PL count
soom-i vuri vi-tabu.
1sG.sA.read-PsT every 8-book
‘I read every group of books.

C. MASS
ngur-i vuri ma-zi.
15G.sA.buy-psT every 6-water

‘I bought every (bottle of) water’

(8) a. sGcount
soom-i ki-tabu ch-oosi.
1sG.sA.read-psT 7-book 7-all

‘I read all of the book. or ‘I read the whole book’
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b. PL count
soom-i vi-tabu vy-oosi.
1sG.sA.read-psT 8-book 8-all
‘I read all the books.

C. MASS
ngur-i ma-zi g-00si.
15G.sA.buy-psT 6-water 6-all
‘I bought all the water’

2.2 Syntactic and morphological differences

Vuriand -oosi also display a number of syntactic and morphological differences. I observe
five here.
First, -oosi is post-nominal (9a-b), while vuri is pre-nominal (10a-b).

(9) a. vaandu v-oosi va-syeev-i.
2person 2-all 2sa-dance-pPsT
‘All the people danced.
b. *v-oosi vaandu va-syeev-i.
2-all  2person 2sa-dance-pPST

(10) a. vuri muundu a-syeev-i.
every Iperson 1sa-dance-pPST

‘Everyone danced.

b. *muundu vuri a-syeev-i.
lperson every 1sa-dance-PsT

In this respect, -oosi patterns with all other adnominal modifiers (such as adjectives,
numerals, possessives, demonstratives, and relative clauses). These also canonically ap-
pear post-nominally (11a-b).

(11) a. vaandu {yavo/va-lla/va-vere/va-nene} va-syeevi.
2person {2those/2-one/2-two/2-important} 2sa-dance-pPsT

{Those/some/two/important} people danced’

b. *{yavo/va-lla/va-vere/va-nene} = vaandu va-syeevi.
{2those/2-one/2-two/2-important} 2person 2sa-dance-psT

A second syntactic difference regards co-occurrence with a pronoun. While -oosi may
co-occur with a pronoun (12a), vuri may not (12b). Here too, -oosi patterns with other
adnominal modifiers, which also may co-occur with a pronoun (12c).
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(12) a. kunyi v-oosi ku-syeev-i.

we  2-all 1pr.sa-dance-psT
‘We all danced.”

b. *vuri kunyi {a-syeev-i / ku-syeevi}.
every we  {Isa-dance-psT / 1PL.sA-dance-PST}
(Intended interpretation: “We each danced.)

c. kunyi {va-lla/va-vere/va-nene/v-iinge} = ku-syeev-i.
we  {2-one/2-two/2-important/2-many} 1pL.SA-dance-PST

‘We {some/two/important/many} danced’

A third difference regards co-occurrence with a null head noun. While -oosi may
appear on its own, i.e., with a null head noun (13a), vuri may not (13b).? Here, too, -oosi
patterns with all other adnominal expressions, which may also appear on their own (13c).

(13) a. v-oosi va-syeev-i.

2-all 2sa-dance-psT
‘All danced’

b. *vuri a-syeev-i.
every 1sa-dance-PsT
(Intended interpretation: ‘Everyone danced.)

c. {va-lla/va-vere/va-nene/v-iinge}  va-syeev-i.
{2-one/2-two/2-important/2-many} 1pL.sA-dance-pST

‘{Some/two/important/many} danced’

Finally, -oosi must agree in noun class with the head noun, as the paradigm in Table 1
shows. Vuri, in contrast, is morphologically invariant.

Table 1: Noun class agreement paradigm for -oosi

SINGULAR PLURAL

1 woosi 2 voosi

3 gwoosi 4 joosi

5 rioosi 6 goosi

7 choosi 8 vyoosi

9 yoosi 10 zyoosi

11 ruwoosi 12 koosi

13 twoosi 14 vwoosi
10 gwoosi

2 Examples (13a) and (13c) can only be used when it is clear from the context what the head noun refers to,
e.g., in answer to a question like ‘How many people danced?’
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In this respect, too, -oosi behaves like all other adnominal modifiers, which also must
agree with the head noun.?

2.3 Summary of differences between the two universal quantifiers

Table 2 provides a summary of the differences between -oosi and vuri. In brief, their
semantic properties accord with familiar differences between non-distributive and dis-
tributive quantifiers. Syntactically speaking, we see a divide that will factor into the
analysis developed below.

Table 2: Summary of differences between -oosi and vuri

00si vuri
Distributive only yes no
Combines with sG count yes no
Combines with PL count yes if individuated
Combines with MAss yes if individuated
Post-nominal yes no
Co-occurs with a pronoun yes no
Occurs on its own yes no
Agrees in noun class yes no

3 Analysis

In this section, I present a compositional analysis of vuri and -oosi. 1 take as a start-
ing point the cross-linguistic generalizations for different types of universal quantifiers
observed by Matthewson (2013).

3.1 Cross-linguistic generalizations for universal quantifiers

Matthewson (2013) presents a preliminary typology of quantifiers. She looks at 37 lan-
guages from 25 different families and finds that while there is variation in the syntactic
behavior of different quantifiers, the syntax/semantics correspondence is not random.
Specifically, she reports the following two tendencies for universal quantifiers. First, she
observes that distributive universal quantifiers such as English every tend to “combine
directly with NP, while other quantifiers do not” (Matthewson 2013: 36). That is, dis-
tributive quantifiers tend to be determiner quantifiers (henceforth D-quantifiers) (as in

3 However, -oosi displays the same agreement morphology as demonstratives, rather than adjectives. This
sets -oosi apart from the other two Logoori quantifiers, -lla ‘one, some’ and -iinge ‘many’, which do agree
like adjectives. A similar pattern is observed by Krifka (1995) and Zerbian & Krifka (2008) for Swabhili -ote
‘all’.
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Barwise & Cooper 1981). Syntactically, a D-quantifier heads a DP and combines directly
with NP (see e.g. Heim & Kratzer 1998: 146):

(14) [pplpeveryllypperson]]

Semantically, a D-quantifier combines with an NP predicate, type <e, t>, to form a gen-
eralized quantifier, type «e, t>, t> (Montague 1973; Barwise & Cooper 1981). Accordingly,
as a universal quantifier, every can be assigned the lexical denotation in (15):

(15)  [every] = [Af<e> [Mg<e,e> Vel f(z) = g(@)]]]

This denotation would yield a distributive interpretation for every, stipulating that
quantification is over atomic individuals.?

Matthewson’s second generalization regards universal quantifiers translated as ‘all’.
These quantifiers, she observes, tend to combine with a full DP. For example, English all
can be analyzed syntactically as a Q (henceforth, a Q-quantifier), which combines with
a full DP to form a QP (Matthewson 2001):

(16) [oploallllppthe people]]

Semantically, all combines with an individual-denoting DP (such as a definite plural),
type e, to produce a generalized quantifier, type «e, t>, t>. I adopt the formalism of
Zimmermann (2014) here, which is based on Matthewson (2001):

17)  [all] = [Aye-[Ag<e,e> Va[z<y — g(x)]]]

Because all quantifies over subparts (x < y) of the individual denoted by DP, distribu-
tive and collective interpretations are both possible. In the case that the subparts are
atomic, a distributive interpretation results, and in the case that there is only one sub-
part (i.e., x = y), a collective interpretation results.

In the next subsection, I look at whether Matthewson’s generalizations hold for the
two Logoori universal quantifiers. As Zimmermann (2014) points out, African languages
are under-represented in Matthewson’s survey, representing just four of the thirty-seven
languages: Igbo (Igoboid), Koromfe (Gur), Fongbe (Kwa), and Xhosa (Bantu). Zimmer-
mann (2014) additionally supports Matthewson’s generalizations with data from the
West African languages Hausa (Zimmermann 2013) and Wolof.

3.2 Do Matthewson’s generalizations hold for the Logoori universal
quantifiers?

3.2.1 Vurias a D-quantifier

The D-quantifier analysis can naturally be extended to vuri. By this account, vuri would
have the syntax in (18) and the semantics in (19).

4 Distributivity may alternatively come from another source; this is not crucial to my analysis.
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(18)  [pplpvuri][ypmuundu]]
(19)  [vuri] = [Mf<et>-[Ag<e,t> Ve[ f(z) = g(z)]]]

This analysis fares well with the properties observed for vuri above (summarized in
Table 2). That vuri is distributive is accounted for, again stipulating that quantifica-
tion is over atomic individuals in (19). That vuri most naturally combines with singular
count nouns would be expected, assuming that singular count nouns denote properties
of atomic individuals. In the case that vuri combines with plurals or mass nouns (which,
under standard assumptions, do not denote atomic individuals, see e.g. Link 1983), se-
mantic coercion would yield individuated readings. That vuri is necessarily pre-nominal
is expected, assuming that DP is head-initial, as phrasal categories in Logoori generally
are. That vuri may not co-occur with a pronoun would be accounted for if pronouns
occupy D, i.e., vuri and pronouns occupy the same position. Independent evidence that
Logoori pronouns do occupy D is provided by examples like (20), in which pronouns may
co-occur with an overt head noun (see Postal 1996, among others, for relevant arguments
that such co-occurring pronouns are in D).

(20) kunyi vaana ku-syeev-i.
we  2child 1pL.sA-dance-psT
‘We children danced.

This leaves just two properties of vuri unaccounted for: (a) that vuri may not occur on
its own; and (b) that it agrees with the head noun. However, neither of these properties
provides evidence against the D-quantifier analysis, either; they are consistent with it,
though unaccounted for. Thus, on the whole the D-quantifier account of vuri is a good
fit.

3.2.2 -Oeosi as a Q-quantifier

The status of -oosi is most interesting here given Matthewson’s generalizations, as it
is less clear that it behaves like a Q-quantifier. By the Q-quantifier account, -oosi, like
English all, would have the syntax in (21) and the semantics in (22).

(21) [gpl[ppvaandu][voosi]]
(22)  [-oosi] = [Aye.[Ag<e,t> Va[z<y = g(@)]]]

For the most part, a Q-quantifier account is consistent with the properties summarized
for -oosi in Table 2. That -oosi allows for distributive or collective interpretations, and
combines with singular, plural, or mass nouns would be accounted for, given its lexical
denotation in (22). That -oosi may co-occur with a pronoun would be accounted for if
pronouns occupy D, since the two would appear in distinct positions. That -oosi may
appear alone, without the head noun, is also expected, if the head noun can be null.
Finally, that -oosi agrees in noun class with the head noun would follow if Q agrees. What
would not be expected on this account is that QP would be head-final, since Logoori is
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otherwise head-initial; this is reason to consider an alternative, and arguably simpler,
account. Such an account is detailed in the next section.

3.2.3 An alternative: -oosi as a DP-internal modifier

A clear alternative to analyzing -oosi as a Q-quantifier is to analyze it instead as a DP-
internal adnominal modifier, given the range of properties that -oosi shares with all other
adnominal modifiers. As a DP-internal modifier, -oosi would have the syntax in (23).

(23) [pplnpvaandu][4pvoosi]]

There are, I believe, several points in favor of a DP-internal syntactic analysis for
Logoori -oosi. First, -oosi has the same syntactic distribution as all other adnominal ex-
pressions, as observed above. Other adnominal modifiers also are post-nominal, may
co-occur with a pronoun, may appear on their own, agree in noun class with the head
noun, and combine with singular count, plural count, or mass nouns. All of these prop-
erties are consistent with the structure in (23).

A second point in favor of treating -oosi as internal to the DP is illustrated by (24),
which shows that vuri and -oosi may actually co-occur within the same nominal phrase.
Here, -oosi appears to be interpreted within the scope of vuri, thus also suggesting that
it is positioned within the DP (at least on this interpretation).

(24) soom-i vuri ki-tabu ch-oosi.
1sG.sA.read-psT every 7-book 7-all

‘I read every whole book

A third indication that -oosi is positioned within DP is that it may precede DP-internal
modifiers, such as adjectives or numerals. Although -oosi can follow possessives, demon-
stratives, adjectives, and numerals (25a), it may also precede all of them (25b). This sug-
gests that -oosi is internal to DP (or at the very least can be).

(25) a. vaana {vaange/yavo/va-nene/vya Chazima/va-vere} v-oosi
2children {2my/2those/2-important/2of Chazima/2-two} 2-all
va-gon-aa.
2sA-sleep-PRs
‘All {my/those/important/of Chazima’s/two} children are sleeping’

b. vaana  v-oosi{vaange/yavo/va-nene/vya Chazima/va-vere}
2children 2-all  {2my/2those/2-important/2of Chazima/2-two}
va-gon-aa.
2sA-sleep-PRs

‘All {my/those/important/of Chazima’s/two} children are sleeping’

5 This, in fact, is what Zerbian & Krifka (2008) suggest for Swahili -ote ‘all, any’. Moreover, they report
that “Bantu languages have few genuine quantifiers. Rather, these languages display a range of adnominal
modification with quantitative interpretation.” (p. 401)
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Summarizing, given that -oosi (a) behaves syntactically just like all other adnominal
modifiers, and (b) may co-occur with vuri, the simplest analysis of -oosi would be to treat
it as a DP-internal modifier (23).

Positioning -oosi internal to the DP raises the question, however, of how best to ana-
lyze it semantically. As sister to NP, -oosi is expected to combine with an NP predicate,
type <e, t>. I see two possibilities for a compositional analysis here. The first is sug-
gested by Zerbian & Krifka (2008) for Swahili -ote ‘all, any’, which they propose “can be
analyzed as constructing the sum individual of all the entities that fall under the noun
it applies to (cf. Link 1983)” (p. 401). -Oosi might also be analyzed as mapping predicates
to sum individuals. Alternatively, Brisson’s (1998; 2003) account of English all could be
extended to Logoori -oosi. Brisson argues that English all is not a quantifier, but rather re-
stricts the domain of a covert distributive operator on the VP. Though Brisson analyzes
English all syntactically as a DP adjunct, her semantics could be extended to Logoori
-00si.

3.2.4 Summary of the analysis

This subsection summarizes the analysis. Vuri is a D-quantifier. This fits Matthewson’s
generalization for distributive quantifiers. It is also consistent with Zerbian & Krifka’s
observation that in Bantu, “...marked formatives are used for the expression of the univer-
sal quantifier ‘every’” (p. 401), as vuri is the only quantificational expression in Logoori
that is pre-nominal and does not display noun class agreement.

-Oosi, in contrast, is a DP-internal modifier. Its semantics can be modeled either as
mapping sets to sum individuals (as Zerbian & Krifka 2008 suggest for Swabhili -ote ‘all’),
or as a domain restrictor (Brisson 1998; 2003).

The syntactic and semantic properties of -oosi are interesting given Matthewson’s
cross-linguistic generalizations for universal quantifiers translated as ‘all’. Matthewson
presents her generalizations as tendencies, and not absolutes, but it is interesting that
-oosi does not seem to fit the observed Q-quantifier pattern for ‘all’-type quantifiers.

4 Other patterns regarding vuri and -oosi

In this section I document several other patterns regarding vuri and -oosi in an effort
to lay the groundwork for future research on quantification in Logoori. In §4.1 I look
at how the two universal quantifiers interact scopally with other quantificational nom-
inals (albeit preliminarily, since judgments for scope are difficult to obtain in fieldwork
contexts). In §4.2 I look at how the universal quantifiers interact scopally with negation
(again, preliminarily). In §4.3 T observe a range of additional interpretations available for
-oosi, beyond just ‘all’, which are not accounted for by the proposed analysis.

228



12 Quantification in Logoori

4.1 Scope

In this subsection I look at how vuri and -oosi interact scopally with other nominal quan-
tifiers. The aim is to more comprehensively understand the semantic properties of each
quantifier.

Both vuri and -oosi interact scopally with bare nouns. Consider (26a), for example, in
which the bare noun ridisha ‘window’ is subject and vuri murumu ‘every room’ is object.
(26a) is scopally ambiguous. On the surface scope reading, ridisha ‘window’ scopes over
vuri murumu ‘every room’. In this case the sentence is true just in case there is one
particular window that is in every room (the pragmatically odd reading here). On the
inverse scope reading, vuri murumu ’every room’ scopes above ridisha ’window’. In this
case the sentence is true just in case every room has a (potentially different) window.
The same ambiguity is available for -oosi, as (26b) illustrates.

(26) a. ri-dirisha ri-vey-e  vuri mu-rumu.
5-window 5-have-pPRrs every 3-room

i. “There is one particular window that is in every room.
ii. ‘Every room has a potentially different window.

b. ri-dirisha ri-vey-e mu zi-rumu zy-oosi.
5-window 5-have-pPrs with 3-room 3-all

i. “There is one particular window that is in all rooms’
ii. ‘All rooms have a potentially different window.

Vuri and -oosi also interact scopally with nomimals modified by -lla ‘one, some’. For
example, (27a) is scopally ambiguous. On the surface scope reading, ridisha llara ‘one
window’ scopes over vuri murumu ‘every room’. In this case, the sentence is true just in
case there is one particular window that is in every room. On the inverse scope reading,
vuri murumu ‘every room’ scopes above ridisha llara ‘one window’, so that the sentence
is true just in case every room has one (potentially different) window. The same ambi-
guity is again available for -oosi, as (27b) illustrates.

(27)  a. ri-dirisha lla-ra ri-vey-e  vuri mu-rumu.
5-window 5-one 5-have-PRrs every 3-room

i. “There is one particular window that is in every room.’
ii. ‘Every room has one potentially different window.

b. ri-dirisha lla-ra ri-vey-e mu zi-rumu zy-oosi.
5-window 5-one 5-have-pRs with 3-room 3-all

i. “There is one particular window that is in all rooms’
ii. ‘All rooms have one potentially different window’

Summarizing this subsection, both vuri and -oosi interact scopally with bare nominals
and nominals modified by -lla ’one, some’ (i.e., existentially quantified nominals). In
particular, both vuri and -oosi permit inverse scope interpretations with respect to these
nominals.
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4.2 Negation

In this section Ilook at how vuri and-oosi interact with negation. Like many other Bantu
languages (Zerbian & Krifka 2008), there is no counterpart to the negative English deter-
miner no in Logoori. There are, instead, different ways of expressing propositions such
as ‘No one danced. One option often volunteered by my consultant is to use -oosi in
combination with the clausal negation mba ‘NEG” and the morpheme ku:®

(28) muundu woosi a-syeev-i ku mba.
Iperson lall 3sa-dance-PST KU NEG

‘No one danced’

Vuri and -oosi behave differently in negated sentences. Vuri may occur as subject
of a negated sentence (29a), in which case it must scope above negation. It is judged
ungrammatical as object (29b).

(29) a. vuri muundu a-nyar-a ku mba.
every lperson 1SA-mess.up-PST KU NEG

‘Every person did not mess up’

b. *ya-yaanz-a muundu vuri mba.
1sA-like-PRS lperson every NEG

In contrast, -oosi is interpreted as an existential (negative polarity item) in negated
sentences, whether subject (30a) or object (30b).

(30) a. muundu w-oosi a-nyar-a ku mba.
Iperson 2-all 1sA-mess.up-PST KU NEG

‘No one messed up.

b. ya-yaanz-a vaandu v-oosi mba.
1sA-like-PRs 2person 2-all NEG

‘He doesn’t like anyone.

4.3 A range of interpretations for -oosi

Though I have focused on the ‘all’ interpretation of -oosi, there are a number of other
interpretations available for -oosi in Logoori. I review these briefly here.

First, as observed earlier, -oosi can mean ‘whole’ when it modifies a singular count
noun:

(31) a-syoom-i ki-tabu ch-oosi.
1sA-read-psT 7-book 7-all

‘She read the whole book.

6 T have glossed ku here as kU because I am unsure of its semantics; see, however, Bowler & Gluckman (2015)
for an account of the semantics of ku.
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Second, as also observed above, -0osi is interpreted as an existential (negative polarity
item) in a negated sentence:

(32) muundu w-oosi a-nyar-a ku mba.
lperson 2-all 1sA-mess.up-PST KU NEG

‘No one messed up.

(33) ya-yaanz-a vaandu v-oosi mba.
1sA-like-PRs 2person 2-all NEG

‘He doesn’t like anyone’
Finally, -oosi permits free choice interpretations in intensional or modal contexts (34).

(34) muundu w-oosi a-nyar-a  ku-syeev-a.
lperson l-any 1sA-can-PRS INF-dance-PRS

‘Anyone can dance’

It is possible that a single semantic analysis of -oosi accounts for all of its possible
interpretations; I leave this issue for future research.

5 Conclusion

In this paper, I have documented and analyzed universally quantified nominals in Lo-
goori. Specifically, I have analyzed vuri ‘every’ as a D-quantifier, and -oosi ‘all’ as a
DP-internal modifier. More broadly, the study has added to our knowledge of how
quantification is expressed in Bantu, as well as how the Logoori patterns relate to previ-
ous cross-linguistic work on quantification, both on Bantu (Zerbian & Krifka 2008) and
across languages more generally (Matthewson 2013). The study has articulated the fol-
lowing questions for future research: (i) what exactly are, and what accounts for, scope
interactions among Logoori quantifiers; and (ii) can a unified account of the range of
interpretations available for -oosi be achieved?
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Abbreviations

Numerals indicate Bantu noun classes.

coMP complementizer PST past
NEG negation sa  subject agreement
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Chapter 13

The syntactic structure of negation in
Ndebele
Ross Burkholder

University of Chicago

This paper examines the structure of negation in Ndebele, a Bantu language of Zimbabwe.
The paper argues for the presence of a null verbal element in some types of Ndebele clauses.
In addition, the claim is made that the two pieces of Ndebele bipartite negation are realiza-
tions of two different nodes, a higher NegP node and a lower TP node which is sensitive
to polarity. Two primary pieces of evidence support this hypothesis. First, adopting such a
structure allows us to treat the negative prefix -nga- and the negative suffix -anga- as a sin-
gle morpheme, contrary to current proposals (Buell 2004; 2005; Khumalo 1981; 1982; Sibanda
2004). Second, introducing a null verbal element where proposed provides an explanation
for previously unaccounted for data in the realm of adjectival predicates.

1 Introduction

This paper closely examines the structure of negation in Ndebele,! a Bantu language
spoken in Zimbabwe. The paper argues for the presence of a null verbal element which
occurs in some types of Ndebele clauses. In addition, the claim is made that the two
pieces of Ndebele bipartite negation are realizations of two different nodes, a higher
NegP node and a lower TP node which is sensitive to polarity. There are two primary
pieces of evidence in favor of this hypothesis. The first is that adopting such a structure
allows us to treat the negative prefix -nga- and the negative suffix -anga- as a single
morpheme, contrary to current proposals (Buell 2004; 2005;> Khumalo 1981; Khumalo
1982; Sibanda 2004). A second piece of evidence is that introducing a null verbal ele-
ment where proposed provides an explanation for previously unaccounted for data in
the realm of adjectival predicates. §2 will introduce necessary background information
on the language. §3 will introduce our proposed clausal structure as it relates to the nega-
tion of simple tense verbal predicates. In addition, §3 will show how the distribution of
negative morphemes in Ndebele can be accounted for via agreement with a series of bi-
nary features. §4 will show how null verbal projections can be utilized to deal with both

! Guthrie Code: S.44
2 Buell (2004; 2005) make this argument for Zulu, an extremely closely related language.

Ross Burkholder. 2016. The syntactic structure of negation in Ndebele. In Doris
I L. Payne, Sara Pacchiarotti & Mokaya Bosire (eds.), Diversity in African languages,
235-254. Berlin: Language Science Press.
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positive and negative adjectival predicates. §5 extends the argument to imperatives. §6
concludes the paper.

2 Background

Negation in Ndebele shows a bipartite distribution, as demonstrated in (1).

(1) ka-ngi-pheg-i.
NEG-1.SM-CO0OK-PRS.NEG

‘T do not cook.

For this reason it will make sense to refer to negative affixes as either prefixal or
suffixal, depending on their linear surface relation to the verb root. Thus it can be seen
from (1) that ka- is a negative prefix, while i- is a negative suffix.> The negative affix that
we will be primarily describing in this paper, however, seems to behave differently from
the two demonstrated in (1) in that it can appear as either a prefix or a suffix.

(2) a. isi-lwane be-si-nga-nhle.
7-lion  COP-7.SM-PST.NEG-pretty
“The lion wasn’t pretty’
b. um-fana ka-khal-a-nga.
1-boy  NEG-cry-EP-PST.NEG

“The boy wasn’t crying’

The claim that the two negative morphemes in bold font in example (2) are the same
morpheme is particular to this paper. In previous analyses these two morphemes are
listed separately, with nga- being listed as a negative prefix and -anga being listed as
a suffix (Sibanda 2004; Khumalo 1981; Khumalo 1982).* The goal of this paper will be
to show that not only is it possible to analyze the two morphemes in (2) as a single
morpheme, but to show that in addition to being a simpler analysis, this analysis is also
able to deal with previously unaccounted for data.

3 Analysis of simple tense verbal predicates

3.1 Agree

This analysis makes use of a system of Agree loosely based on the one described in
Zeijlstra (2010). In his paper, Zeijlsta agrees with Boskovi¢ (2007) that Agreement is
unidirectional. Unlike Boskovi¢, however, Zeijlstra argues that this direction is upwards

3 The negative affix ka- can appear with or without the initial /k/ sound depending on context; thus, it is
referred to as ka- throughout.
% In addition, the separation of suffixal -anga into an epenthetic vowel -a- and suffix -nga is unique to this

paper.
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rather than downwards. Zeijlstra argues that one of the advantages of this type of sys-
tem is that it can account for patterns of negative concord by allowing several lower
nodes to Agree with a single higher node without constituting a violation of relativized
minimality (Rizzi 1989). It is this aspect of Zeijlstra’s system which will be particularly
useful to the analysis of negation in this paper. In this paper, a middle ground is struck
which preserves the heart of the Agreement system proposed by Zeijlstra and Boskovi¢,
but which loosens the directionality requirement to one direction for a single instance
of Agree, in general allowing both upward and downward agreement.

Utilizing this analysis of Agree, the realizations of the polarity node can be determined
by a series of binary features (Polarity, Past, Verbal) while the realization of tense nodes
can be captured by a trinary feature (Tense) and two binary features (Neg, Verbal).

(3) Agree: a can Agree with g iff:
a. « carries at least one uninterpretable feature and 3 carries a matching inter-
pretable feature.
b. 8 c-commands o« OR « c-commands (3.
c. (3 is the closest goal to a.

As mentioned above, Ndebele has a bipartite system of negation. The claim made in
this paper is that the higher of these two nodes is a true polarity projection, while the
lower node is a tense node which is sensitive to polarity. The realizations for the polarity
node, which is sensitive to the tense of the clause and whether the clause is verbal or
nonverbal, are given below. In the tables below, the different realizations are given in
the first row, and the featural distribution(s) which produce each of these realizations
are given in the subsequent rows. Thus each column represents a featural distribution
(pluses and minuses) whose morphological realization is the first row in that column. In
Table 1, for example, the realization of the morpheme is null (shown in the first row)
regardless of the featural distribution (the arrangement of pluses and minuses in each
column beneath). This is not the case for the realizations of negative polarity shown in
Table 2. In Table 2 there are two possible realizations depending of the featural distribu-
tion. Tables for the tense nodes will be given in the relevant sections.

Table 1: Realizations of Positive Polarity

Past + + - -
Verbal + - + -

3.2 Present tense

This section provides an introduction to the clausal structure proposed in this paper by
showing how it accounts for simple present tense sentences such as those given in (4).
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Table 2: Realizations of Negative Polarity

Past + |+ - -
Verbal -+ o+ -

(4) a. ngi-pheg-a.
1.SM-cOOk-PRS
‘T cook.
b. ka-ngi-pheg-i.
NEG-1.SM-COOK-PRS.NEG

‘I do not cook.
The realization of present tense morphemes is given in Table 3.

Table 3: Realizations of Present Tense

il-al| -0
Neg + -+ -
Verbal + | + | - -

In other Bantu studies, the morpheme -a found in (4a) is often glossed as a final vowel
(Khumalo 1981; Khumalo 1982; Sibanda 2004). In the analysis presented in this paper,
however, it will be treated as a realization of the tense node, as demonstrated both in
Table 3 and the tree structures given in (5-8). Due to the abundance of Agreement and
movement in the examples given, four tree structures are given, each of which highlights
particular aspects of the tree. In (5-8), dotted lines are used to show Agreement, while
solid lines are used to show overt movement. Arrows are used to show the direction
of both movement and Agreement; thus a dotted line with arrows pointing in both di-
rections shows Agreement between two nodes in both directions. Following Chomsky
(2001), this analysis makes use of a distinction between interpretable and uninterpretable
features. Uninterpretable features, demarcated by a ‘u’ before the feature name, must
be checked in order for the utterance to be grammatical. Uninterpretable features are
checked when they Agree with a matching interpretable feature (demarcated by an I’
preceding the feature name). Strikethrough is used in (6) and (7) to show that uninter-
pretable features are checked. (5) gives the underlying structure of the tree before Agree
or movement have taken place. (6) shows how the proposed system of Agree works to
successfully check all uninterpretable features, while (7) demonstrates movement of the
verb from the V(erb) to the T(ense) node (V-T movement). (8) is a simplified tree struc-
ture representing (4a). This structure exemplifies the kind of simplified tree structure
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that will be utilized throughout the remainder of this paper where only the dotted lines
of agreement are shown, and uninterpretable features do not use strikethrough even
when checked so as to remain clear to the reader. Paths of movement can still be easily
noted in the simplified tree structure by the placement of traces (t) coindexed with the
lexical material.

®) PolP
/\
TP
iPol:+neg
u\
uVerb
u

T VP

\

i ngi-Pheg
iT:—Past iVerb
iV:‘+V

uPol
() PolP
/\

a TP
iPol:+neg

N

T VP
// // ‘
;7 i ngi-pheg
i iT:-Past iVerb
¥ iV:+V ko
AR uPel ,/
() PolP
/\
a TP
iPol:+neg

uv
T VP

— T~ /\
ngi-pheg; i ti

iT:—Past jvérb
iv: | +V
wPol
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(®) PolP
/\
Q TP
iPol:-neg
uT
uv
. T VP
/// /\ /\
/ ngi-pheg; a b
! iT:-Past iVerb
', iV:+V
N uPol

The reasoning for positing that final vowels are generated under tense is as follows.
First, both positive and negative realizations of the final vowel contribute semantically
to tense. Indeed, in examples such as (4) they are the only overt markers of tense. Fur-
thermore, the complementary distribution of final vowels and negative suffixes makes
an argument which treats them as generated under separate nodes undesirable. The so-
lution presented in this paper accounts for these facts by positing that final vowels and
negative suffixes are both generated under a tense node which is sensitive to the polarity
of the sentence as well as other clausal information (discussed further in §4).

Returning to the discussion of the simple present tense sentences in (4), the system
of Agreement discussed in §3.1 is demonstrated. As can be seen from the trees in (6)
and (7), there are two primary nodes which participate in Agreement, PolP and TP. Each
of these nodes is in an Agreement relationship with the other, and the Agreement rela-
tionship is largely symmetrical. Tense carries an interpretable tense feature as well as
an interpretable feature which dictates whether the clause is verbal or nonverbal (+V or
-V). The uninterpretable polarity feature on the tense node is checked by its Agreement
relationship with PolP. PolP carries the interpretable feature polarity as well as two un-
interpretable features, tense and uV, which is sensitive to whether or not the clause is
verbal. Both of these uninterpretable features are checked by TP. Different realizations of
these nodes are treated as separate lexical items, and thus can carry slightly different fea-
tural arrangements. Note that the negative polarity node also carries an uninterpretable
uVerb feature (that positive polarity does not) which is checked by the verb. In verbal
sentences this feature causes no distinguishable difference, and will thus be discussed
in §4 on adjectival predicates. In general, relevant featural differences in the different
realizations will be discussed in the corresponding sections. The Agreement relationship
between PolP and TP will be a key component of the analysis presented here.
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3.3 Past tense

The same analysis used for present tense clauses in §3.2 directly applies to past tense
clauses (Table 4), as demonstrated in (9-11).

(9) a. mina ngi-khal-e.
I 1.SM-Cry-PST
‘Twas crying.
b. mina a-ngi-khal-a-nga.
I NEG-1.SM-CI'y-EP-PST.NEG

‘I wasn’t crying’

Table 4: Realizations of Past Tense

-nga- | -e- | 0
Neg + + - -
Verbal + - + | -

The sentences in (9) are quite similar to the present tense sentences in (4). The trees
are provided in (10-11).

(10) PolP
/\
@ TP
iPol:-neg
uT
uVv
L ’ T VP
/ / /\ /\
/ ngi-khal; e ti
! iT:+Past iVerb
'\ ViV
' uPol L
N uVerb -

~ 7

hd - Phd
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(1) PolP
/\
TP
iPol:+neg
u
v
_uVerb
o7 T VP
// .7 — T~
I/ /, ’ ngi-khali a—r‘lga t‘l/\
L iT:+Past iVerb
o vy e
\ \ uPol ‘0
Lo uVerb /-
\ Teel_ -7 \‘/5

Lexical differences aside, the noteworthy difference from the present tense sentences
discussed in §3.2 is the interaction between the verb and the negative past tense suffix
-nga-> Excluding the final vowel, all verbs in Ndebele end in consonants and maintain a
CV syllable structure. Of the four morphemes generated under the tense node, only -nga-
begins with a consonant. The result of this is that while the other three tense realizations
fit into a CV pattern, head movement of a consonant final verb to the consonant initial
tense marker -nga- would result in a CCV syllable. The result of this problem is that the

default vowel a is epenthesized between the end of the verb and the beginning of the
tense morpheme (Table 5).

Table 5: Realizations of hamba ‘go’

Present Past

Positive ~ hamb-a  hamb-e
Negative hamb-i  hamb-nga — hamb-a-nga

4 Adjectival predicates

The realm of adjectival predicates is particularly important to the argumentation of this
paper in that it demonstrates how a null verbal projection can deal with pre-verbal -nga-,

> As mentioned for negative polarity, note that past tense TP also carries an uninterpretable uVerb feature
where present tense does not. The reasons for this will be discussed in §4.
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as well as showing how this proposal gives an explanation for previously unaccounted
for data in Ndebele. In this section, the theory developed in §3 is applied to adjectival
predicate data.

4.1 The data and the puzzle

Examples of adjectival predicates in the present and past tense are given in (12) and (13).

(12)  a. isi-lwane si-hle.
7-lion  7.sMm-pretty
“The lion is pretty.
b. isi-lwane a-si-{)-si-hle.
7-lion  NEG-7.sM-(-7.sM-pretty
“The lion is not pretty.

(13) a. isi-lwane be-si-{-si-hle.
7-lion  be.psT-7.sM-(}-7.sM-pretty
“The lion was pretty’
b. isi-lwane be-si-(-nga-si-hle.
NC-lion be.psT-7.sM-()-NEG-7.SM-pretty

“The lion wasn’t pretty’

The major points of interest in the adjectival predicates shown above are the pre-
predicate morpheme -nga- showing up in (13b) and the double subject marking which
shows up in (12b) and (13a-b). In this paper, it is shown that by positing a null verbalizing
projection which takes the first subject marker as a prefix, and the negative morpheme
-nga- as a suffix, both problems can be solved with a single solution.®

4.2 The solution

As mentioned, this paper deals with the puzzles in (12) and (13) by positing a null verbal
projection which takes subject marking as a prefix, and tense and polarity information
as a suffix, just as regular verbal projections were shown to do in §3. The motivation for
the appearance of this null verbal projection is featural in origin. Following Bjorkman’s
discussion of auxiliaries, a parallel is drawn between the null verb support seen here in
adjectival predicates and the familiar do-support phenomenon in English in that both
are motivated by a failure in Agreement (Bjorkman 2011). Specifically, the presence of
this null verbal element is triggered by the uninterpretable uVerb feature which appears
on both past tense and on negative polarity. We saw this feature in §3 on verbal pred-
icates, but in that context there was no failure to agree owing to the already present
verbal element. In these adjectival predicates, however, where no verb is present, a null

¢ It should be noted that to many scholars the presence of the pre-predicate -nga- is not considered a problem,
but is rather a negative prefix. The double subject marking remains a problem regardless.
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verbal element is inserted (in the location consistent with our placement of the verb im-
mediately following TP) in order to check a null uVerb feature if there is either a past
tense or negative polarity morpheme.” Thus we derive the difference seen between (12a)
on the one hand, in which no uVerb feature appears, and thus no null verb; and (12b) and
(13a-b) on the other hand, in which the presence of a uVerb feature triggers the presence
of the null verbal element.

Once inserted, the null verbal element undergoes regular V-T raising, solidifying our
claim that -nga- is always post-verbal, though on the surface the null verbal element
gives the illusion that -nga- appears before the adjectival predicate hle. This allows us to
maintain our claim that there is a single negative morpheme -nga- which always appears
post-verbally. In addition, the positing of this null verbal projection allows us to account
for the presence of the double subject marking seen in examples (12b) and (13a-b) by
positing that subject agreement attaches to both the null verbal element as well as the
adjective. Examples (14-17) show how this analysis applies to the sentences in (12-13).

(14) PolP

N

@ TP
iPol:-neg /\
v

u
uﬁ" AP
" iT:-past /\

\ i si-hle

\\\ u}"ol

<A

(15) PolP

/\
TP
iPol:+neg

S T VP
// / /\ /\

ti AP
! ,/ iT:-past iVerb
v iv,-v ; si-hle
| uPol 7

7 It is important to note that in this analysis, the auxiliary be does not have an iVerb feature, and thus cannot
check uVerb features in adjectival clauses like (13). See §4.4 for more information on be.
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(16) PolP

({) TP
iPol:-neg /\

uv

uT T VP

/7‘ — T~
/ bej-si-0; i AuxP
! iT:+Past iVerb ——_
. V-V T AP
| uVerb //
N uPol - si-hle

(17) PolP
@ TP

iPol:+neg /\

v

uVerb T VP

u — T~ T T~

)/ bej-si-;  nga ti AuxP
. iT”'PaSt iVerb —
o ViV AP
i \\ uBOI //
N uVerb  / si-hle

4.2.1 Multiple subject marking

A counter proposal to the one presented in §4.2 would be one that uses be as an additional
verbal element which triggers the presence of the second subject marking, instead of
positing a null verbal element. In this scenario, be is generated where our null verbal
element is (see 15 and 17), causing a second agreement marker to appear, and in the case
of (17), taking -nga- as a suffix. The argument would then have be moving up to a higher
node in order to get the correct surface ordering.

One reason why this solution is not implemented in this paper is evidence that be
can generate its own subject marking independent from and in addition to that seen in
(13a-b). This third subject marking is shown in (18d).
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(18) a. yenza isi-lwane si-be-si-hle.

make 7-lion  7.sM-be.psT-7.sM-pretty
‘Make the lion be pretty’

b. yenza isi-lwane si-be-(-nga-nhle.
make 7-lion  7.SM-be.psT-(-NEG-pretty
‘Make the lion not be pretty’

c. yenza isi-lwane si-be-si-()-nga-nhle.
make 7-lion  7.sM-be.psT-7.sM-()-NEG-pretty
‘Make the lion not be pretty’

d. yenza isi-lwane si-be-si-{}-nga-si-hle.
make 7-lion  7.sM-be.psST-7.5M-()-NEG-7.sM-pretty
‘Make the lion not be pretty’

e. *yenza isi-lwane si-be-()-nga-si-hle.
make 7-lion  7.sM-be.PsT-()-NEG-7.sM-pretty
‘Make the lion not be pretty’

Additional evidence that be generates its own independent subject marking is given
by Sibanda, who provides the following forms (Sibanda 2004).

(19) a. zibe zihamba —bezihamba ‘they were walking/moving/going’
sibe sikhala —besiskhala ‘it was crying’
b. ibe ihamba —>ibihamba ‘it was walking’

ube ekhala —>ubekhala ‘s/he was crying’

The evidence provided in this section makes it unlikely that the double subject mark-
ing can be accounted for by be alone.

4.2.2 Selection

Now that more than one type of predicate has been introduced, the selectional properties
of TP need to be discussed. One benefit of an approach which accounts for the null verbal
projection with respect to repair is that the selectional properties of TP do not then need
to account for this phenomenon. Rather, we can posit that present tense adjectival TP
selects for AP and past tense adjectival TP selects for a BeP, which in turn selects an AP.2

Selection’

(20)  TPpgj, past: =AP, T -V +Past

(21)  TPagj, present: =BeP, +Adj, T -V -Past
(22) BeP: =AP, Be

8 BeP is a convenient name for the projection most often realized as be; see §4.4 for more discussion of be.
9 For a full list of lexical entries, see the appendix.
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If instead of this repair scheme, the motivation for the null verb was accounted for
purely via selection, the account would run into troubles. Most importantly, it can be
seen that the null verb appears in either the presence of negation or past tense. Thus
if this scenario were accounted for purely through selection, both negative polarity and
past tense would select for a null verbal element. With this set up, a sentence like (13b)
would instead appear as in (23), which is ungrammatical.

(23) *isi-lwane be-si-0-si--nga-si-hle.
7-lion  be.psT-7.5M-0-7.5M-(-NEG-7.sM-pretty
“The lion wasn’t pretty’

Rather, it seems that a single verbal component is enough to satisfy the requirements
of both the NegP and the past tense. This observation fits nicely with the system of
Agreement adopted in this paper.

It is worth noting as well that -nga- is the only overt realization of tense which appears
in non-verbal clauses. The realizations of non-verbal past tense are specifically designed
this way in Table 6 in order to prevent the appearance of other overt final vowels ap-
pearing before adjectival predicates. The featural specifications for realizations of tense
are repeated in Tables 68 for convenience.

Table 6: Realizations of Past Tense

-nga- | -e- | 0
Neg + + - -
Verbal + - + | -

Table 7: Realizations of Present Tense

Table 8: Realizations of Future Tense

-za-

Neg + + - -
Verbal + - + -
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4.3 Future tense adjectival predicates

This section looks at the way future tense adjectival predicates are formed in Ndebele.
Though these forms show slightly different surface structure than the present and past
tense counterparts, they still are able to fit into the system otherwise outlined in this

paper.

(24) a. isi-lwane si-za-be si-(-si-hle.
7-lion  7.SM-FUT-be.pST 7.sM-{)-7.sM-pretty
“The lion will be pretty’
b. isi-lwane si-za-be si-()-nga-si-hle.

7-lion  7.SM-FUT-be.PST 7.SM-()-NEG-7.SM-pretty
“The lion will not be pretty’

The difference between future tense adjectival predicates and their counterparts is the
future morpheme -za-. This morpheme, which originally was an independent verb, has
become grammaticalized to serve as the future tense marker, though presumably due to
its historical origins it does so outside of the canonical TP position (Sibanda 2004). The
trees in (25) and (26) represent the sentences in (24a-b).

(25) PolP
@ 7P
iPol:-neg /\
uV
uL].“ si-za TP
/ T VP
,I /\ /\
| be;-si-0; t AuxP
\ iT:+PaSt iVerb —
N iv,-v T AP
AN uVerb //
AN uPol - si-hle

-

~ 7 P
- - -
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(26) PolP
@ ZP
iPol:+neg /\
v
uVerb si-za TP
uT /\
S T VP
" | /\ /\
v bej-si-(; nga L AuxP
N ! iT:+Past iVerb ———_
‘O iv: -V 2 ti AP
\\\\ uPpl //
L uVerb - si-hle

4.4 Accounting for be

In §4.2 on past tense adjectival predicates we accounted for the presence of the auxiliary
verb be by stipulating that it is selected for by a past tense non-verbal tense node. In
examples (24a-b), however, we find be appearing with a semantically future tense clause.
Thus, some explanation needs to be given in order to make sense of the distribution of be.
On the account presented here the presence of be is strictly selected for by a past tense
non-verbal tense node. Thus, more needs to be said about ZP. In the analysis above, the
node ZP has been introduced as a sort of tense node (which makes it an available to be
selected by PolP), which itself selects for a non-future tense node. The ZP tense node
differs from regular TPs in a few crucial ways. The first is that while it carries a +/-V
feature, in place of the binary +/-past feature, it simply has a +FUT feature. The +/-V
feature is crucial to this node in that it dictates what sort of tense node is selected by
the ZP. Verbal clause ZPs select a -past TP, while non-verbal clause ZPs select for a past
tense node, as seen in the examples above. This selection of the past tense node is what,
in turn, allows us to explain the presence of be where it would not normally be expected
(outside of a semantically past tense clause).
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5 Imperatives

This section examines how imperatives are formed and negated in Ndebele. This particu-
lar phenomenon will be examined because it is another case in which the negative affix
-nga- appears pre-verbally in the surface structure. Once again the proposal outlined in
the preceding sections will be applied to this phenomenon.

The basic form of the imperative appears in (27-28).

(27) a. hamb-a!
gO-FV
‘Go!’
b. u-nga-hamb-i!
1.SM-NEG-g0-NEG
‘Don’t Go!’

(28) a. val-a um-ngango!
close-Fv 3-door
‘Close the door!’
b. u-nga-val-i um-ngango!
1.SM-NEG-close-NEG 3-door

‘Don’t close the door!’

As mentioned above, the negative affix -nga- appears in the negated forms in (27b)
and (28b). What is puzzling about these facts, given the descriptions and analyses so far,
is why -nga- should be the affix that negates such sentences, as up to this point -nga- has
only appeared either in past tense clauses, or future adjectival clauses. While the use of
-nga- in (27b) and (28b) does not fit the pattern we have seen so far, it could of course be
part of a larger pattern not analyzed in this paper.

Aside from these distributional concerns, the form of the negative imperatives above
seems completely amenable to the analysis developed here. By positing that in these
situations too there is a null verbal element which takes both a subject marker and neg-
ative suffix, the surface string can be brought into the analysis. The tree for this is given
in (29).
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(29) PolP
@ TP
iPol:+neg /\
X
uVEzrrb T VP
u — T~
/7\I/¢\ u_@i nga
L iT:—Past t TP
Vi \ . iVZ‘ -V 1 /\
\ hN uPol 7
N S 7 /
R T VP
\\\\\\___—"// @-hame * t/\
AR iT:-Past 1{1
N iv: +V

The motivation for such an analysis seems to be primarily lacking in the case of im-
peratives. Throughout this paper, it has been the tense node (or the tense auxiliary)
which has selected for a null verbal element. In the case of imperative sentences like the
one above, it is unclear what would motivate the tense node to select for a null verbal
element, bringing imperatives in line with the rest of our analysis. Thus it is unclear
whether imperative sentences should be analyzed under the same rubric as the other
examples in this paper, or whether they are better described as a separate phenomenon.

6 Conclusions

In this paper, negation in Ndebele has been examined across many different subcat-
egories of the language. In §3.1, the distribution of negative morphemes in Ndebele
was captured using a complex featural system and bi-directional agreement. In §3.2, a
proposal for the clausal structure of negative sentences in Ndebele was proposed with
respect to simple tense past and present verbal predicates. In §3.3, this analysis was
extended to cases where the negative affix -nga- appears pre-verbally instead of post-
verbally, as it does in the simple tense sentences.

When adjectival predicates were examined in §4, it was seen that by positing a null
verbal projection which hosts both subject agreement and the polarity sensitive tense
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node -nga-, it was possible to account for seemingly pre-fixal -nga- and to explain pre-
viously unaccounted for double subject marking in certain adjectival predicates. In §5,
the analysis was extended to imperatives, again an area which exhibits pre-verbal -nga-.
With respect to this phenomenon, however, the motivation for extending the analysis
was significantly weaker, enough to call into question the application of the null verbal
element as a solution for pre-verbal -nga-.

More detailed questions still need to be answered including what the proper analysis
of imperatives should be. That is, should they be treated with the approach outlined in
this paper, or is this phenomenon merely similar from the perspective of surface struc-
ture? Another troubling feature of this analysis is the lack of evidence for the negative
affix -i- to appear pre-verbally. The claim made in this paper is that both -nga- and -i-
are generated in a tense sensitive tense node. All things being equal, one would assume
that finding -nga- pre-verbally would be an indicator that -i- should appear there as well,
though there might be confounding variables at work which prevent -i- from surfacing
overtly in this position.!

This paper is intended as a contribution to the field of Bantu linguistics and to studies
on polarity. As this paper presents an alternate analysis of polarity and tense in Ndebele,
future research should be able to ascertain whether or not aspects of this analysis, such
as the treatment of final vowels as tense nodes, can be extended to other Nguni or Bantu
languages. Other languages which exhibit bipartite negation would also serve as targets
for comparison with respect to the analysis of bipartite negation developed here. Such
comparisons and questions are left for future research.

Appendix

This appendix shows the selectional properties of the various syntactic constructions
used in this paper.

Be: =AP, Be TPatin:  =BeP -M, T -M
BePyuin:  =PolP, Be -M TPy: =VP, T +V
PolP: =TP, Pol ZP.y: =TP PRES +V, T
TPag past:  =AP, T -V +Past ZP.y: =TPPAST -V, T

TPAdj, Present* =BeP +Adj, T -V -Past

Abbreviations

Numbers signify noun classes (e.g. 1, 7)

10 See Buell (2004) for some evidence that -i- might indeed appear pre-verbally
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cop copula NEG negation

EP  epenthetic (vowel) PRS  present tense

rFur future tense PST  past tense

rv  final vowel sM  subject marker
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Chapter 14

The productivity of the reversive
extension in Standard Swahili
Deo Ngonyani
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This paper is a study of the Swabhili reversive verb derivation -ul, which is also known as
conversive or separative. Attachment of this suffix to a root X derives a verb with the mean-
ing ‘undo X’ The paper explores the productivity of the reversive using data generated in
two elicitation tests: (a) a coinage test and (b) an acceptability judgment test. For the coinage
test, we created a questionnaire of 20 nonsense verbs from which subjects were instructed to
coin their reversives. Subjects were able to create the reversive forms without difficulty. For
the second questionnaire, we created reversive forms using 20 most frequently used verbs
from SALAMA of Helsinki Corpus of Swahili. For each of these verbs, a reversive verb was
created. Subjects were asked to identify each derived verb as either (a) an existing word,
(b) a possible word or (c) impossible. Only three words polled as existing in the language.
This revealed that the main constraint for the 20 verbs is that the reversive can attach only
to verbs with semantic meaning that may be un-done or reversed. From these tests, we
conclude that although the reversive applies to a restricted set of verbs, it is productive and
available for creation of new words.

1 Introduction

This is a study of the reversive (REv) derivation in Standard Swahili, a verbal derivation
that is illustrated in the contrast between (1a) and (1b).

(1) a. M-toto a-li-fung-a dirisha.
1-child 1sM-pT-shut-Fv 5.window
‘“The child shut the window.
b. M-toto a-li-fung-u-a dirisha.
1-child 1sM-PT-shut-REV-FV 5.window

“The child opened the window.
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The suffix -u appears on the root fung ‘shut’ in (1b) with the semantic effect of revers-
ing the action denoted by the root in (1a). Therefore, fung ‘shut’ is reversed into fungu
‘open’. This derivation is also known as a separative (Schadeberg 2003), conversive (Ash-
ton 1947), or inversive (Doke 1935).

The reversive is part of the system of derivations in Bantu languages, which Bantuists
refer to as “verb extensions” (Guthrie 1962). There are three types of derivational suffixes:

« Valence-increasing suffixes (applicative, causative)
« Valence-reducing suffixes (passive, reciprocal, stative)
« Non-valence-changing suffixes (reversive, contactive, static)

While valence-increasing suffixes and valence-reducing suffixes are considered pro-
ductive, non-valence-changing suffixes are regarded as not productive (Shepardson 1986).
Most of the meanings of such suffixes seem to be fossilized.

Apart from the reversive reading, the reversive extension exhibits a range of idiosyn-
cratic meanings, as well as lexicalized forms in Swahili. Its idiosyncrasies in meaning,
and its supposed unproductivity, have led dictionary makers to list reversive verbs as
separate entries, not related to the roots or not derived like forms involving other deriva-
tional affixes (for example TUKI 2001; 2004; Mdee et al. 2009). Although the reversive
words are not listed as derivations in the dictionaries, the consistency and transparency
of the semantics of many reversive words is so obvious that it is impossible to ignore.
With respect to productivity, the status of the reversive is not clear. Shepardson (1986)
considers the reversive as not productive, while Schadeberg (1973) claims that it is pro-
ductive.

The objectives of this paper are two-fold. The first objective is to describe the rever-
sive derivation, its manifestation, and its semantics. The second objective is to explore
its productivity. We argue that the reversive in Swabhili is a productive affix that can
be used by speakers to create new words. We demonstrate that the apparent relative
unproductivity is due to structural restrictions.

In §2, we provide an overview of productivity theory and methodology, while in §3
we present the basic phonological, morphological, syntactic, and semantic facts about
the reversive. The data for this section are words from dictionaries of Standard Swahili.
In §4, the methodology for measuring productivity used in this study is described, and
results are discussed in §5. In §6, we make concluding remarks.

2 Morphological productivity

Studies of morphological productivity are based on the intuition that some word-forma-
tion processes or rules are used a great deal more than others. For example, in English
-ness and -ity both can be used to derive nouns from adjectives. Consequently, we get
happy — happiness and sensitive — sensitivity. The suffix -ness is used a lot more than
-ity. Words like sensitiveness may be recognizable, but *happity sounds not English. In
this section, we define productivity, identify its factors and constraints, and discuss how
productivity is measured.
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14 The productivity of the reversive extension in Standard Swahili

Several definitions of productivity have been advanced. Among them are:

The productivity of a word-formation process can be defined as its general potential
to be used to create new words and as the degree to which this potential is exploited
by the speakers. (Plag 2006: 127)

The productivity of a morphological process (whether inflectional or derivational)
has to do with how much (or, in the limiting case, whether) it is used in the creation
of forms which are not listed in the lexicon. (Bauer 2005: 315)

A morphological rule or pattern is said to be productive if (and to the extent that)
it can be applied to new bases and new words can be formed by it. (Haspelmath &
Sims 2010: 114)

These and several other definitions converge on two senses of productivity, namely,
the potential to create new words and the extent to which speakers use the word-forma-
tion process or rule to create new words (Corbin 1987 cited in Bauer 2001). If a rule
or process can be used in the creation of new words at a particular point in time, it is
said to be available. A rule that is available is considered productive (Bauer 2001: 205;
Plag 2006). Speakers can use the affix or rule to create new words. If an affix or rule
can no longer be used for creation of new words, it is not available. Such a rule is not
productive. A rule that is available should be used by the speech community rather than
just in a single person’s idiosyncratic language. Availability is a yes-no issue. That is to
say, a rule is either available or not available. Two English suffixes -ion (as in action) and
-ment (as in judgment) illustrate this contrast. Although both are widely attested with
many words, -ment is not available for creation of new words while —ion can still be
used (Bauer 2001).

In contrast, the extent to which a rule or process is used is not a yes-no issue. In
productivity studies, this is known as profitability. “The profitability of a morphological
process reflects the extent to which its availability is exploited in language use, and
may be subject unpredictably to extra-systemic factors” (Bauer 2001: 211). In this sense,
profitability is attested along a continuum. For example, the suffixes cited earlier, -ness
and -ity, are both used today in the creation of new words. Measurements have revealed
that -ness is more frequently used than -ity. Therefore, -ness is more profitable than -ity
(Plag 2006). Our concern in this study is primarily on the availability (i.e. productivity
rather than profitability) of the reversive to create new words.

Three features are considered factors that promote productivity. They are (a) TRANS-
PARENCY, (b) the FREQUENCY OF THE BASE, and (c) the USEFULNESsS of the word (Bauer
2001; Lieber 2009). Bauer (2001) calls them prerequisites of productivity. Transparency
refers to clear segmentation and one-to-one meaning-form correspondence. That is, one
form appears everywhere in the same shape with the same meaning. For example, can-
didness, commonness, and oddness all have the same form of the affix -ness with the
meaning ‘state of being X’. This has a better chance of being more productive than -ity,
as in timidity, locality, and oddity. The suffix -ity triggers some phonological changes in
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the pronunciation. For example, [timid] — [to'midsti]. Moreover, the resultant meaning
is not always ‘the state of being X’; for example, oddity is not ‘the state of being odd’,
neither is locality ‘the state of being local’. This makes -ity less productive than -ness.
The frequency of the base is the extent to which bases are available for the rule. If an
affix can only be attached to a small set of bases, it is likely to be less productive than
an affix that can attach to a wide range of bases. For example, when we compare -ness
to the deadjectival -en, as in soften and blacken, we see the former affix is used in the
derivation of a wide range of adjectives. The latter, however, applies only to a small set
of adjectives that are monosyllabic. The bases for -ness are more frequent compared to
the bases for -en. To the extent that a particular process creates words that are needed
by the speech community, the word is said to be useful. Neologisms are created to serve
a certain naming need (Stekauer 2005). A process that creates such neologisms is pro-
ductive. We demonstrate in this study that in spite of its transparency and usefulness,
the reversive in Swahili does not have too many bases to which it can attach.

In fact, bases and affixes may be subject to several restrictions. These are extensively
discussed by, among others, Bauer (2001), Haspelmath & Sims (2010), Lieber (2009),
Rainer (2005), and Plag (2006). One kind of restriction that affects the productivity of
a rule is phonological. An affix or a rule may be sensitive to certain phonological con-
ditions. For example, the English suffix -eer appears on bases that end in /t/, such as
profiteer and racketeer, and not in other environments. Therefore, there is no *gaineer
or *fraudeer. Another kind of restriction is morphological, such as the presence of some
morpheme that may attract some other specific affix. In English, for example, verbs with
the affix -ise attract the affix -ation as a deverbal derivation (Fernandez-Dominguez 2013).
Syntactic restrictions also restrict productivity. The applicability of affixes and morpho-
logical processes may be sensitive to the word class. In specifying the productivity of the
suffix -able, for example, we must state that it attaches to transitive verbs. Etymology
or the origin of the base may play a crucial role in restricting the extent to which a rule
is used. In English, the adjective-forming suffix -ic is restricted, because it attaches to
words that are loans from Latin or French, such as, specific and eclectic. Another restric-
tion is known as semantic blocking. The existence of a word may block the derivation
of another word with the same meaning that uses a particular morphological process.
For example, we have pig—opiglet, but the suffix —let is not available for cow— *cowlet.
In this case, it is believed that since the word calf already exists in the lexicon, it blocks
the derivation that would yield cowlet. Some rules, affixes, or processes are constrained
by pragmatic or sociolinguistic conditions. Bauer (2001: 135) cites an example from Dyir-
bal in which the suffix -ginary ‘covered with, full of’ is only used for something that is
unpleasant, for example, guna-ginay ‘covered in faeces’.

In recent years, several empirical measurements and methods have been developed
to gauge the productivity of rules, processes, and affixes. Bauer (2001: 143-161) and Fer-
nandez-Dominguez, Diaz-Negrillo & Stekauer (2007) present useful surveys of measure-
ments proposed by various scholars. As noted earlier in the definition of productivity,
the measurements can be linked to the two approaches to productivity, namely, produc-
tivity as availability of a rule and productivity as profitability or the degree to which a
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rule is used. Work that focuses on determining availability is said to take a qualitative ap-
proach. The qualitative approach takes into consideration the limitations and constraints
of a process. The quantitative approach, on the other hand, assumes that a more produc-
tive process will be able to coin more lexemes. Productivity is measured by counting or
quantifying attested forms with higher frequencies. In the quantitative approach, pro-
ductivity is scalar, ranging from very productive to not productive at all. Let it be noted
that the characterization of the two approaches does not mean that the qualitative ap-
proach does not use any statistical methods (Fernandez-Dominguez 2013: 434-437). Our
study of the reversive takes into account various qualitative aspects while focusing on
whether or not the reversive is available to contemporary speakers of Swabhili.

Proposals for measuring productivity can be summarized under three models accord-
ing to Fernandez-Dominguez, Diaz-Negrillo & Stekauer (2007: 35): (a) frequency models,
(