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Abstract

Greedy trees are constructed from a given degree sequence by a simple greedy
algorithm that assigns the highest degree to the root, the second-, third-, . . . highest
degrees to the root’s neighbors, and so on.

They have been shown to maximize or minimize a number of different graph
invariants among trees with a given degree sequence. In particular, the total number
of subtrees of a tree is maximized by the greedy tree. In this work, we show that
in fact a much stronger statement holds true: greedy trees maximize the number of
subtrees of any given order. This parallels recent results on distance-based graph
invariants.

We obtain a number of corollaries from this fact and also prove analogous results
for related invariants, most notably the number of antichains of given cardinality in
a rooted tree.

1 Introduction and statement of results

The question of finding extremal graph structures that maximize or minimize a certain
graph invariant is a recurring theme throughout graph theory. For trees, the so-called
greedy trees have been shown to be extremal among trees with a given degree sequence
with respect to many graph invariants such as the Wiener index (sum of all distances)
[17, 20] and related distance-based invariants [11], the spectral radius [2] and Laplacian
spectral radius [1,19], etc. These trees are constructed from a given degree sequence by a

the electronic journal of combinatorics 20(3) (2013), #P28 1



simple greedy algorithm that assigns the highest degree to the root, the second-, third-,
. . . highest degrees to the root’s neighbors, and so on – a formal definition will be given
later in this section.

The number of subtrees of a tree, being an interesting topic on its own mathematical
right [12, 18], also plays a role in other fields such as phylogenetic reconstruction [7]. In
many questions concerning subtrees of trees, the number of subtrees of a specific order
plays an important role. For instance, the average subtree order [4,5,16] and the subtree
poset [3,14,15] have been considered in recent works. The concept of a subtree polynomial
akin to the matching polynomial, the independence polynomial and other polynomials
associated to a graph, has been brought forward as well [4]: if nk(T ) is the number of
subtrees of order k in a tree T of order n, then the associated polynomial is

ΦT (x) =
n∑

k=0

nk(T )xk.

More generally, a weighted version (also including edge weights) is studied in [18], and
a bivariate version, where a second variable marks the number of leaves, is considered
in [10].

The greedy trees were shown in [22] to have the maximum number of subtrees among
all trees with given degree sequence. The analogous problem for the minimum was studied
recently in [21]. Further recent results on maxima and minima of the number of subtrees
under various restrictions can be found in [8,9]. The main result of this paper is the fact
that the greedy tree not only maximizes the total number of subtrees (in terms of the
aforementioned polynomial, the value ΦT (1)), but actually every single coefficient, i.e.,
the number of subtrees of any given order. A similar result was achieved recently for
distance-based graph invariants: in [11] it was shown that the number of pairs of vertices
whose distance is at most k is maximized by the greedy tree (given the degree sequence)
for every k.

To formalize our results, we start with a few definitions.

Definition 1. Let F be a rooted forest where the maximum height of any component is
k − 1. The leveled degree sequence of F is the sequence

D = (V1, . . . , Vk), (1)

where, for any 1 6 i 6 k, Vi is the non-increasing sequence formed by the degrees of the
vertices of F at the ith level (i.e., vertices of distance i− 1 from the root in the respective
component).

For convenience, we denote the “number of levels” in D by L(D) (maximum height
plus one), evidently L(D) = k in (1).

The greedy trees have been defined in various equivalent ways in previous works [2,11,
17,19]. For our purposes, we begin with the definitions of level greedy trees and forests.

Definition 2. The level greedy forest with leveled degree sequence

D = ((i1,1, . . . , i1,k1), (i2,1, . . . , i2,k2), . . . , (in,1, . . . , in,kn)) (2)

is obtained using the following “greedy algorithm”:
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(i) Label the vertices of the first level by g11, . . . , g
1
k1

, and assign degrees to these vertices
such that deg g1j = i1,j for all j.

(ii) Assume that the vertices of the hth level have been labeled gh1 , . . . , g
h
kh

and a degree
has been assigned to each of them. Then for all 1 6 j 6 kh label the neighbors of
ghj at the (h+ 1)th level, if any, by

gh+1

1+
∑j−1

m=1(ih,m−1)
, . . . , gh+1∑j

m=1(ih,m−1)
,

and assign degrees to the newly labeled vertices such that deg gh+1
j = ih+1,j for all

j.

The level greedy forest with leveled degree sequence D is denoted by G(D) (Figure 1).

g11 g12 g13

g21 g22 g23

Figure 1: A level greedy forest (only the labels of the first six vertices are shown).

Definition 3. A connected level greedy forest is called a level greedy tree.

In analogy to (rooted) level greedy trees, we will also need an edge-rooted version:

Definition 4. The edge-rooted level greedy tree with leveled degree sequence

D = ((i1,1, i1,2), (i2,1, . . . , i2,k2), . . . , (in,1, . . . , in,kn))

is obtained from the two-component level greedy forest with leveled degree sequence

((i1,1 − 1, i1,2 − 1), (i2,1, . . . , i2,k2), . . . , (in,1, . . . , in,kn))

by joining the two roots.

Finally, we define greedy trees and greedy forests:

Definition 5. If a root in a tree can be chosen such that it becomes a level greedy tree
whose leveled degree sequence, as given in (2), satisfies

min(ij,1, . . . , ij,kj) > max(ij+1,1, . . . , ij+1,kj+1
)

for all 1 6 j 6 n − 1, then it is called a greedy tree (Figure 2). In the case that D is a
degree sequence (as opposed to a leveled degree sequence), we use G(D) to denote the
greedy tree with degree sequence D.
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g11

g21 g22 g23 g24

g31

Figure 2: A greedy tree (only the labels of the first six vertices are shown).

Definition 6. A forest with components F1, . . . , Ft each of which is a greedy tree is called
greedy forest if

min{deg v : v ∈ Fi} > max{deg v : v ∈ Fi+1}

for all 1 6 i 6 t− 1.

Remark 1. All the components of a greedy forest, except possibly one, have only vertices
of degree 1 or 0.

As mentioned earlier, the first main theorem of this paper shows that the greedy tree
maximizes the number of subtrees of any given order.

Theorem 1. Among all trees T with degree sequence D, the number nk(T ) of subtrees
of order k attains its maximum when T is the greedy tree G(D).

It should be remarked that for specific k, the greedy tree is not necessarily the only
tree for which nk(T ) reaches its maximum (for instance, when k = 1, then nk(T ) is simply
the order of T and thus equal for all trees with degree sequence D). The important point
of Theorem 1 is the fact that nk(T ) 6 nk(G(D)) for all k simultaneously and all trees T
with degree sequence D.

Theorem 1 will be proven in Section 3. In fact, a slightly more general result holds:

Theorem 2. Among all forests F with given degree sequence, the number nk(F ) of sub-
trees of order k attains its maximum when F is the greedy forest.

In Section 4, we compare greedy trees with different degree sequences, which yields a
number of corollaries such as:

Corollary 1. Among trees with given order n and maximum degree ∆, the number nk(T )
of subtrees of order k attains its maximum when T is the greedy tree G(∆,∆, . . . ,∆, d,
1, 1, . . . , 1), where 1 6 d < ∆ is chosen in such a way that d ≡ n− 1 mod (∆− 1).

Similar results are obtained for trees with given number of leaves, independence num-
ber or matching number.
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In Section 5, we study the number of subtrees containing a specific vertex (which we
can assume to be the root). One of the motivations is a connection to a different counting
problem: a rooted tree can be regarded as the Hasse diagram of a poset. There is a
natural bijection between antichains and subtrees containing the root (see Figure 3): to
each subtree that contains the root, we can associate the antichain that is formed by the
leaves (excluding the root unless it is the only vertex of the subtree).

Figure 3: The correspondence between antichains (indicated by square nodes) and sub-
trees that contain the root (solid edges).

Therefore, the total number of subtrees that contain the root is the same as the number
of (nonempty) antichains in the associated poset. It was pointed out by Klazar [6] that
the number of antichains in a rooted tree of order n is at most 2n−1 + 1 (with equality
when the tree is a star rooted at its center) and at least n (with equality when the tree
is a path rooted at one of its ends). Apart from this, not much seems to be known about
extremal values of the number of antichains in a rooted tree.

The main result of Section 5 reads as follows:

Theorem 3. Let nk(T, v) denote the number of subtrees of order k in T that contain the
vertex v. For any tree T with degree sequence D, any vertex v of T and any k > 1, the
inequality

nk(T, v) 6 nk(G(D), r(G(D)))

holds, where r(G(D)) is the canonical root of the greedy tree, as chosen in Definition 5.

This implies that the greedy tree, rooted in the canonical way, also has the greatest
number of antichains among all rooted trees with given degree sequence. A more general
statement, where the degree of the root can be prescribed as well, also holds (see Theo-
rem 12). Moreover, we also prove analogous statements for subtrees with a given number
of leaves, which corresponds to antichains of given cardinality.

2 Preliminaries

We start with some preliminary considerations and further definitions and notation. We
denote by TD the set of all rooted (or edge-rooted) trees with leveled degree sequence
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D. Similarly, let FD be the set of all rooted forests with two components and with given
leveled degree sequence D.

If T is a rooted tree, then we denote its root by r(T ). Whenever we consider T − r(T )
as rooted forest, we take as root in each connected component the unique neighbor of
r(T ) in T . We denote by C(T ) the set of the connected components of T − r(T ).

Let T1 and T2 be two rooted trees. For j ∈ {1, 2} and l > 1 let Vl,j = {vlj,1, . . . , vlj,kl,j}
be the set of vertices at the lth level of Tj. We write T1 B T2 if the height of T1 is at least
that of T2 and for any l > 1 we have

min
{

deg vl1,1, . . . , deg vl1,kl,1

}
> max

{
deg vl2,1, . . . , deg vl2,kl,2

}
if Vl,2 is not empty. The relation B is easily seen to be transitive.

Remark 2. Let F be a rooted forest. F is a level greedy forest if and only if its components
can be labeled as F1, . . . , Ft such that each of F1, . . . , Ft is a level greedy tree and F1 B
· · ·B Ft. A tree T rooted at v is a level greedy tree if and only if T − v is a level greedy
forest.

The following simple observation turns out to be extremely useful in our study.

Lemma 4. Let F be a rooted forest with t > 2 components. F is a level greedy forest if
and only if any two components of F form a level greedy forest.

Proof. As mentioned in Remark 2, a rooted forest is a level greedy forest if and only if
B induces a total order on its components (it is possible that two components Fi and Fj

are isomorphic, but this can only happen if their degrees are constant on each level, in
which case FiBFj holds as well as Fj BFi). Equivalently, any two components should be
comparable by B, which in turn is equivalent to the statement that any two components
form a level greedy forest.

Remark 3. The key to our proofs is the following observation made in [11]: if a tree is
a level greedy tree with respect to every possible root vertex as well as a level greedy
edge-rooted tree with respect to every possible root edge, then it must be a greedy tree.
The proof is based on the “semi-regular” property defined in [13].

Moreover, if a rooted (or edge-rooted) tree is transformed to a level greedy tree with
the same leveled degree sequence, then the Wiener index (sum of distances between all
pairs of vertices) decreases, which means that one always reaches the greedy tree by
repeatedly applying such transformations (no infinite loops are possible).

3 The number of subtrees of given order

The main objective of this section is to show that, given the degree sequence, the greedy
tree maximizes the number of subtrees of any order k. We first consider two-component
forests with a given leveled degree sequence, the case of a tree can then be considered as
a special case.
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We denote by G1(D) and G2(D) the two connected components of the level greedy
forest G(D), where we assume that

|V (G1(D))| > |V (G2(D))|.

Similarly, we write F1 and F2 for the components of a two-component rooted forest. In
order to formulate our key lemma (Lemma 6 below), we need a few more definitions:

Definition 7. Let F be a rooted forest which has n levels of vertices. The level sequence
of a subforest F ′ of F is the sequence (s1, . . . , sn), where si is the number of vertices of
F ′ at the ith level in F .

We denote by nS(F ) the number of subtrees in F with level sequence S. Clearly, for
any integer k > 1, the number nk(F ) of subtrees of order k in F can be written as the
sum of nS(F ) over all possible level sequences S that sum to k. Given a level sequence
S, we write S− for the level sequence obtained from S by removing the first term (i.e., if
S = (s1, . . . , sn), then S− = (s2, . . . , sn)).

For any two pairs (a1, a2) and (b1, b2) of nonnegative real numbers we write (b1, b2) J
(a1, a2) if and only if

a1 > max{b1, b2}

and
a1 + a2 > b1 + b2.

The following simple fact will be used repeatedly in our proofs.

Lemma 5 (cf. [11]). If (b1, b2) J (a1, a2) and (d1, d2) J (c1, c2), then we have b1d1+b2d2 6
a1c1 + a2c2.

Now we are ready to formulate and prove the key lemma of this section.

Lemma 6. Let D be a given leveled degree sequence of a two-component forest. For any
level sequence S = (s1, s2, . . . , sL(D)) and for any F ∈ FD we have

(nS(F1), nS(F2)) J (nS(G1(D)), nS(G2(D))). (3)

Similarly, if D is a leveled degree sequence of a (vertex) rooted tree, then for any
T ∈ TD and for any level sequence S = (s1, s2, . . . , sL(D)) we have

nS(T ) 6 nS(G(D)). (4)

Remark 4. Note that (4) is equivalent to (nS(T ), 0) J (nS(G(D)), 0). Hence we will only
show (3) where F2 is allowed to be empty.

Proof. We prove (3) by induction on L(D). The case of L(D) = 1, as well as that of
L(D) = 2, is trivial: in either case, the corresponding sets FD and TD contain only one
element. Assume that the lemma is true whenever L(D) 6 k for some integer k > 2. Now
assume that L(D) = k + 1. We can also assume that nS(F1) > nS(F2). There are two
cases:
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Case 1: s1 = 0. In this case we have

nS(G(D)) =
∑

X∈C(G1(D))∪C(G2(D))

nS−(X)

and
nS(F ) =

∑
X∈C(F1)∪C(F2)

nS−(X).

Assume that there are elements H1 and H2 of C(F1) ∪ C(F2) such that H1 ∪H2 is not a
(rooted) greedy forest, and let B be the leveled degree sequence of H1 ∪H2. We know by
the induction hypothesis that

(nS−(H1), nS−(H2)) J (nS−(G1(B)), nS−(G2(B))).

By replacing H1 and H2 by G1(B) and G2(B), respectively, we obtain a new rooted forest
F 1 with the same leveled degree sequence: if H1 and H2 both belong to C(F1), then
G1(B) and G2(B) become part of C(F 1

1 ), and the same applies to C(F2) and C(F 1
2 ). If

H1 and H2 belong to C(F1) and C(F2) respectively, then the larger component G1(B)
becomes part of C(F 1

1 ) and G2(B) becomes part of C(F 1
2 ). It follows that

(nS(F1), nS(F2)) J (nS(F 1
1 ), nS(F 1

2 )).

We iterate the process to obtain a sequence (with F = F 0)

(nS(F 0
1 ), nS(F 0

2 )) J (nS(F 1
1 ), nS(F 1

2 )) J · · · J (nS(FK
1 ), nS(FK

2 )).

This process always terminates, since the vector of all component sizes of F t+1 − r(F t+1)
(sorted in descending order) is lexicographically greater than that of F t − r(F t). At the
end, any two elements of C(FK

1 ) ∪ C(FK
2 ) form a greedy forest. By Lemma 4, such a

situation is reached only when FK − {r(FK
1 ), r(FK

2 )} is level greedy. Thus the branches
of FK are the same as those of G(D), which means that

nS(FK
1 ) + nS(FK

2 ) = nS(G1(D)) + nS(G2(D)).

Since the largest branches are all part of G1(D) in the greedy tree, we also have

(nS(FK
1 ), nS(FK

2 )) J (nS(G1(D), nS(G2(D))),

which completes the proof in this case.

Case 2: s1 = 1. Let ri be the degree of the root of Fi for i = 1, 2. We reason by induction
on r = max{r1, r2}. If r = 1 then there are two subcases:

• If s2 = 0, there is nothing to prove: all potential subtrees only consist of a root,
so that nS(F ) does not actually depend on F . Likewise, if s2 > 2, then there are
no subtrees with level sequence S in view of the assumption r = 1, and this is
independent of the shape of F .
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• Assume that s2 = 1. Let G′1, G
′
2, F

′
1, F

′
2 be the trees obtained by removing the roots

from G1(D), G2(D), F1, F2 respectively (G′2 and F ′2 are empty if G2(D) and F2 are).
We have

nS(G1(D)) = nS−(G′1), nS(G2(D)) = nS−(G′2),

and
nS(F1) = nS−(F ′1), nS(F2) = nS−(F ′2).

Hence (3) follows (by our outer induction hypothesis with respect to L(D)) from

(nS−(F ′1), nS−(F ′2)) J (nS−(G′1), nS−(G′2)).

Assume (3) holds for r 6 l for some l > 1. Let r = l + 1, and let A,B,A′, B′ be subtrees
of F1 and F2 as shown in Figure 4. Note that if F2 is an isolated vertex then B is empty
and if F2 is empty then so are B and B′.

v1

A

A′

F1

v2

B

B′

F2

Figure 4: Decomposition of F .

Let S be the set of all possible level sequences whose first term is 1, so that we have

nS(F ) =
∑

S1,S2∈S
S−1 +S−2 =S−

(
nS1(A

′)nS2(F1 − A) + nS1(B
′)nS2(F2 −B)

)
=

∑
S1,S2∈S

S−1 +S−2 =S−

(
nS−1

(A)nS2(F1 − A) + nS−1
(B)nS2(F2 −B)

)
.

We consider this sum term by term for any two given level sequences S1 and S2. Let D1

be the leveled degree sequence of A ∪ B, and let D2 be the leveled degree sequence of
(F1 − A) ∪ (F2 − B). By applying the induction hypothesis with respect to L(D) to A
and B, we get

nS−1
(G1(D1)) > max{nS−1

(A), nS−1
(B)} (5)

and
nS−1

(G1(D1)) + nS−1
(G2(D1)) > nS−1

(A) + nS−1
(B). (6)

On the other hand, applying the induction hypothesis with respect to r to F1 − A and
F2 −B yields

nS2(G1(D2)) > max{nS2(F1 − A), nS2(F2 −B)} (7)
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and
nS2(G1(D2)) + nS2(G2(D2)) > nS2(F1 − A) + nS2(F2 −B). (8)

Equations (5) and (7) imply

nS−1
(G1(D1))nS2(G1(D2))

> (max{nS−1
(A), nS−1

(B)}) · (max{nS2(F1 − A), nS2(F2 −B)})
> max{nS−1

(A)nS2(F1 − A), nS−1
(B)nS2(F2 −B)} (9)

= max{nS1(A
′)nS2(F1 − A), nS1(B

′)nS2(F2 −B)}.

By Lemma 5, we have

nS−1
(G1(D1))nS2(G1(D2)) + nS−1

(G2(D1))nS2(G2(D2))

> nS−1
(A)nS2(F1 − A) + nS−1

(B)nS2(F2 −B) (10)

from (5), (6), (7) and (8). Let F 1 be the rooted forest whose first component F 1
1 is

obtained by adding an edge joining the two roots of G1(D2) and G1(D1) and taking the
root of G1(D2) as root of F 1

1 , and the second component F 1
2 is constructed analogously

by adding an edge joining the roots of G2(D2) and G2(D1) and taking the root of G2(D2)
as root of F 1

2 (if G2(D1) is empty, then F 1
2 = G2(D2)). See Figure 5.

G1(D1)G1(D2)
F 1
1

G2(D1)G2(D2)
F 1
2

Figure 5: The rooted forest F 1.

Since (9) and (10) are valid for arbitrary S1 and S2 satisfying the relation S− =
S−1 + S−2 , they imply that

nS(F 1
1 ) > max{nS(F1), nS(F2)}

and
nS(F 1

1 ) + nS(F 1
2 ) > nS(F1) + nS(F2).

We iterate this process to obtain a sequence of the form (with F = F 0)

(nS(F 0
1 ), nS(F 0

2 )) J (nS(F 1
1 ), nS(F 1

2 )) J · · · J (nS(FK
1 ), nS(FK

2 )).

The process terminates when it is no longer possible to find suitable branches A and B
to replace. Clearly FK must satisfy FK

1 B FK
2 . This means that FK

1 and FK
2 have the

same leveled degree sequences as G1(D) and G2(D), respectively.
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As our last step, we show that

nS(FK
1 ) 6 nS(G1(D)) and nS(FK

2 )) 6 nS(G2(D)), (11)

which implies
(nS(FK

1 ), nS(FK
2 )) J (nS(G1(D)), nS(G2(D))).

Recall that ri is the degree of the root of FK
i and let C(FK

i ) = {H1, . . . , Hri} and
C(Gi(D)) = {H ′1, . . . , H ′ri}. From the way FK

i is formed we know that any ri − 1 el-
ements of C(FK

i ) form a level greedy forest.
In particular, if ri > 3, then any two elements of C(FK

i ) form a level greedy forest.
In view of Lemma 4, we conclude that the elements of C(FK

i ) form a level greedy forest.
Hence FK

i is a level greedy tree, and (11) follows trivially.
If ri = 2, we have:

• If s2 > 3, then nS(FK
i ) = nS(Gi(D)) = 0.

• If s2 = 2, let T and U be the trees obtained from FK
i and Gi(D) respectively by

merging the root and its neighbors. Let S ′ = (s1, s3, s4, . . . , sn). Then we can use
the outer induction hypothesis to get

nS(FK
i ) = nS′(T ) 6 nS′(U) = nS(Gi(D)).

• If s2 = 1, then we use again the (outer) induction hypothesis to get

nS(FK
i ) = nS−(H1) + nS−(H2) 6 nS−(H ′1) + nS−(H ′2) = nS(Gi(D)).

• The case s2 = 0 is trivial.

If ri = 1, the induction hypothesis of the first case gives us

nS(FK
i ) = nS−(H1) 6 nS−(H ′1) = nS(Gi(D))

if s2 > 1, and
nS(FK

i ) = nS(Gi(D)) = 1

if s2 = 0.
Finally, if ri = 0, then the isolated vertex FK

i is clearly a greedy tree. Thus we have
shown (11) in all possible cases, so that

(nS(F1), nS(F2)) J (nS(FK
1 ), nS(FK

2 )) J (nS(G1(D)), nS(G2(D))),

which completes the induction and thus our entire proof.

A similar lemma also holds for edge-rooted trees in a completely analogous way.

Lemma 7. Let D be the leveled degree sequence of an edge-rooted tree. For any T ∈ TD

we have nS(T ) 6 nS(G(D)) for any level sequence S = (s1, s2, . . . , sL(D)).
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Proof. Let D = ((i1,1, i1,2), (i2,1, . . . , i2,k2), . . . , (in,1, . . . , in,kn)). If s1 6 1, then the lemma
follows clearly from Lemma 6 (the edge between the roots does not play a role in this
case). The case s1 = 2 is obtained by another application of Lemma 6, since in the case
we have

nS(G(D)) = n(s1−1,s2,...,sL(D))(G(D′))

for D′ = ((i1,1 + i1,2 − 2), (i2,1, . . . , i2,k2), . . . , (in,1, . . . , in,kn)), and

nS(T ) = n(s1−1,s2,...,sL(D))(T
′)

where T ′ is the tree obtained by merging the ends of the edge root to obtain a vertex
root. Note that G(D′) and T ′ are elements of TD′ . Finally, if s1 > 3, then clearly
nS(T ) = nS(G(D)) = 0.

Our main result of this section follows as an immediate consequence of Lemmas 6 and
7. As explained in Remark 3, a tree that is level greedy with respect to all possible vertex
or edge roots also satisfies the “semi-regular” property from [13] and is thus a greedy tree.
Hence we have the following theorem:

Theorem 8. Among trees with a given degree sequence, nk(T ) is maximized when T is
the greedy tree.

Corollary 2. Among forests with a given degree sequence, nk(F ) is maximized when F
is the greedy forest.

Proof. Let F be a forest whose components are F1, . . . , Ft ordered by non-increasing
diameters. Whenever there is a possible choice of roots for F so that it has a leveled
degree sequence B and it is not a level greedy forest, we have nk(F ) 6 nk(G(B)). Hence
we can choose F to be level greedy with respect to any choice of (vertex) roots.

Let v be a leaf end of a longest path in F1. Assume that F2 has a vertex w whose
degree is larger than 1. Then the forest F1∪F2 considered to be rooted at v and w would
not be level greedy: deg v < degw but the height of F1 is larger than the height of F2.
Hence, F1 is the only component of F that can possibly has vertices with degree greater
than 1.

By Theorem 8 choosing F1 to be greedy leaves unchanged or increases the number of
subtrees of order k. With Remark 1, this completes the proof.

4 Comparing different degree sequences

Comparing the greedy trees associated to different degree sequences, we will be able to
determine the extremal trees with respect to the number of subtrees (of any given order)
in a variety of different tree classes, cf. [22]. We use D = (d1, . . . , dn) and B = (b1, . . . , bn)
to denote two different degree sequences (as opposed to leveled degree sequences unless
otherwise mentioned) of trees.

We write
B ≺ D (12)
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and say that D majorizes B if for any 1 6 ` 6 n we have

∑̀
i=1

bi 6
∑̀
i=1

di.

The main goal of this section is to compare nk(G(B)) and nk(G(D)) if (12) is satisfied.
It turns out that nk(G(B)) 6 nk(G(D)) in this case, from which a number of corollaries
can be deduced.

For a vertex v in a rooted or edge-rooted tree T , let Tv denote the subtree induced
by v and its descendants (Figure 6). Let nk(T, v) denote the number of subtrees of order
k in T that contain the vertex v. The following lemma compares the values of nk for all
vertices on the same level of a level greedy tree.

uv

w

T T ′

Tv

Tw

Tu

Figure 6: Definition of Tv.

Lemma 9. Let D = ((i1,1), (i2,1, . . . , i2,k2), . . . , (in,1, . . . , in,kn)) be a leveled degree sequence
of a tree. Then for all 1 6 l 6 L(D) and k > 1 we have

nk(G(D), gl1) > nk(G(D), gl2) > . . . > nk(G(D), glkl−1) > nk(G(D), glkl).

Proof. Let u = gli and v = glj with i < j be two vertices on the same level l of T = G(D),
and let w be their first (i.e., closest) common ancestor. We define a size-preserving
injection from the set of all subtrees of G(D) that contain v to the set of all subtrees of
G(D) that contain u. To this end, let u′ and v′ be the children of w for which u ∈ Tu′
and v ∈ Tv′ . By the greedy construction, all vertices in Tu′ have greater or equal degree
than all vertices in Tv′ on the same level. Hence there is an isomorphic embedding Φ of
Tv′ into Tu′ that maps v to u, see Figure 7 for an example.

Let us now describe the size-preserving injection that maps a subtree R of T = G(D)
containing v to a subtree R′ of G(D) containing u. We distinguish three different cases:

1. If R contains both u and v, then we simply set R′ = R.

2. If R does not contain u and also does not contain w, then we set R′ = Φ(R).
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w

u′ v′

u v

Tv′

Φ(Tv′)

Figure 7: The tree Tv′ and its image Φ(Tv′) (bold).

3. If R does not contain u, but it does contain w, then let x be the first vertex (i.e.
closest to w) on the path from w to u that is not contained in R, and let y be the
vertex on the path from w to v that lies on the same level as x. Replace R ∩ Ty by
Φ(R∩ Ty) (note that Φ maps the path from w to v to the path from w to u, thus x
to y) to obtain R′, see Figure 8.

w

x y

u v

w

x y

u v

Figure 8: R (left) and R′ (right) in Case (3).

It is easy to see that this is an injection that preserves the size of subtrees, so it follows
immediately that nk(T, u) = nk(G(D), gli) > nk(G(D), glj) = nk(T, v).

The same result holds for edge-rooted trees, and the proof is analogous:

Lemma 10. Let D = ((i1,1, i1,2), (i2,1, . . . , i2,k2), . . . , (in,1, . . . , in,kn)) be a leveled degree
sequence of an edge-rooted tree. Then we have

nk(G(D), gl1) > nk(G(D), gl2) > . . . > nk(G(D), glkl−1) > nk(G(D), glkl).

for any positive integer k and 1 6 l 6 L(D).

We are now able to prove the main theorem of this section:

Theorem 11. Let D = (d1, . . . , dn) and B = (b1, . . . , bn) be degree sequences of trees of
the same order such that B ≺ D. Then for any positive integer k we have

nk(G(B)) 6 nk(G(D)).
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Proof. If B = D, the statement is trivial. Otherwise, there exists i0 such that di0 6= bi0 .
Since

n∑
i=1

bi =
n∑

i=1

di, (13)

we know that the set {i : di 6= bi}must have at least two elements. Let l = min{i : di 6= bi}
and m = max{i : di 6= bi}. We must have bl < dl and bm > dm. Note first that

B1 = (b1, . . . , bl−1, bl + 1, bl+1, . . . , bm−1, bm − 1, bm+1, . . . , bn)

is a valid degree sequence, because bl−1 = dl−1 > dl > bl + 1 and bm+1 = dm+1 6 dm 6
bm − 1. It is easy to see that B ≺ B1. Consider two vertices u and v in the greedy tree
G(B) such that deg u = bl and deg v = bm.

Case 1: The length of the path in G(B) joining u and v is even. Let w be the middle
vertex of this path. Consider G(B) as a level greedy tree whose root is w, then u and v are
on the same level, say level h. We have u = ghi and v = ghj for some i < j. Without loss
of generality, we may assume that j is the largest index such that deg ghj = bm (otherwise,
replace v by the vertex ghj′ which has this property). Let x = gh+1

r be a child of v = ghj ,
and let H = G(B)x be the branch rooted at x. Then G(B)−H is still a level greedy tree
(by maximality of j).

Consider the tree T = G(B)−vx+ux with degree sequence B1. Subtrees of G(B) are
still subtrees in T except for those that contain both v and x, but not u. On the other
hand, we gain subtrees that contain u and x, but not v. This yields

nk(T )− nk(G(B)) =
∑

k1+k2=k

nk1(H, x)
(
nk2(G(B)−H, u)− nk2(G(B)−H, v)

)
,

which is nonnegative in view of Lemma 9. It follows that

nk(G(B1)) > nk(T ) > nk(G(B))

for all k > 0.

Case 2: The length of the path in G(B) joining u and v is odd. The argument is
analogous to the previous case, but we use Lemma 10 instead of Lemma 9.

In either case, we have
nk(G(B1)) > nk(G(B))

for all k > 0. We repeat this process to obtain a sequence of degree sequences B0 =
B,B1, B2, . . . , Br = D such that

B = B0 ≺ B1 ≺ · · · ≺ Br = D

and
nk(G(B)) = nk(G(B0)) 6 nk(G(B1)) 6 . . . 6 nk(G(Br)) = nk(G(D))

for all k > 0, which proves the theorem.
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A number of corollaries follow in the same way as Corollaries 5.1 – 5.5 of [22]. Corol-
lary 1, which has already been mentioned in the introduction, is such an instance. Let
us mention a few more; the proofs are very similar, so we only give a proof of the first
corollary.

Corollary 3. For any tree T of order n, we have

nk(T ) 6

{(
n−1
k−1

)
k > 1,

n k = 1.

Proof. Note that the degree sequence (n− 1, 1, 1, . . . , 1) of the star Sn majorizes all other
degree sequences, and that

nk(Sn) =

{(
n−1
k−1

)
k > 1,

n k = 1.

Corollary 4. Among trees T of order n with s leaves, the number nk(T ) is maximized by
the greedy tree G(s, 2, 2, . . . , 2, 1, 1, . . . , 1) (the number of 2s is n − s − 1, the number of
1s is s) for any k > 1.

Corollary 5. Among trees T of order n with independence number α > n/2, the number
nk(T ) is maximized by the greedy tree G(α, 2, 2, . . . , 2, 1, 1, . . . , 1) (the number of 2s is
n− α− 1, the number of 1s is α) for any k > 1.

Corollary 6. Among trees T of order n with matching number β 6 n/2, the number
nk(T ) is maximized by the greedy tree G(n−β, 2, 2, . . . , 2, 1, 1, . . . , 1) (the number of 2s is
β − 1, the number of 1s is n− β) for any k > 1.

5 Subtrees containing a given vertex

This section is devoted to subtrees containing a given vertex, which, as explained in the
introduction, are strongly related to antichains in rooted trees. One of the consequences
of Theorem 1 is the following:

Corollary 7. Let ρk(T ) be the average number of subtrees of size k containing a randomly
chosen vertex of T . The inequality

ρk(T ) 6 ρk(G(D))

holds for all k > 1 and all trees T of degree sequence D.

Proof. If we denote the order of T by n as usual, we have

ρk(T ) =

∑
v∈V (T ) nk(T, v)

n
=
knk(T )

n
,

since each subtree of order k is counted k times. The desired inequality follows immedi-
ately.
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It is natural to assume that the greedy tree also maximizes nk(T, v) if we choose v
to be the canonical root. This fact, which has already been stated in the introduction
(Theorem 3), is the main result of this section.

Proof of Theorem 3. Fix k, and let T be a rooted tree with degree sequence D. Consider
a path P = u1 . . . um such that m > 2 and u1 = r(T ) is the root of T . Let B be one of the
branches attached to um by an edge such that V (P ) ∩ V (B) = ∅. Let Ti be the rooted
tree obtained by removing B from um and attaching it to ui for some 1 6 i 6 m− 1 (the
root stays the same, see Figure 9).

u1

ui

um

B

B

Figure 9: Moving the branch B from um to ui.

Then we have nk(Ti, r(Ti)) > nk(T, r(T )) for any k > 1 and 1 6 i 6 m − 1: the
number of subtrees which contain no vertex of B stays unchanged, and any subtree that
contains the root as well as some vertices of B must contain the whole path P , thus it
just gets transformed to a new subtree of the same order.

Now let TM be a rooted tree with degree sequence D such that whenever a rooted
tree T has degree sequence D, we always have nk(TM , r(TM)) > nk(T, r(T )). By the
observation above, we can choose TM such that r(TM) has maximum degree and the
degrees of the vertices decrease as we move away from the root following a path. Hence
if D = (d1, . . . , dn), then deg r(TM) = d1 and there exists a neighbor v of r(TM) with
deg v = d2. By Lemma 6, TM can be chosen to be a level greedy tree. Let nk(TM , e) be
the number of subtrees of order k in TM that contain the edge e := r(TM)v. If T ′M is the
component of TM − e that contains the root r(TM) (see Figure 10), then we have

nk(TM , r(TM)) = nk(TM , e) + nk(T ′M , r(T
′
M)). (14)

By Lemma 7, we can reshuffle the branches in TM to become a level greedy tree
with edge root e, without decreasing nk(TM , e) or nk(T ′M , r(T

′
M)): Note that the new T ′M

obtained after reshuffling has the old one as a subgraph, given the fact that both of them
are level greedy. Thus we also assume that TM is level greedy with respect to the edge e.

For contradiction, assume that TM (vertex rooted) is not isomorphic as rooted tree to
G(D). Then for some i > 2, there exist vertices ui and ui+1 at levels i and i+1 respectively
such that deg ui < deg ui+1. Using the fact that TM is vertex rooted level greedy, we have
the following where wi and wi+1 are vertices at the level i and i+ 1 respectively:
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r(TM)

T ′M

TM

v
e

Figure 10: The tree TM

Case 1: If ui, ui+1 ∈ V (T ′M), then there exists a vertex wi+1 ∈ V (TM − T ′M) such that
deg ui < deg ui+1 6 degwi+1.

Case 2: If ui, ui+1 ∈ V (TM − T ′M), then there exists a vertex wi ∈ V (T ′M) such that
degwi 6 deg ui < deg ui+1. If level i of T ′M is already empty, we set degwi = 0, and the
argument that follows is still valid.

Case 3: If ui ∈ V (TM − T ′M) and ui+1 ∈ V (T ′M), then there exist vertices wi ∈ V (T ′M)
and wi+1 ∈ V (TM − T ′M) such that

degwi 6 deg ui < deg ui+1 6 degwi+1.

The case that level i of T ′M is empty is treated in the same way as before. Hence all the
three cases above can be reduced to the following fourth case:

Case 4: ui ∈ V (T ′M) and ui+1 ∈ V (TM − T ′M), but this contradicts the fact that TM is
level greedy as edge rooted tree with root e.

Before extending Theorem 3 a little further, we introduce the following related con-
cepts.

Definition 8. A level greedy tree with leveled degree sequence

D = ((i1,1), (i2,1, . . . , i2,k2), . . . , (in,1, . . . , in,kn))

is called a sliced greedy tree if

min(ij,1, . . . , ij,kj) > max(ij+1,1, . . . , ij+1,kj+1
)

for all 2 6 j 6 n − 1. If furthermore we also have i1,1 + 1 > max(i2,1, . . . , i2,k2), then we
say that the tree is a branch greedy tree.

In particular, a greedy tree is always a sliced greedy tree and a branch greedy tree. It
is not hard to see that any sliced greedy tree can always be completed by adding further
branches to turn it into a greedy tree, and that every branch of a greedy (sliced greedy,
branch greedy) tree is branch greedy.

We now aim to extend Theorem 3, and show that among all rooted trees with given
degree sequence and given degree of the root, the corresponding sliced greedy tree has the
maximum number of subtrees of any given order containing the root.
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Theorem 12. Let D = (d1, . . . , dn) be a degree sequence of a tree. Let Td
D be the set of all

rooted trees with degree sequence D and root of degree d. Let G(D, d) be the sliced greedy
tree in Td

D. For any T ∈ Td
D and for any positive integer k we have

nk(T, r(T )) 6 nk(G(D, d), r(G(D, d))).

Proof. The case where d = d1 coincides with Theorem 3. Hence, in the rest of the proof
we assume that d 6 d2. Since we know that n0(T, r(T )) = n0(G(D, d), r(G(D, d))) = 0
and n1(T, r(T )) = n1(G(D, d), r(G(D, d))) = 1, we only have to check the case where
k > 2. We use an induction with respect to n. For the case where n = 1, 2, 3, the theorem
clearly holds since |Td

D| 6 1. Assume it holds whenever 1 6 n 6 h for some integer h > 3.
Now, consider the case where n = h+ 1. By the same reasoning as in the first paragraph
in the proof of Theorem 3, we can move branches in T closer to r(T ) without decreasing
nk(T, r(T )). Therefore, we can assume that if u is a neighbor of r(T ) and u′ is any vertex
of T which is in the branch of r(T ) containing u then deg u > deg u′. This and the
induction hypothesis allow us to assume that each branch of r(T ) is branch greedy. In
particular, r(T ) must have a neighbor v such that deg v = d1.

Let us start another induction on d. If d = 1, then for all k > 1 we have

nk(T, r(T )) = nk−1(T − r(T ), v)

6 nk−1(G(D′, d1 − 1), r(G(D′, d1 − 1)))

= nk(G(D, d), r(G(D, d))),

where D′ is the degree sequence of T − r(T ).
Next we consider the case d = 2. Let T1 and T2 be the components of T − r(T ), where

the neighbors of r(T ) are considered as roots and v is in V (T1). By Lemma 6, we can
assume that T1 B T2. If T and G(D, d) have the same leveled degree sequence, then the
two are isomorphic and we are done. Otherwise, there is an integer i > 2 such that there
are two vertices ui and ui+1 at the ith and (i+ 1)th levels of T respectively, which satisfy

deg ui < deg ui+1. (15)

We choose ui+1 such that its degree is maximum among all vertices at the (i+ 1)th level.
Since both T1 and T2 are branch greedy, ui and ui+1 must belong to different branches of
r(T ). But it is impossible that ui ∈ V (T1) and ui+1 ∈ V (T2), since if we let wi ∈ V (T2)
be a vertex at the ith level in T2, then using the relation T1 B T2 and the fact that T2 is
branch greedy we would have deg ui > degwi > deg ui+1, contradicting (15). Hence, we
must have ui ∈ V (T2) and ui+1 ∈ V (T1). Let T ′ be the tree obtained from T by merging
v and r(T ) to become the new root, see Figure 11. Then we have (recall that we are
assuming k > 2)

nk(T, r(T )) = nk−1(T
′, r(T ′)) + nk−1(T2, r(T2)). (16)

Note that nk−1(T
′, r(T ′)) counts the subtrees of order k in T which contain the edge

vr(T ), and nk−1(T2, r(T2)) counts those that do not contain vr(T ).
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T

T2
T1

T ′

Figure 11: The tree T ′ in the proof of Theorem 12

Let x1, . . . , xd1−1 be the neighbors of r(T1) in T1. We permute the vertices of T ′ to
obtain a new, level greedy tree T ′′ with the same leveled degree sequence as T ′ but such
that if B1, . . . , Bd1 are the branches of r(T ′′) containing x1, . . . , xd1−1, r(T2) respectively,
then we have Bd1 B · · · B B1. Set T ′′2 := Bd1 and T ′′1 := T ′′ − Bd1 . Let T ′′′ be a tree
obtained from T by replacing T1 and T2 by T ′′1 and T ′′2 , respectively. Note that T2 is
isomorphic to a subgraph of T ′′2 . Let T 1 be the level greedy tree with the same leveled
degree sequence as T ′′′. From Lemma 6, we deduce that nk−1(T

′, r(T ′)) 6 nk−1(T
′′, r(T ′′)),

nk−1(T2, r(T2)) 6 nk−1(T
′′
2 , r(T

′′
2 )) and consequently

nk(T, r(T )) = nk−1(T
′, r(T ′)) + nk−1(T2, r(T2))

6 nk−1(T
′′, r(T ′′)) + nk−1(T

′′
2 , r(T

′′
2 ))

= nk(T ′′′, r(T ′′′)) 6 nk(T 1, r(T 1)).

Along this process, at least one vertex with maximum degree at the (i + 1)th level in T
(hence the same degree as ui+1) is transferred to the ith level in T ′′, T ′′′ and T 1. We can
iterate the same process until we reach a tree that is isomorphic to G(D, d).

Now we can resume our induction with respect to the degree d. Assume that the
Theorem holds for d = m for some integer m > 2. Now, consider the case where d = m+1.
By the induction hypothesis with respect to d, we can assume that whenever B is a branch
of r(T ) then T − B is a sliced greedy tree. For any vertex ui at the ith level and ui+1

at the (i + 1)th level in T for some i > 2, there exists a branch B of r(T ) such that
{ui, ui+1} ∩ V (B) = ∅, since d > 3. Since T − B is a sliced greedy tree, we must have
deg ui > deg ui+1. This means that T has the same leveled degree sequence as G(D, d).
Hence, by Lemma 6 we get nk(G(D, d), r(G(D, d))) > nk(T, r(T )).

Recall that subtrees containing the root correspond to antichains when a rooted tree is
regarded as a Hasse diagram of a poset. Since the cardinality of the antichain corresponds
to the number of leaves (counting the root as a leaf only if it is the only vertex of the
subtree), it is natural to ask whether similar statements as Theorem 3 and Theorem 12
remain true if the number of subtrees with a fixed number l of leaves is considered instead.
This turns out to be the case.

For any (vertex) rooted forest F , let ηl(F ) denote the number of subtrees in F which
contain one of the roots and have l leaves (as before, the root is only counted as a leaf
if it is the only vertex). It is convenient to set η0(F ) = 1 and ηl(F ) = 0 for negative l.
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Moreover, it is easy to see that η1(F ) = |F | only depends on the order of F , so we will
focus on the case l > 2 in the following.

Lemma 13. Let D be a given leveled degree sequence of a two-component forest. For any
positive integer l and for any F ∈ FD we have

(ηl(F1), ηl(F2)) J (ηl(G1(D)), ηl(G2(D))). (17)

Similarly, if D is a leveled degree sequence of a (vertex) rooted tree, then for any T ∈ TD

and for any positive integer l we have

ηl(T ) 6 ηl(G(D)). (18)

Proof. By the same reasoning as in Remark 4, we only have to show (17), where we allow
F2 to be empty. We use an induction on L(D). The cases L(D) = 1, 2 are trivial, since the
degree sequence uniquely characterizes the tree in these cases. Assume that the lemma
is true whenever L(D) 6 k for some integer k > 2, and suppose that L(D) = k + 1. Let
ri be the degree of the root of Fi for i = 1, 2, and assume that r1 > r2. We start a new
induction, this time with respect to r1. For r1 = 1 and any l > 2, we have

ηl(G1(D)) = ηl(G1(D)− r(G1(D))) and ηl(F1) = ηl(F1 − r(F1)),

for non-empty G2(D) we get

ηl(G2(D)) = ηl(G2(D)− r(G2(D))) and ηl(F2) = ηl(F2 − r(F2)),

and for empty G2(D) we still have

ηl(F2) = ηl(F2 − r(F2)) = 0 and ηl(G2(D)) = ηl(G2(D)− r(G2(D))) = 0.

Hence (17) follows (by the induction hypothesis) from

(ηl(F1 − r(F1)), ηl(F2 − r(F2))) J (ηl(G1(D)− r(G1(D))), ηl(G2(D)− r(G2(D)))).

Assume (17) holds whenever r1 6 m for some m > 1, and let r1 = m + 1. Let A and
B be subtrees of F1 and F2 as shown in Figure 4, where B is empty if F2 is an isolated
vertex or if F2 is empty. Then the following relation holds:

ηl(F ) = ηl−1(A)(η1(F1 − A)− 1) + ηl−1(B)(η1(F2 −B)− 1)

+
∑

l1,l2>0,l2 6=1
l1+l2=l

ηl1(A)ηl2(F1 − A) + ηl1(B)ηl2(F2 −B).

This follows from the fact that the l leaves have to be divided into l1 leaves in A (or B)
and l2 leaves in F1−A (or F2−B) respectively. The only exception is the case l2 = 1: the
subtree of F1 −A (F2 −B) that only consists of the root counts with 0 leaves. The next
step of the proof follows the same lines as the proof of Lemma 6, so we skip the details:
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the induction hypothesis shows that each term in the above sum is maximized when A,
B, F1 −A and F2 −B are components of greedy forests. This argument gives us a forest
FK whose components FK

1 and FK
2 have the same leveled degree sequences as G1(D) and

G2(D) respectively, and which satisfies

(ηl(F1), ηl(F2)) J (ηl(F
K
1 ), ηl(F

K
2 )).

Moreover, if di denotes the root degree of FK
i , we can assume that any di − 1 elements

of C(FK
i ) form a level greedy forest. If di 6= 2, then it follows immediately that FK

i is a
greedy tree (as in Lemma 6). Thus we only consider the case di = 2.

Let C(FK
i ) = {H1, H2} and C(Gi(D)) = {H ′1, H ′2}, and let F ′Ki and G′i(D) be, re-

spectively, the trees obtained from FK
i by merging r(FK

i ) with its two neighbors and
from Gi(D) by merging r(Gi(D)) with its neighbors. Then the induction hypothesis with
respect to L(D) applied to H1 ∪H2 yields

η2(F
K
i ) = η2(F

′K
i ) + η1(H1) + η1(H2)− 1

6 η2G
′
i(D)) + η1(H

′
1) + η1(H

′
2)− 1 = η2(Gi(D)),

where the term −1 is due to an over-count of the subtree having the two neighbors of
r(Fi) or of r(Gi(D)) as leaves. For all l > 3 we have

ηl(F
K
i ) = ηl(F

′K
i ) + ηl−1(H1) + ηl−1(H2) (19)

6 ηl(G
′
i(D)) + ηl−1(H

′
1) + ηl−1(H

′
2) = ηl(Gi(D)).

Note here that ηl(F
′K
i ) is the number of subtrees in FK

i containing r(FK
i ) and having l

leaves none of which is a neighbor of r(FK
i ), while ηl−1(H1) and ηl−1(H2) count subtrees

with l leaves one of which is a neighbor of r(FK
i ).

Lemma 14. Let T be a vertex rooted tree, and let P = u1 . . . um (m > 2) be a path
starting at the root (i.e., u1 = r(T )). Let B be a branch attached by an edge to um such
that V (B)∩V (P ) = ∅. Let v be the neighbor of um in B, and let T ′ be a tree obtained from
T by removing the edge vum and adding a new edge vum−1 (see Figure 9 with i = m− 1).
Then we have ηl(T ) 6 ηl(T

′).

Proof. Clearly we have ηl(T − B) = ηl(T
′ − B). Hence we only have to compare the

number of subtrees containing some vertices of B. To any subtree S in T which contains
r(T ) and such that V (S) ∩ V (B) 6= ∅, we associate f(S) defined as follows:

• f(S) = S − vum + vum−1 if um is not a leaf in S − vum + vum−1;

• otherwise we have f(S) = S − um + vum−1.

Clearly f(S) is a subtree of T ′, it has the same number of leaves as S, and if f(S) = f(S ′)
then we also have S = S ′ : add um if it is missing, add vum and remove vum−1 to obtain
S and S ′ from F (S) and F (S ′), respectively. Hence f is injective, and we are done.
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Theorem 15. For all rooted trees T with degree sequence D and for all positive integers
l we have ηl(G(D)) > ηl(T ), where G(D) is rooted in the canonical way as in Definition
5.

Proof. Let TM be a rooted tree with degree sequence D = (d1, . . . , dn), and such that for
all rooted trees T with degree sequence D we have ηl(TM) > ηl(T ). By the two Lemmas
13 and 14, we can choose TM to be level greedy with deg r(TM) = d1, and such that
r(TM) has a neighbor v whose degree is d2. Let T ′M be the component of TM − vr(TM)
that contains r(TM), and let T ′′M be the tree obtained from TM by merging v and r(TM)
to become the new root. Let A be the set of subtrees of TM containing r(TM) and having
l leaves such that one of them is v, and let B be the set of the subtrees of TM containing
r(TM) and l leaves none of which is v. Then we have

ηl(TM) = |A|+ |B| = ηl−1(T
′
M) + ηl(T

′′
M)

for l > 3; for l = 2, one has to subtract 1 (for the subtree that only consists of r(TM)
and v). If we reshuffle the branches of v and r(TM) such that TM considered as edge
rooted tree with vr(TM) as root is level greedy, the values of ηl−1(T

′
M) and ηl(T

′′
M) will not

decrease. This is because T ′′M would then be level greedy as well, and the new T ′M has the
old one as subgraph (the fact that T ′M is level greedy is used here). Hence, the theorem
follows by the same argument that we have already seen in the proof of Theorem 3.

More generally, we also have a theorem analogous to Theorem 12:

Theorem 16. Let T be a rooted tree with degree sequence D = (d1, . . . , dn) and root
degree deg r(T ) = d. Then for any positive integer l, we have ηl(T ) 6 ηl(G(D, d)), where
G(D, d) denotes the sliced greedy tree whose root has degree d and whose degree sequence
is D.

Proof. See Theorem 15 for the case where d = d1. As mentioned earlier, the case l = 1
is trivial, so we assume that d 6 d2 and l > 2. By Lemma 14, we can restrict ourselves
to the case where r(T ) has a neighbor v with deg v = d1. Let T ′ be the tree obtained
from T by merging r(T ) and v and let T ′′ be the connected component of T − vr(T ) that
contains r(T ). Then for all l > 3 we have

ηl(T ) = ηl(T
′) + ηl−1(T

′′) (20)

as in the previous proof (for l = 2, we have to subtract 1). Here, ηl(T
′) counts the

number of subtrees of T containing r(T ) and having l leaves none of which is v, and
ηl−1(T

′′) counts the subtrees of T containing r(T ) such that one of its l leaves is v. The
rest of the proof is exactly as we have seen in the proof of Theorem 12, but we use (20)
instead of (16), and we use Lemma 13 in the place of Lemma 6.
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