
Problem solving
activities in
post-editing and
translation from
scratch
A multi-method study

Jean Nitzke

language

science

press

Translation and Multilingual Natural
Language Processing 12

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Language Science Press

https://core.ac.uk/display/229104121?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


Translation and Multilingual Natural Language Processing

Editors: Oliver Czulo (Universität Leipzig), Silvia Hansen-Schirra (Johannes Gutenberg-Universität

Mainz), Reinhard Rapp (Johannes Gutenberg-Universität Mainz, Hochschule Magdeburg-Stendal)

In this series:

1. Fantinuoli, Claudio & Federico Zanettin (eds.). New directions in corpus-based translation

studies.

2. Hansen-Schirra, Silvia & Sambor Grucza (eds.). Eyetracking and Applied Linguistics.

3. Neumann, Stella, Oliver Čulo & Silvia Hansen-Schirra (eds.). Annotation, exploitation and

evaluation of parallel corpora: TC3 I.

4. Czulo, Oliver & Silvia Hansen-Schirra (eds.). Crossroads between Contrastive Linguistics,

Translation Studies and Machine Translation: TC3 II.

5. Rehm, Georg, Felix Sasaki, Daniel Stein & Andreas Witt (eds.). Language technologies for

a multilingual Europe: TC3 III.

6. Menzel, Katrin, Ekaterina Lapshinova-Koltunski & Kerstin Anna Kunz (eds.). New

perspectives on cohesion and coherence: Implications for translation.

7. Hansen-Schirra, Silvia, Oliver Czulo & Sascha Hofmann (eds). Empirical modelling of

translation and interpreting.

8. Svoboda, Tomáš, Łucja Biel & Krzysztof Łoboda (eds.). Quality aspects in institutional

translation.

9. Fox, Wendy. Can integrated titles improve the viewing experience? Investigating the impact

of subtitling on the reception and enjoyment of film using eye tracking and questionnaire

data.

10. Moran, Steven & Michael Cysouw. The Unicode cookbook for linguists: Managing writing

systems using orthography profiles.

11. Fantinuoli, Claudio (ed.). Interpreting and technology.

12. Nitzke, Jean. Problem solving activities in post-editing and translation from scratch: A

multi-method study.

ISSN: 2364-8899



Problem solving
activities in
post-editing and
translation from
scratch
A multi-method study

Jean Nitzke

language

science

press



Nitzke, Jean. 2019. Problem solving activities in post-editing and translation from
scratch: A multi-method study (Translation and Multilingual Natural Language
Processing 12). Berlin: Language Science Press.

This title can be downloaded at:
http://langsci-press.org/catalog/book/196
© 2019, Jean Nitzke
Published under the Creative Commons Attribution 4.0 Licence (CC BY 4.0):
http://creativecommons.org/licenses/by/4.0/
ISBN: 978-3-96110-131-3 (Digital)

978-3-96110-132-0 (Hardcover)

ISSN: 2364-8899
DOI:10.5281/zenodo.2546446
Source code available from www.github.com/langsci/196
Collaborative reading: paperhive.org/documents/remote?type=langsci&id=196

Cover and concept of design: Ulrike Harbort
Typesetting: Sebastian Nordhoff, Felix Kopecky, Jean Nitzke
Proofreading: Andreas Hölzl, Aniefon Daniel, Carla Parra, Caroline Rossi,
Jeroen van de Weijer, Joseph T. Farquharson, Rosetta Berger, Umesh Patil,
Yvonne Treis
Fonts: Linux Libertine, Libertinus Math, Arimo, DejaVu Sans Mono
Typesetting software: XƎLATEX

Language Science Press
Unter den Linden 6
10099 Berlin, Germany
langsci-press.org

Storage and cataloguing done by FU Berlin

http://langsci-press.org/catalog/book/196
http://dx.doi.org/10.5281/zenodo.2546446
https://www.github.com/langsci/196
https://paperhive.org/documents/remote?type=langsci&id=196
http://langsci-press.org


Contents

Acknowledgments v

Abbreviations vii

1 Introduction 1

2 Machine translation 3
2.1 Machine translation development . . . . . . . . . . . . . . . . . 4
2.2 Machine translation approaches . . . . . . . . . . . . . . . . . . 7
2.3 Machine translation applications . . . . . . . . . . . . . . . . . . 10

3 Post-editing 13
3.1 The development of post-editing . . . . . . . . . . . . . . . . . . 14
3.2 The influence of pre-editing and controlled language . . . . . . 17

4 Dealing with post-editing and machine translation – five perspectives 21
4.1 Post-editing and machine translation in (theoretical) translation

studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.2 Post-editing and machine translation in translation process re-

search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.3 Post-editing and machine translation applications in practice . . 34

4.3.1 Pan American Health Organization (PAHO) . . . . . . . 34
4.3.2 European Commission (EC) . . . . . . . . . . . . . . . . 35
4.3.3 Ford . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.3.4 DARPA . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4.4 Post-editing and machine translation in the professional transla-
tion community . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.5 Post-editing training . . . . . . . . . . . . . . . . . . . . . . . . 45

5 Problem solving in psychology and translation studies 51
5.1 Defining the term problem and differentiating between problem

solving and decision making . . . . . . . . . . . . . . . . . . . . 53
5.2 Problem solving in psychology . . . . . . . . . . . . . . . . . . . 56



Contents

5.3 Problem solving in translation studies . . . . . . . . . . . . . . . 65
5.4 Modeling the concept of problem solving in translation studies

by adding psychological approaches . . . . . . . . . . . . . . . . 75

6 Research hypotheses 87

7 The data set 91
7.1 A short introduction to methods in translation process research 91

7.1.1 Think-aloud protocols . . . . . . . . . . . . . . . . . . . 92
7.1.2 Questionnaires . . . . . . . . . . . . . . . . . . . . . . . 93
7.1.3 Keylogging . . . . . . . . . . . . . . . . . . . . . . . . . 96
7.1.4 Eyetracking . . . . . . . . . . . . . . . . . . . . . . . . . 97
7.1.5 Neuroscientific methods . . . . . . . . . . . . . . . . . . 99
7.1.6 Data triangulation and choice of participants . . . . . . 101

7.2 General information on the data set, post-editing guidelines, and
setup of the experiment . . . . . . . . . . . . . . . . . . . . . . . 102

7.3 Placing the research hypotheses and methods into the field of
translation process research . . . . . . . . . . . . . . . . . . . . 106

7.4 Previous research with the data set . . . . . . . . . . . . . . . . 107
7.5 Session durations . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.6 Complexity levels of the texts . . . . . . . . . . . . . . . . . . . 114
7.7 General keystroke effort for modifications . . . . . . . . . . . . 115
7.8 General analysis of errors in the final texts . . . . . . . . . . . . 119
7.9 Criticism of the data set . . . . . . . . . . . . . . . . . . . . . . . 123

8 The questionnaires 127
8.1 The questionnaire prior to the experiment . . . . . . . . . . . . 127
8.2 The retrospective questionnaire . . . . . . . . . . . . . . . . . . 137
8.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

9 Lexical problem solving: Internet research 149
9.1 Lexical problem solving: Introduction . . . . . . . . . . . . . . . 149
9.2 Lexical problem solving: screen recording data . . . . . . . . . . 156

9.2.1 Introduction of hypotheses for lexical problem solving
(screen recording data) . . . . . . . . . . . . . . . . . . . 156

9.2.2 Number of research instances . . . . . . . . . . . . . . . 159
9.2.3 Research effort . . . . . . . . . . . . . . . . . . . . . . . 165
9.2.4 Non-use of the Internet . . . . . . . . . . . . . . . . . . 170
9.2.5 Research effort in relation to the complexity level . . . . 172

ii



Contents

9.2.6 Types of websites consulted . . . . . . . . . . . . . . . . 174
9.2.7 Time spent on research . . . . . . . . . . . . . . . . . . 179
9.2.8 Research according to phases in translation process . . . 182
9.2.9 Research ending in no obvious result . . . . . . . . . . . 183
9.2.10 Summary and conclusion – screen recording data . . . . 187

9.3 Lexical problem solving: Eyetracking data on most researched
words/phrases . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
9.3.1 Mean values of eyetracking data . . . . . . . . . . . . . 192
9.3.2 Statistical tests for eyetracking data . . . . . . . . . . . . 194
9.3.3 Further analysis – Misleading machine translation . . . 197
9.3.4 Comparing most researched words to least-/no-research

words . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
9.3.5 Status and experience . . . . . . . . . . . . . . . . . . . 199
9.3.6 Summary and conclusion – Keylogging and eyetracking

data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
9.4 Overall conclusions and final remarks . . . . . . . . . . . . . . . 202

10 Syntactic problem solving 205
10.1 Overview production and processing times . . . . . . . . . . . . 207
10.2 Analysis of the influence of syntactic MT quality . . . . . . . . . 210

10.2.1 Analysis of production and processing data concerning
the quality of the MT output . . . . . . . . . . . . . . . . 210

10.2.2 Syntactic analysis on the sentence level excluding non-
syntactic factors . . . . . . . . . . . . . . . . . . . . . . 221

10.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225

11 Hidden problem indicators 229
11.1 Discussion of problem identifying parameters . . . . . . . . . . 229
11.2 Problematic part-of-speech categories . . . . . . . . . . . . . . . 232

11.2.1 Indications in Munit . . . . . . . . . . . . . . . . . . . . 232
11.2.2 Indications in InEff . . . . . . . . . . . . . . . . . . . . . 236
11.2.3 Indications in HTra and HCross . . . . . . . . . . . . . . 238

11.3 Influence of problem indicators on keylogging and eyetracking
data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240

11.4 Mapping the parameter with the results of the analysis of the
research behaviour . . . . . . . . . . . . . . . . . . . . . . . . . 250

12 An approach to statistically modelling translation problemswith the
help of translation process data in R 253

iii



Contents

13 Summary and discussion 259

14 Final remarks and future research 267

Appendix A: Analysis of Research Instances 269

Appendix B: Processing data for most researched words 271

Appendix C: Analysis of machine translation output 275

Appendix D: Part-of-speech categories, and their relation to different
parameters 277

References 285

Index 301
Name index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301
Language index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305
Subject index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 306

iv



Acknowledgments

Hold your breath and count to ten,
And fall apart and start again,
Hold your breath and count to ten,
Start again, start again…
Placebo – English Summer Rain

Sag nicht alles so kompliziert
Weil ich versteh das garantiert nicht
Denk nicht alles so kompliziert
Weil ich versteh, dass das nix wird
Wanda – Wenn ich Zwanzig Bin

Two songs and eight lines that came to mymind again and again while preparing
this book, although (often) quoted out of context. I regularly remembered the
Placebo song during statistical analyses – a completely new field for me at the
beginning of this whole project. Although I always enjoyed learning this new,
advanced method of data analysis (like presumably most translation students in
Germany, I had no clue about statistics, never took a course on data analysis
during my B.A. or M.A. programmes and had to rely on what I had learnt in
school, which almost ended with calculating means and medians), it was often
incredibly frustrating and time-consuming. Back in the early days I learnt what
correlations are and how to perform them in R – my best friend and my worst
enemy – but I did not realise that you have to check for normal distribution first
to decide on suitable correlations. So I started to correlate data, and correlated
more data, and correlated even more data, until somebody finally told me: You
need to check for normal distribution first. Hold your breath and count to ten;
Fall apart, start again.

The second song by the Austrian band Wanda often accompanied me when
I was reading literature that was written in an incredibly complicated way and
where the main points were masked (or even hidden) by unusual words and very
long sentences (this was usually literature written in German). As a result, I often



Acknowledgments

tempered myself during my own writing process and tried to keep it simple and
understandable.

Much more essential than music, however, were the people around me, who
supported me in so many different ways. First of all, I would like to thank my flat-
mates and friends who stood by my side although my mood sometimes became
unbearable and who still want to be my friends although I have not had much
time for them recently: Maike Dankwardt, Sylvana Teifel, Christiana Rohner,
Helene Schächtele, Marcella Apple, Lisa Schewe, Sebastian Kriegler, and Simon
Bode. Many thanks to my friends who also happen to be professional translators
and interpreters (now) – you were always willing to give opinions on matters
that concerned me from a practical and not a scientific perspective: Lisa Rüth,
Julia Dolderer, Rosa Schröder, Lara Eusemann, and Tina Puetsch. For me, it is
very important to keep the reality of the profession in mind when conducting
research on translation and translators’ behaviour. Many, many thanks to my
parents, Heiko and Jutta Nitzke, who always believed in me, always supported
me, and always seem to be proud of what I am doing. I could not have done it
without you.

By now, I considermost ofmy colleagues friends, sometimes even close friends.
Discussing issues and questions with you helped me a lot in developing my
thoughts and approaches. Without your help, some parts of this project would
never have been possible forme – both in terms of theoretical approaches and sta-
tistical analyses, but also moral support and helping me with my teaching duties:
Silke Gutermuth, Katharina Oster, Moritz Schaeffer, Wendy Fox, Sarah Signer
(sorry you had to proof-read all of this!), Marcus Wiedmann, Sascha Hofmann,
Katja Abels, Don Kiraly, and Tomasz Rozmyslowicz.

Finally, of course, my utmost thanks goes to my supervisors Silvia Hansen-
Schirra and Oliver Czulo. Thank you for all your patience, your time, and your
willingness to supervise me in the first place. Your guidance through all parts of
academia truly helped me to find my way in navigating the entire landscape –
from teaching to attending conferences.Thank you for all your essential remarks,
hints, and comments that shaped my thinking and, in the end, this book. Last but
not least, many thanks to Michael Schreiber who is the third person who jumped
into this project and took the time to assess my work.

There are so many more people who helped and/or supported me over the
years – I cannot name every single one of you, but thanks, thanks, thanks!

vi



Abbreviations

CAT computer assisted translation
Dur production time of translation unit
FAHQMT full-automatic high-quality machine translation
FixS fixation count on the source text unit
FixT fixation count on the target text unit
GazeS total fixation duration on the source text unit
GazeT total fixation duration on the target text unit
HCross word order entropy value
HTra word entropy value
InEff inefficiency value
MPE monolingual post-editing
Munit number of micro units necessary for target unit production
MT machine translation
MTS machine translation system
PA problem area
PE post editing
TFix fixation count on both source and target text
TfS translation from scratch
TGaze total fixation duration on both source and target text
TM translation memory
TMS translation memory system





1 Introduction

The working environment of translators has changed tremendously in recent
decades. Typesetters have been replaced by computers, printed sources of in-
formation have been replaced by electronic and online sources of information.
Instead of translating every single word from scratch, translation memory sys-
tems store translations and recall them when certain similarities exist between
new source text segments and a source text segment that has been translated
before. Instead of word lists and printed glossaries, translators use terminology
management systems to assure consistency. Machine translation (MT) systems
have been developed for over 70 years now – nonetheless, they only recently
started to affect the working environment of most translators. To improve ef-
ficiency and cost-effectiveness, organisations increasingly use MT and edit the
MT output to create a fluent text that adheres to the relevant text conventions.
This procedure is known as post-editing (PE). Although PE has also been around
since the 1980s, it remained a rather niche market for decades.This, however, has
changed with PE being established on the translation market in recent years –
causing mixed feelings among professional translators. The working conditions
are changing and some translators are comfortable with this change, while some
are not. But what changes for the professional translator who disregards external
circumstances?What influence does the integration of MT have on the cognitive
load of professional translators?

The aim of this study is to investigate different problem solving behaviours in
translation from scratch1 (TfS) and post-editing (PE). I assume that some prob-
lems might already be solved by MT output, while, on the other hand, the MT
system might also create new translation problems. Hence, participants will ex-
hibit at least some different problem solving behaviour in the two tasks. This
will be analysed according to research behaviour as well as the syntactic qual-
ity of MT output. These analyses will not only include screen-recording data
and final translation products, but also keylogging and eyetracking data. Finally,

1The term ”translation from scratch” was used – instead of „human translation“ for example
– because it implies that no further CAT tools were used for the translation, like translation
memory or terminology management systems.



1 Introduction

this study will focus on problem identifiers in translation process data. While
early translation process research (e.g. Krings 1986b) attempted to identify and
classify problems via think-aloud protocols, I will focus on unconscious process
data, namely keylogging and eyetracking data, to initially determine which pa-
rameters might be interesting for predicting translation problems and to then
model an approach to find translation problems in translation process data with
the help of mere keylogging data.

Another key aspect of this study will be the theoretical concept of transla-
tion problems. While (theoretical) translation studies have already addressed this
issue, the resulting assumptions do not necessarily coincide with assumptions,
concepts, and models developed in psychology. Therefore, this study will also in-
troduce the insights on problem solving generated in both fields, what they have
in common and how the differences can be resolved.

This study is structured as follows: §2 provides a brief overview of MT, while
§3 introduces PE.The next chapter (§4) explores howMT and PE are perceived in
different areas of translation.The concept of problem solving is explored from dif-
ferent angles in §5. Next, the research question is implemented (§6), the data set
and the experiment are specified (§7), and the questionnaires used in the experi-
ment are assessed (§8). The next three chapters examine the translation process
data. First, an analysis is conducted on the research behaviour of the participants
(§9), then eyetracking and keylogging data are compared in regard to the differ-
ent syntactic quality of the MT output (§10), and finally keylogging parameters
are analysed to define the extent to which they help in predicting problematic
translation units (§11). §12 introduces an approach to identify translation prob-
lems according to keylogging data. A summary of the findings is presented in
§13 and the final chapter (§14) deals with aspects that could be examined in the
future.

2



2 Machine translation

This chapter will introduce the main concepts of machine translation. The term
machine translation (MT) can simply be defined as “[a]utomatic translation from
one human language to another using computers” (Al-Onaizan et al. 1999: 1). The
idea behind MT goes back to cryptography as discussed by Weaver (1955). The
basic idea is that information is encrypted in one language and therefore cannot
be understood if the encryption is unknown. However, if the code used to encrypt
language A is known and it can be transferred into language B, the information
will be available in language B, too.

All languages – at least all the ones under consideration here – were in-
vented and developed by men; and all men […] have essentially the same
equipment to bring to bear on this problem.They have vocal organs capable
of producing about the same set of sound […]. Their brains are of the same
general order of potential complexity. (ibid.: 16)

Even then,Weaver was aware that it would not be that simple to automatically
translate human language. In a letter to Norbert Wiener, he suggested that one
could take scientific texts into consideration for MT as they are semantically not
as complex and that the result may then not be perfect but intelligible (cf. ibid.:18).

In addition, MT has always been one of the main focuses and challenges of
research in artificial intelligence (cf. Mylonakis 2012). However, many problems
and challenges of MT have not yet been solved, or as Warwick (2012) puts it:

Machine translation is a field that includes the research areas of translation
science, computational linguistics and artificial intelligence. Although there
are some real-world applications of machine translation, the development
is not as great as in ’the finance, manufacturing and military sectors’ where
applications ’are performing in ways with which the human brain simply
cannot compete’.

This chapter will introduce the development of MT, the different approaches
to MT, as well as the application and the state of the art of MT. It is not meant
to be an exhaustive description of the whole field, but instead to provide a short
overview.



2 Machine translation

2.1 Machine translation development

Research on MT started more or less simultaneously with the invention of the
electronic computer in the 1940s. However, the idea for MT goes back even fur-
ther: Some origins can be traced back to 17th century philosophical thought on
universal and logical languages as well as mechanical dictionaries. Early tech-
nological development did not facilitate working mechanical systems. In 1933,
two patents were granted for MT-resembling ideas in France and Russia, which
are considered the first real precursors of MT systems (Hutchins 2004 – who
also provides a detailed description of the two forerunner systems). These ideas,
however, did not receive much attention and only Warren Weaver’s memoran-
dum “brought the idea of MT to general notice” (Hutchins & Somers 1992) and
research on MT was launched during the next years.

Initially, the idea was received with great enthusiasm: In 1954, the George-
town Experiment was presented – the first public presentation of an MT system,
developed by Georgetown University in cooperation with IBM. It raised many
expectations of MT development, although the presented text was well-selected
and vocabulary entries and grammar rules were very restricted. This led to more
funding in the US and to new MT projects all over the world, especially in Rus-
sia. Although research at this time had a significant influence not only on MT
research but also on computational linguistics, artificial intelligence, and theoret-
ical linguistics, a proficient system was not developed and the high expectations
were not met (cf. ibid.: 6). Therefore, the US government assigned the Automatic
Language Processing Advisory Committee (ALPAC), which was formed in 1964,
to determine howwellMTwas actuallyworking in 1966.The resulting report was
devastating and stopped funding for MT almost entirely for the next decades in
the United States. According to the ALPAC report, MT was not worth funding,
because post-editing of MT was as expensive as human translation. The commit-
tee recommended funding other research areas such as computational linguistics
and investing in the development of methods to improve human translation.

Despite this regress, MT was not fully abandoned and the first commercial
systems were launched on the market after 1966 – mostly outside the US. Two
examples are Météo (1976) – a system developed at the university of Montreal to
translate weather forecasts – and Systran – a company founded in 1968, which is
still one of the most famous MT companies on the market; Systran’s system was
installed by the US Air Force in 1970 for Russian-English and by the European
Union in 1976 (cf. Hutchins 1995: 139-142).

4



2.1 Machine translation development

In the meantime, the development of MT had reached Europe as well. Some
bigger projects were the Ariane system developed by the GETA-group (CETA
in earlier days) in Grenoble, France, and the SUSY system of the Saarland Uni-
versity in Saarbrücken, Germany. Both research facilities prevailed in the huge
EUROTRA project of the European Union. The European Union naturally has a
huge demand for translations. Therefore, they became very interested in MT at
a very early stage. The EUROTRA project spanned 150 scientists from 18 insti-
tutes and ten member states at the end of 1989. It was intended to cover all 72
language pairs that were required in that the respective state of the Union (today
even more language pairs need to be covered). Although the project never pro-
duced a working system, the research had a major influence on computational
and linguistic research (cf. Hutchins & Somers 1992: 239-241).1

It was only in the 1990s that the first tools were developed for computer as-
sisted translation (CAT tools) which are intended to support the human transla-
tion process (cf. Garcia 2009: 199). The most beneficial tools are translation mem-
ory systems (TMSs) which essentially save completed translations and provide
translation suggestions of former translations to the translator when a similar
(fuzzy matches) or identical (100% matches) segment occurs. The source text is
usually segmented on a sentence basis and matches are presented accordingly,
but the translator can also search the translation memory to find single words or
phrases (concordance search). TMSs simply store translations and recall what they
have stored when matches occur, but they do not produce translations automat-
ically. Most TMS also incorporate a terminology management system. TMS have
become indispensable in translation practice, especially for translators who have
to deal with domain-specific texts like texts related to technology, law, medicine,
etc.

With the spread of the Internet, it was only a matter of time until MT went
online. Systran provided the first online MT for users of Minitel in France in
1988. The users could send Minitel the texts requiring translation. The service
was provided for English and French (both directions) as well as from German
into English and the systems were capable of translating 22 pages per minute. In
1992, CompuServe introduced MT for their users. In addition to the MT service
itself, CompuServe offered PE services for an extra fee. Most customers requested
MT rather than PE services, though: In 1997, 85% of all requests were for MT only.
However, the PE tasks were generally conducted for longer texts – therefore, the
percentage was 60% MT and 40% PE on a word-basis (cf. Gaspari & Hutchins
2007: 199-200).

1More details on MT systems in the EU, especially in the European Commission, are provided
in §4.3.2

5



2 Machine translation

Bable Fish was developed by Systran and AltaVista and went online on 9 De-
cember 1997. It was the first live MT service that was available for all Internet
users and was free of charge. This launched a new era of free online MT services.
In 2007, over 30 similar services were online (cf. ibid.: 200). One of the most
famous online MT systems nowadays is Google Translate, which covers 103 lan-
guages and also recently integrated neural MT.2 Google Translate can be used
on a desktop, mobile device, offline, and even in connection with other apps. The
user can contribute to the MT development by rating or providing translations.3

Further tools like the Translator Toolkit4 – an environment resembling a transla-
tion memory, where the source text is segmented and automatically translated
and that can be used to improve the MT suggestions within this tool or to assign
the job to a language service – are also provided by Google. Although MT sys-
tems – especially popular online MT systems like Google Translate – are often
not taken seriously by some Internet users, because the mistakes amuse native
speakers of the target languages5, Gisting (raw MT for information retrieval, see
§2.3 formore details) has become a common phenomenon onmanywebsites. Fur-
thermore, many websites work in cooperation with online MT services and offer
an automatic translation of their contents by a simple mouse-click (see examples
in §2.3).

In the meantime, the projects EuroMatrix and its successor EuroMatrixPlus
had also been generating ground-breaking results in the field of statistical and
hybrid MT6 in Europe. They impacted the development of the open source MT
system Moses, which enables users to train a statistical system with their own
corpus data or other freely available corpus data. Moses is one of the most fre-
quently used MT systems in academia and the translation industry. The projects
aimed at generating an exemplary MT system for every EU language, providing
the necessary corpora to build an MT system (the “Euromatrix” with monolin-
gual resources, parallel corpora and MT systems, can be accessed freely via the
Internet7), and bringing MT systems closer to the end user (cf. Busemann et al.

2More information is provided in §2.2.
3cf. http://translate.google.de/about/intl/en_ALL/index.html, last accessed 15 March 2017.
4cf. https://translate.google.com/toolkit/list?hl=de#translations/active, last accessed 15 March
2017.

5e. g. http://ackuna.com/badtranslator (last accessed 4 April 2016) – a website that translates
back and forth from English into different languages to show that the mistakes of MT add up
after many translations to a misleading/funny text – or http://www.boredpanda.com/funny-
chinese-translation-fails/?afterlogin=savevote&post=73070&score=-1 (last accessed 4 April
2016) – a website showing funny Chinese to English translations.

6More information on the different approaches of MT is provided in the subsequent chapter.
7http://www.euromatrixplus.net/matrix/, last accessed 16 March 2017.
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2012).The Europarl Corpus (cf. Koehn 2005), for instance, gathers data of parallel
corpora in 21 European languages taken from the proceedings of the European
parliament.8 The latter is not only important for developing MT systems, but
it also enables professional translators to access valuable reference material for
free.

Although full high-quality MT is still not possible and probably will not be
any time soon – although hope and expectations are rising again with the newly
developed neural MT systems9 – MT is a thriving research area. This persistence
was already explained in detail by Kaiser-Cooke (1993):

Despite the many set-backs it has experienced, MT has proved extremely re-
silient. This can be explained partly by the external fascination of language
in general and translation in particular, and the ambitions of the AI com-
munity to prove the practical applicability of their theories, as well as the
unshakeable conviction of many that MT has enormous commercial poten-
tial.

2.2 Machine translation approaches

In general, MT was historically divided into two different types: rule-based and
data-based. Hybrid systems combine both approaches and have only been devel-
oped in recent years. The latest approach is called neural MT, which is also based
on data, but is based on neural networks. In the following, the different systems
will be briefly introduced and their advantages and disadvantages will be high-
lighted. The following sources were used to create this overview – if not speci-
fied otherwise – and can be used to find more detailed descriptions: Goutte et al.
(2009), Hutchins & Somers (1992), Koehn (2010), and Wilks (2008).

Rule-based approaches launched the development of MT. Generally, these sys-
tems attempt to define the single characteristics of the source language and how
these need to be converted into the target languages. Different rule-based ap-
proaches to realise MT have been developed over the years: direct MT, transfer-
based MT, and interlingual MT. Chesterman (2016: 28–29) mentions that he sees
this early form of MT as “the Linguistic meme of translation theory” (ibid.: 29),
because it assumes that languages can solely be expressed through rules, which,
accordingly, must also be representable in algorithms.

8http://www.statmt.org/europarl/, last accessed 16 March 2017.
9See next chapter.
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Direct translation is the oldest approach.This type of MT is constructed specifi-
cally for one language pair and usually one translation direction. Essentially, the
words of the source text are morphologically analysed and then looked up in a
dictionary, which means that ideally all morphology rules are defined, so that
the dictionary only has to contain the stems of the words. In the next steps, the
words of the source language are replaced by the words in the source language
and all morphological changes required by the target language are applied. The
main disadvantage of this approach is that it takes a lot of effort to develop such
a system, because the better the intended system, the more rules have to be de-
fined. If morphology, grammar, and syntax are only defined superficially, the
source text might be interpreted incorrectly which may lead to (severe) mistakes
in the target language. Further, the rules have to be defined from scratch for
every language and every language direction.

The transfer-based approach constructs a syntactic representation of the source
text (often in a tree structure) that is free of ambiguities, etc. Next, this representa-
tion is generated for the target language with the help of a grammar that contains
the bilingual transfer rules. Now, the target text can be produced. Theoretically,
it is possible to use these systems in both language directions, but this is rarely
done in practice, because the transfer rules often do not apply in both directions.

The last rule-based approach that should be introduced is interlingual MT,
which experienced its peak in the 1980s and 1990s. For this approach, an Inter-
lingua needs to be created that represents meaning in an abstract form, which
can theoretically be achieved by either a natural or an artificial language or a
language-independent representation.The basic principle of this approach is that
the source text is translated into the Interlingua and then the Interlingua into the
target language. Due to the abstract Interlingua, it would be easier to add a new
language. However, the task of presenting content and meaning in a formal and
neutral manner so that it can be applied to various languages is one of the biggest
challenges in the field of Artificial Intelligence and is still an unsolved issue.

At the end of the 20th century, a new concept of MT became popular in MT
research: data-based translation.The explosion of theworldwidewebmademany
mono- and bilingual corpora available that enabled MT researchers to construct
systems that are independent of linguistic rules: example-basedMT and statistical
MT.

The example-based approach was mainly developed in Japan starting in the
mid-1980s. Essentially, the systems search in bilingual corpora for the sentence
that is closest to the source sentence and combine it with (an)other sentence(s)
from the corpus. These fragments then generate the new sentence in the tar-

8
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get language. The basic functionality is similar to a translation memory system.
However, a TM system only searches for similar sentences that have been trans-
lated before, but it does not automatically combine these with other sentences
to present a full target sentence. In their study, Carl & Hansen (1999) compare
example-based MT with two different TMS approaches. Both TM systems trans-
late the reference sentences better with 90.7% and 89.4% for entirely correct sen-
tences, respectively, than the example-based MT system (85.5%). However, when
the translation scorewas decreased, the example-basedMT system outperformed
the TM systems, i.e. 96.6% of the sentences from MT output were translated cor-
rectly at least 66% of the time, while the TM systems only delivered 93.7% and
95.0%, respectively. This means that the TM systems generate good translations
if the training corpus contains (almost) identical sentences, while the MT system
can treat sentences that are not literally contained in the training data.

Themost extensive researchwas conducted in statisticalMT in the last decades.
Statistical MT emerged in the late 1980s as a result of IBM’s first successes in
speech recognition. The basic idea is to generate a translation from a parallel
training corpus by calculating themost likely equivalent of a sourceword/phrase/
sentence in the target language. Statistical translation models are generated and
trained on the corpus/the corpora with the help of machine learning. Both mono-
and bilingual corpora are used to capture the typical linguistic structure of the
languages – the monolingual corpora generate the language model, the bilingual
parallel corpora generate the translation model. These models are constructed
during the training phase. Further, additional information can be extracted dur-
ing the training phase from all corpora, e.g. models of relative sentence length
or information about word order. All these models and information receive a
value in the tuning phases. These values represent the weight of the models and
information, when the most probable translation of the source text is translated.
During the decoding phase the target text is produced. Statistical MT uses word-
aligned n-grams – sequences of words (usually n ≤ 7) – that are assigned proba-
bilities representing how probable the word (or the sequence) is in the training
corpus and combined those with the additional information, for example infor-
mation from the monolingual corpus (see Hearne & Way (2011) for detailed in-
formation).

Recent developments have attempted to unite different approaches (usually
rule-based and statistical) in ]hybrid systems so that the advantages of the respec-
tive approach can be combined. While systems with deep integration construct
a whole new system that combines the advantages of two approaches, shallow
integration systems unite two or more existing systems in one new system (cf.
e.g. Eisele 2007).

9
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The latest approach to MT is the use of neural networks, which is also a data-
driven approach and uses parallel training corpora. However, neural MT systems
try to build one large neural network for translation, while statistical MT systems
are composed of many small sub-components.This MT approach usually uses an
encoder-decoder system, with one encoder and one decoder for each language.
The sentence is read and encoded by the encoder for a vector with a fixed length.
This vector is then processed by the decoder which is also responsible for con-
structing the target sentence. In these systems, the decoder is the hidden layer be-
tween input and output. It is called hidden layer, because it can only assess what
is put into the system and what comes out of the system, but not what happens
in between.Thewhole encoder-decoder system is trained simultaneously for one
language pair to increase the probability of a correct translation. Pressing all the
necessary information of a source language into a vector with a fixed length be-
comes problematic when long sentences need to be translated. This issue can
be addressed when the translation is aligned and translated simultaneously. The
source sentence is not necessarily encoded into one vector, but into a sequence
of vectors, or an alignment model is added. Further, NMT systems can consider
the context through a word embedding layer, which appears between the input
layer and hidden layer. It represents words that occur in similar contexts and
hence helps predicting the next word. Although the MT approach with neural
networks is very new, the results are already promising and the combination
with existing MT systems has already superseded the previous state-of-the-art
of MT performance (cf. Bahdanau et al. 2014: 1-2 and Koehn 2017).

2.3 Machine translation applications

MT is used in many professional and private contexts (cf. Koehn 2010: 20). There
are roughly three different areas of application for MT that can be realised: assim-
ilation – the (final) target text is used for information gathering – dissemination
– the (final) target text is used for publication – and communication – the (final)
target text is used for communication purposes.

The most desirable application for MT is Full-Automatic High-Quality Machine
Translation (FAHQMT), which means that the MT output does not need any edit-
ing by a human. This is the highest goal of MT research. However, this aim has
only been achieved for very restricted domains and text types so far like weather
forecasts, summaries of sport news, train and plane information, due to the gen-
eral complexity of language and unresolved problems in MT development, (cf.
ibid.: 20-21).
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One of the most wide-spread uses of MT is gisting. Gisting describes the con-
cept of usingMT solely for information gathering.Therefore, the output does not
need to be perfect in terms of language. Many websites use online MT systems to
make their content accessible to a wide range of users/customers. One popular
example is Facebook10 which offers online MT to its users so that posts by other
users in foreign languages can be translated automatically. The MT is powered
by Microsoft Bing; the platform’s interface, however, is localised into many lan-
guages by humans. TripAdvisor11 uses MT to translate recommendations/reports
on holiday destinations, hotels, restaurants, sights, etc. into the user’s mother
tongue (MT provided by Google). Therefore, the users can write their reports in
their native language and can still be certain that their recommendations will be
read all over the world. On the other hand, users can read reports (or at least get
an idea about the reports depending on the MT quality) they might otherwise
not have understood at all. The homepage of the English town of Lincolnshire12

provides a Google Translate implementation that can translate the page’s con-
tent. These examples present a vital aspect of gisting: It would not be economi-
cal to translate all the information of the aforementioned websites into several
languages. For town communities, for example, translations of their homepages
are relevant in order to support tourism. However, the costs may be too high for
small communities especially considering the running expenses of translating
news, etc. Moreover, gisting is of great interest for home security departments
in order to observe local news and the communication of other countries, be-
cause there is no need (and time) to get perfect translations. Finally, gisting is
very helpful to judge information and to estimate whether the document should
be translated or post-edited by a human (cf. ibid.: 121).

In a broader sense, MT is further used in combination with speech recogni-
tion to facilitate real time translations of spoken conversations, audio data or
telephone calls. This special form of MT is particularly difficult, because it in-
cludes two extra steps. First, speech must be recognised and transcribed so that
an MT system can translate the text and finally, the translated text must be ren-
dered as speech (although written output is possible, too). Further, all compo-
nents must work in both participating languages or language directions, respec-
tively. Twomain areas of use can be categorised: consecutive interpretation of di-
alogue for mobile appliances as well as static simultaneous interpreting of longer
monologues or speeches. Consecutive mobile translation applications were ini-

10https://www.facebook.com/; last accessed 2 February 2016.
11http://www.tripadvisor.de/; last accessed 2 April 2016.
12www.lincolnshire.gov.uk; last accessed 2 April 2016.
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tially extremely restricted and could be used only in specific situations, such as
medical emergencies or for police operations. In 2009, the first speech-to-speech
system was published that was not restricted to any domain and could also be
used offline, called JIBBIGO13. Simultaneous automatic interpreting is advancing
tremendously, too, although many problems are still unsolved. The Karlsruhe In-
stitute of Technology (KIT), Germany, for example uses an automatic interpreta-
tion system that translates lectures from German into English for those students
who are not able to understand German perfectly. The quality of the automatic
interpretation is not perfect, but it is a help for the students, nonetheless. Further,
the students can access the German transcription – which can also be useful for
hearing impaired students – and the English translation via a website (cf. Waibel
2015).

The development of MT for offline applications is also of great interest. Early
experimental systems were used by aid workers in developing countries or sol-
diers in the line of duty (more information on projects of DARPA is provided in
§4.3.4). Last but not least, the use of MT for PE is becoming increasingly frequent
(cf. Koehn 2010: 121f-123). As PE is one of the main topics of this thesis, it will be
explained in detail in the following chapters.

13http://jibbigo-translator-2-0.soft112.com/, last accessed 28th October 2016.
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Post-editing (PE) ”is the correction of raw machine translated output by a hu-
man translator according to specific guidelines and quality criteria” O’Brien (2011:
197–198). Due to an increasing need for translations, more and more companies
machine translate texts and send them for editing to (professional) translators
afterwards in order to supposedly increase productivity. As Allen (2003) points
out, PE introduced a new perspective to translation science, because translators
never really had to deal with half finished texts before. One of themost important
research questions in PE is hence “to what extent MT output texts are acceptable,
and how much human effort is necessary to improve such imperfect texts” (ibid.:
298). From a scientific point of view, PE “is a field in which the human translator
and the machine meet – as well as the two disciplines MT and TS [= translation
studies, J. N.]” (Čulo 2014: 35).

In PE, the target text does not need to be produced from scratch. The transla-
tors already have an outline for the final product. Hence, PE and human trans-
lation can be considered different tasks. Further, machine translated texts have
different characteristics than human translations. Therefore, PE cannot be seen
as another form of proof-reading either. While some mistakes, like spelling and
typing errors, hardly ever occur in MT output, some mistakes, e.g. syntatical or
lexical ones, would almost never occur in human translation (cf. Nitzke 2016a).

The differences lie in the frequency, repetitiveness, and types of errors.Where
a human translator may slip and mistranslate a word once […], the machine
translation system will plow ahead, consistently mistranslating the same
word or phrase over and over again.1 (Koby 2001: 7)

Depending on the purpose of the final post-edited text, PE is divided mainly
into full and light PE2. Full PE is usually required when the final text is intended
for publication. The text must be comprehensible and accurate; grammar and
syntax must be flawless. The style of the text is acceptable but does not need

1However, this does not entirely apply to statistical and neural MT systems.
2To my knowledge, this is the most common differentiation. Allen (2003), for instance, refers to
them as “maximum” and “minimal” PE. The latter is sometimes also referred to as “rapid PE”.
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to be as good as a human translation. Where low quality is good enough for
the final product, light PE aims to make MT output understandable. According
to the TAUS3 guidelines, a light post-edited text also needs to convey the same
meaning as the source text, but style is not important. Further, the text might
also contain imperfect grammar or syntax and the reader might realise that the
text was generated by a machine. The main aspect is that it delivers the same
information as the source text (cf. Massardo et al. 2016: 16-18) In the end, the
chosen approach in every PE job is dependent on the purpose and function of
the final text and the client – just like translations from scratch.

In the next section, we will take a look at this new field in translation science,
which is not all that new in translation practice. Some thoughts on PE develop-
ment as well as controlled languages and pre-editing will be discussed: Chapter 4
will then concentrate on teaching PE, PE in practice, and PE in research (theoret-
ical and empirical approaches).

3.1 The development of post-editing

PE has been a feature of the translation industry for some decades now. Basically,
the development of usable MT systems and PE have always gone hand-in-hand
(see a more detailed description in Garcia 2009). For example, the US Air Force
employed 43 people in their MT project (including post-editors) in 1964 with the
aim of translating about 100,000 words from Russian into English per day (cf.
ibid.: 295). In the early days (starting around the mid 1950s), the MT process was
included a pre-editor who is an expert in the source language, and a post-editor
who is an expert in the domain and the target language, who did not necessarily
have much knowledge of the source language (cf. ibid.: 299-300). As mentioned
above, the ALPAC report resulted in a big cut in MT financing and also reduced
PE activities. The report stated that PE was not cost-effective and that the money
should rather be invested in other language studies and tools. Similarly, the first
empirical studies on PE can be traced back to the mid 1960, around the time of
the ALPAC report. These studies dealt with PE time and rating MT output. After
the ALPAC report, almost no empirical, academic research was conducted for a
number of decades (cf. ibid.: 300-302). However, research on PE was initiated by
non-academics in the 1980s and the introduction of Aslib’s annual conference on
Translating and the Computer in 1978 also launched many conferences on the
topic. (cf. ibid: 302-303) Nonetheless, PE did not vanish entirely but continued to

3Translation Automation User Society
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be performed in a less prestigious environment in institutions and companies. (cf.
ibid.: 295-296) The MT system SYSTRAN, for example, was implemented in the
Commission of the European Communities in the late 1970s to assist translators
handling the amount of translation work needed in the organisation. During that
time, the European Union had to deal with “a mere” seven official languages. In
the EU context, Laurian (1984: 236–238) suggested in 1984 that dfferent types of
PE needed to be developed for different text types and translation purposes. Fur-
ther, it was pointed out that post-editors still needed to be very well-trained and
proficient, even if they only post-edited rapidly and changed just themajor errors.
(cf. Garcia 2009: 304) With the development of PCs, PE could be performed on
screens rather than on paper or a typewriter, which greatly influenced the task
as new skills were required from the post-editor such as proficiency in using
the keyboard and positioning the cursor. Further, word processing functionali-
ties like using macros, and search and replace functions helped accelerate the
PE process. (cf. ibid.: 297) The advancing functionalities of PCs and the ongoing
research into MT continued to decrease the PE effort, e.g. PE services at the Eu-
ropean Commission increased from 30,000 pages in 1990 to 180,000 pages in 1995.
(cf. ibid.: 298) While PE remained a relatively unobserved field for many years in
translation science, it has been implemented in some organisations for decades
now, of which some examples will be introduced in §4.3. The application of PE
was organised by the companies and organisations themselves. Guidelines were
developed individually and depended on the MT system as well as the needs of
the respective company or organisation. However, PE has become a recognised
field in translation studies, especially in translation process research, in the last
few decades and is studied academically again. Furthermore, prototypes of PE
guidelines were developed, e.g. by TAUS4, in recent years. Research began to fo-
cus on PE with the increasing use of MT in professional translation situations.
Furthermore, CAT tools, like CASMACAT5 and MateCat6, were developed with
the purpose of supporting PE and not only translation from scratch. Last but not
least, the possibility of integrating MT systems into translation memory systems
has become a standard feature in most systems, which is highly relevant for pro-
fessional translators. Combining MT and TM can be the most effective way to
approach professional translations, because the advantages of both can be used.
The most common way both systems are combined is when no match is found

4https://www.taus.net/academy/best-practices/postedit-best-practices/machine-translation-
post-editing-guidelines, last accessed 14 October 2016 and Massardo et al. (2016).

5http://www.casmacat.eu/, last accessed 13 November 2016.
6https://www.matecat.com/, last accessed 13 November 2016.
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in the TM: The segment is then machine translated, i.e. 100%-Matches and Fuzzy
Matches up to ~70% are taken from the TM system and the remaining segments
are machine translated.

The study presented by Gaspari et al. (2015) provides a current and indepen-
dent overview of the translation market situation with special regard to trans-
lation technologies and MT. In total, 438 individuals from around the world re-
sponded to an online survey (with the main focus on Europe, though) in Novem-
ber 2012. The study included professional translators, people working in the
industry, academia, and governments or institutions. Of the participants, 36%
stated that they did not use MT, 22% that they did not use MT but instead use
TMS, 21% stated that they use MT, and the last 21% use both. Of the participants
who were not already using MT (30%)7, 32% claim that they would (probably) not
use MT in the future, 22% claim they (probably) would, and 16% were undecided.
The follow-up question asked when the participants were planning to adopt MT
in the work environment: 228 participants (which equals 82% of those who were
not using MT (yet)) did not plan to use it in the near future, while 60 participants
(18%) would implement MT (very) soon. Interestingly, most of the participants
who usedMT use free onlineMT systems (190 participants) and/or uncustomised
MT systems (187 participants)8. This shows that most participants who used MT
did not use it to its full potential. Concerning the 285 participants who answered
the question whether or not they were post-editing, 38% reported that they post-
edited all MT output, but 30% also answered that they never post-edit MT output.
The others post-edited MT output, but not always. These results raise the ques-
tion for which purpose the participants used MT output, especially those 30%
who never post-edit. The quality of MT output was rated quite negatively: 24%
of the 289 participants who answered this question rated the quality as poor, 28%
as low, 37% as medium, 10% as high, and only 1% as excellent. Most participants
assessed MT output through human evaluation, while only few used automatic
evaluation systems.The final MT related question was concerned with the assess-
ment of which PE scenario might be especially interesting for the participants
and their work environment. Most opted for improving medium MT output for
high quality translations, then improving lowMT output for high quality transla-
tions, and improving lowMT output for medium quality translations was chosen

7It is not explained why the numbers do not agree with the numbers in the former question.
Probably, participants answered the question, even though they chose the answer that they
use MT or MT and TM in the first question.

8Here again, the numbers are not quite self-explanatory. I assume that some participants who
used free online MT systems did not answer the question whether or not their MT system is
customised, because it is obviously not, while others did answer it.
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the least often (cf. ibid.: 346-350). In summary, the findings of this study support
“other reports of the growing prevalence of MT in the translation industry.” (ibid.:
350)

3.2 The influence of pre-editing and controlled language

The effort that a translator needs to make in order to post-edit MT output is
strongly related to the quality of the MT output. To improve the quality of the
MT output, pre-editing techniques and controlled languages are sometimes used.
This chapter will briefly introduce the key aspects of pre-editing and controlled
languages and how they influence MT output.

In contrast to PE, pre-editing is applied to the source text before the text is ma-
chine translated. The aim is to create a source text that can be translated more
easily by the machine because predictable, problematic units are changed. The
pre-editing rules can be applied manually by a human or automatically by a ma-
chine. The pre-editing rules used in the ACCEPT project are an illustrative exam-
ple. The ACCEPT (Automated Community Content Editing PorTal) project was
created to enable better MT output for community contents (both in commercial
and non-profit environments) for EU citizens. Therefore, pre-editing rules were
defined for English and French, which the system applies (semi)automatically –
either the text is analysed automatically, suggestions are made to the user and
the user has to choose whether to apply the rules, or the rules are applied auto-
matically without the user’s intervention. The source texts are produced in the
Acrolinx software that already provides its own rules that highlight problem-
atic text segments for the user. “It is then up to the user to improve the text by
reading the help text, choosing a replacement suggestion, manually changing
the text or ignoring the marking.” (ACCEPT 2012: 3) The suggestions should im-
prove spelling, grammar, terminology, readability, and style. However, it turned
out that different rules are necessary to improve statistical MT than for standard
Acrolinx procedures. Correcting spelling mistakes is a rule that improves both
the source text as well as the MT because the statistical MT system usually only
recognises words that are in the training data. For the same reason, one rule
was specified to exchange lexical items that are unknown to the system with
synonyms. However, that does not necessarily improve the source text. Another
rule was to rearrange syntactic structures so that they are closer to the target
language, but might become ungrammatical in the source language. Accordingly,
changes were either suggested to the user when the suggestions would improve
the source text, or applied automatically when the suggestion would impair the
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source text as users would probably not accept suggestions that would impair
the source text (cf. ibid.: 3-5). Another form of pre-editing was made possible in
the SUSY system. The user was able to mark units in the text, e.g. when a user
marked a headline as a headline, the system would know that it could not ana-
lyse the segment as a full sentence but as a phrase. Similarly, the user could mark
subordinate clauses or proper names. The user had to set these marks manually,
without the help of an automatic instance (Hutchins & Somers 1992: 151-152).

The main aim of controlled languages is to improve the readability, translata-
bility, and reusability of texts through consistent and clear writing. Controlled
languages are restricted natural languages, not artificial languages such as Es-
peranto. They are usually applied in very restricted areas of communication in-
cluding technical documentation or other domain specific texts, e.g. for manu-
als, instructions, or safety notes. The first controlled language for a technical
environment was Caterpillar-Fundamental English (today: Caterpillar Technical-
English), developed by the Caterpillar Tractor Company in the late 1960s. The ad-
vantages of controlled languages are that laypersons better understand technical
documentation, because readability is improved and misunderstandings and mis-
interpretations are reduced. Further, localisation of the texts is simplified, costs
are reduced, and quality is improved. The texts are more understandable to na-
tive and non-native speakers, which is helpful when exporting the product. On
the other hand, the text authors are very restrained in the writing process and it
takes long for the authors to become acquainted with the new rules (cf. Ferlein
& Hartge 2008: 39-45, Lehrndorfer 1996).

Some rules can repeatedly be found for controlled languages, e.g.,

• Use a restricted vocabulary (700-5000 entries).

• Every word has only one meaning, e.g. “fall” means “move downwards due
to gravity” not “decrease”.

• Use only one word per meaning, e.g. only use “start” not “initiate” or “be-
gin”.

• Use short words like “make” instead of “manufacture”.

• Use only defined tenses.

• Use simple sentences instead of passives or participial constructions.

• Make sentences and paragraphs short.
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• Every sentence contains only one statement.

• Avoid noun compounds. (cf. ibid.)

To sum up, the purpose of pre-editing is to improve MT output, while con-
trolled languages are supposed to make the source text easier and more well-
structured. Pre-editing might improve the source text and controlled languages
might improve the MT output, but these are not the objectives of the respective
language rules. Accordingly, controlled languages are not necessarily used in the
MT context, even if they improve MT output, but to generally simplify the texts.

19





4 Dealing with post-editing and
machine translation – five
perspectives

PE and MT have influenced the field of (human) translation in many aspects.
However, research and practice do not always go hand in hand.The present chap-
ter will introduce five fields of translation – theoretical translation studies, em-
pirical translation process research, translation practice, the professional transla-
tion community, and didactics – and analyse their work with and on MT and PE
to give a comprehensive overview of the opinions and approaches in translation
research and practice. The early years of MT and PE will not be considered as
the processes (also concerning translation from scratch) were too different from
today’s standards, e.g. using a typewriter instead of a computer. However, the
PAHO, for example, established MT and PE in the late 1970s, early 1980s and still
uses both today. Hence, this organisation is the example with the longest history
in PE and sets the historical starting point of the portrait.

4.1 Post-editing and machine translation in (theoretical)
translation studies

Although hardly anyone who professionally deals with MT systems (including
users, computer linguists, and translators/translation scientists) maintains that
these systems are capable of fully replacing human translators at the moment or
any time soon, translators are still very suspicious towards MT. This section will
present (in excerpts) how MT is received in (theoretical) translation studies and
how the arising new changes and challenges are assessed.

In her unpublished dissertation, Kaiser-Cooke (1993) wanted to analyse the
interplay of the different types of knowledge that are important in the transla-
tion process – “what translators do and how they do it or, in other words, what
they know and how they know it” – to finally provide MT researchers with infor-
mation on what to take into account and what is important for the translation
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process. She argues that translation is more than a mere transferral of words
from a source language into a target language and more than just a transferral of
meaning. A translator needs knowledge of the target language and culture and
must knowwhat is to be reproduced and in which manner in the target language.
Further, a translator needs to have domain knowledge and problem solving skills.
All these characteristics cannot be replicated by a machine. Translation is a con-
stant decision making process in which problems may occur. For each decision
that a human or a machine has to make while translating, there might be a few
correct choices, but there are many more incorrect choices, which is why MT is
so difficult to implement. A human translator usually knows from (translation)
experience as well as linguistic and cultural knowledge, how to make the correct
decision or which choices are acceptable. The machine does not (ibid.: 172-188).
One important question MT and human translation have in common, but from
very different angles, is how much the machine/the translator needs to know in
order to translate properly. Especially in domain-specific translation, not every
translator can be as competent as a domain expert, but (s)he has to know enough
to ensure a complete and correct target text and delivery of the same message
to experts in both cultures. (cf. ibid.: 161-162) Kaiser-Cooke concludes that trans-
lators need comparative language knowledge and cultural knowledge as well
as translation expertise, which MT cannot offer, because “as a ’hard’ discipline,
[MT] necessarily sees itself constrained to work on the basis of an objective, con-
crete world and is thus forced to operate with concrete, quantifiable data.” (ibid.:
219) Furthermore, Kaiser-Cooke argues that fully-automatic MT might become
possible, if computers learnt how to deal with the individuality of each transla-
tion situation, how to present a situation from two different angles, and how to
simulate human processing skills such as abstraction and extrapolation. If this
was given, the only thing missing to enable MT would be comparative and cul-
tural knowledge for the respective languages. She concludes that MT has a future
if computer scientists start to become more acquainted with the human transla-
tion process and translation scholars are willing to deliver a theoretical basis for
the translation process. These theories need to be rooted in translation practice
and require validation from experiments that include knowledge of other disci-
plines like artificial intelligence, linguistics, psychology, cultural studies etc.1 (cf.
ibid.: 220-225)

Machine translation and translation studies could both benefit from mutual
recognition of the other’s problems and achievements and by furthering

1During that time, translation process research was a very new field and the explorative first
think-aloud studies had just been published. Today, the field is thriving and we are getting
more and more insights on what is going on in the translator’s mind.
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the interdisciplinary cooperation necessary to unravel all the complexities
of translating as a highly skilled specialist activity. (ibid.: 230)

Cronin (2003: 111–119) exemplifies the arbitrary world in which MT exists:
while some translators refuse the use of MT and summon the extinction of trans-
lation professionals, the need for translation increases exponentially. Every day,
multilingual websites of large companies change their web-content, which has
to be localised accordingly. Similarly, multinational companies, e.g. Caterpillar,
may produce hundreds of pages of written content every day that need to be dis-
tributed to all plants all over the world. There are not enough human translators
available to cope with these amounts of text. Hence, technology and automation
are necessary to handle this demand. Nonetheless, many translators speak ill of
CAT-tools and MT:

Although an understandable reaction to cyberhype, the endlessly recycled
translation howlers from failed MT projects and the derisive dismissal of
‘pocket translation’ and free MT services on the Web are unhelpful both
because they misinterpret the history or achievements of CAT and MT […]
and, more seriously, perhaps, because they blind translators and many of
those who write about translation to the close connection between trans-
lation and the new economy in the global age. […] Translation, like every
other sector of human activity, is affected by economic and technical de-
velopments and so the move towards automation […] cannot simply be
rejected as a malevolent action of technocratic Philistines intent on the
dumbing-down of culture. (ibid: 113)

Cronin states that the translation profession not only enables a digitalising and
technologising world through the texts they translate, but that the profession is
also shaped by these technologies, turning translators into “translational cyborgs”
(ibid.: 112). There should be no expectation for MT to automatically translate e.g.
literary classics, but it should rather be seen as a tool that can help accelerate
the translation process; or MT can be considered a tool that undertakes simple
gisting tasks. This also means that MT systems cannot simply replace the human
translators (and interpreters) overnight.

Similarly, Heller (2012: 280–281) points out that translations and human trans-
lation processes have not yet been replaced by other acts or processes in this
globalised world, and are therefore socially and (inter-)culturally highly relevant.
However, she concedes that MTmight replace human translation at least to a cer-
tain extent in the future. To her, the fact that MT has attracted so much attention
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in recent years only proves that the need for (fast) translations is currently even
higher than it used to be and that this demand can hardly be handled exclusively
by human translators.

Pym (2013) also acknowledges the influence of technology andMT on the field
of translation. He suspects that the combination of MT and translation memory
systems will at some point replace full human translation in many aspects of
translation and consequently the translator will be required to have different
skills. Furthermore, the spread of online MT systems might also change the so-
cial aspect of translation. When using MT/TM, the translator must be able to
evaluate what output can be trusted. After assessing different aspects of transla-
tion – language, area, and intercultural knowledge - Pym (2013: 491) concludes
that “[t]he active and intelligent use of TM/ MT should eventually bring signifi-
cant changes to the nature and balance of all other components, and thus to the
professional profile of the person we are still calling a translator” and therefore,
he adds, some doubts about traditional terminology like translator or source text
and traditional translation models. While translators used to have to apply their
skills to identifying and generating possible solutions for problems in translation
from scratch, he assumes a shift towards selecting between available solutions
when technologies are involved. Accordingly, new strategies for translation di-
dactics have to be developed (see further discussions in §4.5).

While Kaiser-Cooke and others in the last decades were rather open-minded
towards MT as early as in the early 1990s, this is not always a commonly shared
state of mind. Even in the second edition of his book “Übersetzung und Linguis-
tik”2 that was published in 2013, Albrecht (2013: 76) speaks disparagingly about
MT systems:

My experiences with these so called ’translation systems’ give me no reason
to go into detail. […] With regard to all the useful goals that need to be tack-
led by computer linguists and computer scientists in the field of computer-
assisted translation, the development of full-automatic translation systems
seems to be intellectual dalliance, at least for the practising translator3 (ibid.
[translated by J.N.])

One problem with the contemptuous opinions of MT is that this attitude is
communicated to student translators who read these types of textbooks or attend

2“Translation and Linguistics”
3„Meine Erfahrungenmit sogenannten ’Übersetzungssystemen’ lassenmich davon absehen, auf
diese Hilfsmittel einzugehen. […] Angesichts der vielen sinnvollen Aufgaben, die im Bere-
ich der computergestützten Übersetzung auf Computerlinguisten und Informatiker warten,
erscheinen die ehrgeizigen Versuche, vollautomatische Übersetzungssysteme zu entwickeln,
zumindest dem Praktiker als intellektuelle Spielerei.“
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lectures in which MT systems are criticised instead of dealing with the topic
reasonably. Instead of looking down on automated systems, students should, in
my opinion, learn what these systems are capable and (especially) what they
are not capable of, so that they can reason with clients. The spread of MT and
PE seems threatening to some (professional) translators who fear for their job
instead of recognising the opportunity. This fear often results from unfamiliarity
with the technology and its advantages and disadvantages. Hence, it cannot be
helpful to either endorse these fears or spread unjustified or uneducated personal
opinions.

Similarly as Kaiser-Cooke (1993) reported in her unpublished dissertation, Čulo
(2014) points out that bothMT developers as well as translation scientists need to
learn from each other. MT could integrate insights yielded by translation studies
to improve MT systems e.g. in regard to the linguistic behaviour of text types,
domain convention, or register, while translation studies could acknowledge MT
as a form of documentary translation, which would probably enhance the accep-
tance of MT in the field in the long run.

Rozmyslowicz (2014) analyses the need for translation theory to deal with MT.
He argues that the basic assumptions underlying translation have to be revised
in order to include MT in translation theory. MT has become part of everyday
translation and communication – not only for professional translators, but espe-
cially in the everyday life of laypersons. In recent translation theories, the term
culture has become indispensable to define translation, to disengage translation
from its purely linguistic history, while culture is often used in a vague manner.
It is, however, often not acknowledged that defective communication still ini-
tialises communication. Rozmyslowicz hence suggests to assume understanding
as the initial point of communication.

[T]he degree of technological perfection or imperfection in computers is
theoretically irrelevant. What is relevant is that communication is initiated
and maintained without necessarily presupposing another conscious being
as the direct source of an utterance, and the same holds true, by extension,
for translation – at least since the advent of machine translation. Whether
and to what extent the ‘defects’ of machine-generated translations become
a communicative problem is an empirical question and cannot be decided
by theoreticians, […] for as long as no one “protests”, we have no reason to
assume that translation has failed (Vermeer 1978: 101). (ibid.: 158, emphasis
in original text)
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In conclusion, Rozmyslowicz argues, similar to Pym (2013), that concepts such
as agency, translation, culture, or communication have to be revised to theoreti-
cally embed MT into translation studies.

In his book on training translators and interpreters, Orlando (2016) acknowl-
edges that technology, MT, and PE have become part of the industry and that
translators and interpreters are expected to deal with these technologies. How-
ever, the book does not indicate how to integrate these technologies in training.
Some publications have already devoted ideas on integratingMT into translation
didactics, which will be introduced in §4.5.

In summary, most translation scholars introduced in this chapter agree that
MT technology has arrived in the translators’ work environment, but also in
the everyday life of laypersons. Some recognise that MT (in combination with
other translation tools) will partly replace full human translations, which is also
necessary, because the need for translations is growing continuously.

4.2 Post-editing and machine translation in translation
process research

A rather different approach to PE (and consequently MT) can be found in (em-
pirical) translation process research.This research area has already identified the
practical need for PE and has included the task in numerous studies. The follow-
ing overview of such studies is not intended to be exhaustive, but to highlight
some ideas on research interests in the field.

The first translation process study on PE was published by Krings (2001: this
summary refers to the English version, the first edition in German, however,
was published in 1997). This think-aloud study dealt with technical texts that de-
scribed simple every-day appliances in English, French, and German. The texts
were automatically translated by the SYSTRAN system used by the European
Community (English and French into German), and the METAL system at the In-
stitute of Applied Linguistics in Hildesheim (German into English). Three types
of data were collected: for PEwith andwithout the source text and for translation
from scratch. As think-aloud is a quite intrusive method, three control data sets
were recorded: two sets with other verbal data, i.e. retrospective commentary and
dialogue protocols, and one without verbal data. The study was conducted with
pen and paper, except for one control set. (cf. ibid.: 186-195) Taking all languages,
translationmodes, methods, tools, and participants into account (the participants
in one experiment were professionals), 13 experiments were prepared (for an ex-
act list see Table 5.4 in ibid.: 194). Altogether, 52 subjects took part in 48 sessions.
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The participants were enrolled in the technical translation studies programme in
Hildesheim and were picked from a pool of volunteers. The experimental session
took about 2.5 hours and the participants received monetary compensation. Fur-
ther, they had to fill out a questionnaire that gathered basic information on their
course of studies before the experiment. Some dictionaries (mono- and bilingual)
as well as one encyclopedia on sciences and technology were provided for the
participants. (cf. ibid.: 195-204) To put the analysis of the TAPs into perspective,
MT output was ranked on the sentence level – on a scale from 1 to 5, onemeaning
that the quality is poor, five meaning the quality is good. These results were then
comparedwith themonolingually post-edited texts, whichwere given 0.81 to 1.57
points more than the MT output. (cf. ibid.: 253-258) Then, attention was shifted
to parameters concerning time, verbalisation, and final product. Time-related pa-
rameters were processing time, processing speed, and relative PE effort. The pro-
cessing speed was a little higher for PE without source text and higher for PE
without thinking aloud. In addition, experienced post-editors were a bit slower
and the quality of the MT output seemed to show a negative correlation with pro-
cessing speed (the better the output the less time was needed). Relative PE effort
as the relation of translation speed to PE speed4 showed that PE was 7-20% faster.
(cf. ibid.: 276-286) Further, verbalisation effort and relative PE effort in relation
to verbalisation effort were measured as well as the similarity of the MT output
and the post-edited text. For the latter, Krings (cf. ibid.: 300-301) found that the
final texts were 36.9% similar to the MT output, ranging from 24.2% to 44.6% be-
tween the texts. In the next step, the recorded processes were categorised, which
demonstrated that all tasks showed a comparable basic structure, involving seven
distinct processes and various sub-processes. Most of these processes were tar-
get text related (about two thirds) and the most time was spent on the process
of text production. Research in the reference books was chosen more often in
TfS than in PE and in PE high quality MT output requires much less research
than low and medium quality output. Interestingly, PE (with the source text) de-
manded more source text related processes than TfS, and PE effort was higher
on medium quality MT than on low level MT. Finally, text production and text
evaluation processes were independent of MT quality. Krings (cf. ibid.: 318-320)
further summarises that – considering changes in attention focus – less cogni-
tive effort is necessary for PE than for TfS, but in general “post-editing, seen as
a process, led not to less, but rather tended towards more cognitive effort” (ibid:
534).

4A quotient of one would mean that PE was as fast as translation from scratch, a quotient
under one would mean that PE was faster and over one that PE was slower than translation
from scratch.
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In her dissertation, O’Brien (2006) analysed the impact of negative translatabil-
ity indicators (NTIs) on PE effort. She used controlled language checkers to locate
the NTI instances. Her participants were twelve professional translators who
worked at IBM and had to fill out a questionnaire in advance to check whether
they were suitable for the study. Nine of them had to post-edit the MT output,
while three translated the texts from scratch as a baseline. The text was from the
IT domain and contained 1777 words. Additionally, different kinds of passages
were chosen that contained typical characteristics of IT texts such as descriptive
and instructive passages, lists, abbreviations, menu names, etc. O’Brien used key-
logging software (Translog) and Choice Network Analysis for her analysis. First,
she analysed the temporal effort during PE. In general, PE was faster than human
translation. Her results show that NTIs significantly extend the PE duration of
each segment. Most segments caused a lower Relative Post Editing Effort (RPE)
than translation effort. However, not all NTIs have the same effect. Some seem
to be more demanding than others. The analysis of technical effort showed that
segments with fewNTIs needed significantly fewer insertions and deletions than
those with many. Finally, the Choice Network Analysis showed again that some
NTIs influence PE effort more than others.

The study by Arenas (2008) compares the productivity and final quality of
fuzzy matches and post-edited segments. Nine participants, all of them profes-
sional translators, had to translate segments from scratch, edit fuzzy matches
(different degrees of agreement), and post-edit MT output without knowing the
origin of the pre-translation. The job was performed in a special web-based PE
tool that records the editing/translation time and was fed with a trained MT sys-
tem, TM entries, and a terminology list. Further, the participants had to fill out
a questionnaire dealing with their experience concerning localisation, tools, do-
mains, and PE. Three hypotheses were investigated: First, Arenas assumed that
post-editing MT output would take as long as editing a fuzzy match segment
with 80–90% agreement. Further, it was hypothesised that the quality of an edited
fuzzy match and post-edited MT output is equal. Finally, it was assumed that par-
ticipants with greater technical knowledgewould bemore productive as the texts
were taken from the localisation industry. The analysis showed that, on average,
the participants were faster when they post-edited MT output (25% faster than
from scratch), and when they edited fuzzy matches (11% faster than from scratch).
They were slowest when they translated from scratch. (cf. ibid.: 14) Interestingly,
most mistakes were found in the final text segments when they originated from
TM output. The fewest mistakes were made in translations from scratch, except
for two participants who made fewer mistakes when post-editing MT, and one
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who made the same number of mistakes in both segment types. We have to keep
in mind, though, that the translators could not go back once they marked the seg-
ment as done and could not review their translations. The total number of errors
in segments translated from scratch and post-edited segments was quite similar
(27 and 34, respectively), while the distance to the TM segments wasmuch higher
(64 mistakes in total). The error type that occurred most often is “accuracy”. (cf.
ibid.: 15-16) Arenas (ibid.) argues that TM segments contain more errors because
they are more fluent, as they originate from other manual translations and which
makes it harder to detect mistakes. In the next step, a penalty according to the
number of mistakes the participant made in the segment type was added to the
processing speed. The new productivity gain calculations, including the penalty,
showed that six out of eight participants were still faster when they post-edited
MT output instead of translating the segments from scratch. However, only three
were faster when editing fuzzy matches (cf. ibid: 17). In general, editing MT out-
put was still 25% faster, while editing fuzzy matches was 3% slower. Finally, ex-
perience seemed to have a positive influence on the processing speed, but not on
error rates. (cf. ibid.: 18-19)

In a pilot study, Carl et al. (2011) compared the PE behaviour of seven post-
editors to the behaviour of 24 translators who translated from scratch and the
quality of the output of these sessions. For the latter, four evaluators were pre-
sented with one source sentence and four final versions – two post-edited sen-
tences and two human translated sentences. The evaluators had to rank the four
final versions from best to worst – ties were allowed – without knowing whether
the sentences were post-edited or translated from scratch. Interestingly, the post-
edited sentences achieved an altogether better rating than the human transla-
tions. However, some sentences were presented to the evaluators twice and did
not necessarily get the same ranking, which indicates that the assessment may
not be completely reliable. (cf. ibid: 133-136) The editing distance did not corre-
late with the score of the post-edited sentence, which shows that more editing
does not necessarily improve the quality. The PE sessions took on average only
slightly less time (7 min 35 s for PE per text vs. 7 min 52 s for TfS per text), which
is quite surprising, but the post-editors were not experienced in PE and CAT
tools, while the translators were experienced. The eyetracking analysis showed
that more gaze time was spent on the screen for PE than for TfS. There might be
two reasons for this: First, the translators might have spent more time looking at
the keyboard as they initially had to produce text and second, they might have
had to spend more time thinking about a translation solution and they did not
have to look at the screen while they think. The eyetracking data further showed
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that in PE, more time was spent processing the target text (total gaze time and
fixation count were significantly higher on the target text), while source and tar-
get text were looked at equally long in translation from scratch. Moreover, the
fixations on the source text are significantly longer than on the target text in the
translation from scratch task. (cf. ibid.: 138-140) Carl et al. (ibid.: 140) explain that

[m]anual translation seems to imply a deeper understanding of the ST, re-
quiring more effort and thus longer fixations, whereas in post-editing, the
ST is consulted frequently but briefly in order to check that the SMT output
is an accurate and/or adequate reproduction of the ST.

De Almeida investigates two main questions in her dissertation from 2003.
First, whether translation experience influences the PE performance and sec-
ond, whether similar languages evoke similar PE behaviour. The study further
explores typical difficulties in PE and introduces strategies to cope with these
difficulties. Finally, the insights of the study can be used to improve MT systems
and develop new MT-related translation tools. A total of 20 translators partici-
pated in the study – 10 translating into Brazilian Portuguese and 10 into French
(all of them native speakers of the respective language). The participants were
either professionals or students. Some had PE experience, some did not. In the
recruiting phase, participants had to complete a short survey that was concerned
with translation and PE experience, as well as academic education. An additional
questionnaire had to be filled out right before the experiments and dealt with the
participants’ attitude towards MT and PE. Further, the PE sessions were recorded
with a screen recording and keylogging software. All data were combined with
the final PE products to analyse the process. The texts were from the field of IT
and contained 1008 words (74 segments). The participants could use the Internet
for research if they wanted. The time for the sessions was limited to two hours
and the participants were paid for their work (cf. ibid.: 73-77). In addition, the
workbench in which the participants had to post-edit was similar to SDL Trados
and PE instructions were provided that explained the task, defined PE, outlined
the expected quality and listed which changes needed to be carried out (cf. ibid.:
108-116). The PE products were classified according to the following schema (cf.
ibid.: 95):

• master categories:
essential changes, preferential changes, essential changes not implemented,
introduced errors
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• subclasses of master categories:
accuracy, consistency, country, format, language, mistranslation, style, lex-
ical choice (with further subcategories for accuracy, country, and language)

• to examine how former translation and PE experience as well as attitude
towards MT influence the PE performance, the following items were anal-
ysed:

• number of corrections

• type of corrections (according to schema introduced above)

• total time

• switches between keyboard and mouse (and time spent per input method)

• amount of conducted online research

• items researched

• existence of final revision

Further, the data of the two languages were compared to test whether similar
strategies were used in both languages. The analysis part of the study presents
correlations between former experience with and attitude toward the categories
introduced above, but unfortunately does not report the p-value of the correla-
tions, so the reader does not know whether these results are statistically signif-
icant. She concludes, however, that previous translation and PE experience do
not influence the PE performance. Translation and PE experience does not seem
to influence PE time. Further, translation experience does not influence the de-
cision whether or not to revise the text. Inexperienced translators seem to have
researched more online than experienced translators. The participants who per-
formed best overall had translation and PE experience and conducted little to
no research. Similar changes were made in both languages indicating similar PE
behaviour in related languages. (cf. ibid.: 199-201)

The cognitive demand and cognitive effort in PE are topics of major interest
in PE research, because they are, aside from PE productivity, the most important
indicators of whether or not PE is more effective than TfS. Lacruz et al. (2014)
wanted to find an expressive measure for cognitive demand in their study, i.e.
the demand established by the MT output rather than the cognitive effort that is
actually required by the individual post-editor. They also wanted to investigate
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which pause ratio is usable for cognitive effort by correlating the pause to word
ratio (PWR5) with the different pause thresholds; how the MT quality (measured
in HTER6) influence PWR; and how MT quality ratings correlate with PWR. Fi-
nally, they hypothesise that the type of error in the MT output influences cogni-
tive demand. (cf. ibid.: 75-79) Five participants with English as their first language
and Spanish as their second took part in the study. They were enrolled in a Mas-
ter’s Programme in Spanish translation and had all passed a course on PE and TM
systems. The four Spanish source texts could be considered texts written in gen-
eral language – excerpts of TED talks7. Each text was automatically translated
by two adaptive MT systems, i.e. the PE changes of one segment influenced the
automatic translation of the next segment. Each participant translated each text
once, i.e. two texts per MT system.The training sessions contained ten segments,
while the remaining three experimental texts contained 30 segments each. They
used an online PE tool that simultaneously logged key strokes. The participants
could work from home. They were also requested to rate the MT quality on a
scale from one (“gibberish”) to five (“very good”). The final texts were indepen-
dently rated by two experienced translators (cf. ibid.: 79-80). The results of the
study show that a pause threshold of 300ms seems to be very reasonable; that an
increasing HTER score (decreasing MT quality) has a strong positive and signifi-
cant correlation with PWR; that a low human rating of the MT output increases
PWR accordingly (strong negative correlation); and that transfer errors – errors
where the translator has to consult the source text – generate more cognitive
demand than mechanical errors – errors that can be fixed without consulting the
source text. (cf. ibid.: 80-82)

In their study, Moorkens et al. (2015) tested how perceived PE effort actually
correlates with real PE effort, including temporal, technical, and cognitive as-
pects (the latter was measured with eyetracking data). Three stages and two
groups were necessary for this study. Group 1 involved six professional transla-
tors who first had to rate two texts on how much effort it would take to post-edit
the single segments (Stage 1). A few weeks later, the same participants had to
post-edit the same texts (Stage 2); only four participants completed this task en-
tirely so that the estimated and the actual PE effort could only be compared for
these four participants. Finally, students with little PE experience post-edited the

5PWR = number of pauses / number of words
6HTER = number of required edits / number of reference word refers to the least number of
necessary changes for PE; most post-editors, however, do not chose the easiest way; lowHTER
equals high MT quality

7”Source texts were extracts of Spanish language transcripts of TED talks on matters of general
interest with little technical language.” (ibid.: 79)
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texts and their temporal and technical effort was also recorded (Stage 3). Addi-
tionally, they received an indicator for half the segments showing how high the
PE effort had been estimated for the segment in Stage 1 (green – low effort, yellow
– medium effort, red – high effort) to measure whether this has an influence on
PE performance. The texts were Wikipedia excerpts written in general language
and were post-edited from English into Brazilian Portuguese in an online PE tool.
(cf. ibid.: 267–273) The correlation of the individual ratings of the segments’ es-
timated PE effort and the average group ratings were significant but not very
strong (r = .373), which already indicates that perceived PE effort is not really
reliable. Similarly, the rating of the estimated PE effort correlated significantly
but not strongly (r = .492) with the time the participants needed to post-edit the
segments (cf. ibid.: 274–276). When measuring cognitive effort through eyetrack-
ing, it could be observed that the eyetracking data (total numbers of fixation and
mean fixation duration) increased when the segments were rated badly; how-
ever, there was only a significant difference between green and yellow segments
and green and red segments, but not between yellow and red segments. Further-
more, manual ratings and technical effort correlated significantly and strongly
(r = .652), while temporal and technical effort correlated significantly and mod-
erately (r = .524). (cf. ibid.: 276–278). The significant correlations between eye-
tracking data and time propose “that some segments presented time-consuming
PE problems that required a relatedmeasure of cognitive effort without requiring
a related amount of edits to the text.” (ibid.: 278) Time spent on PE was very sim-
ilar for the professional and the student groups, but students edited more than
professionals. Further, the indication of the segments’ ratings did not noticeably
influence PE time or technical effort. (cf. ibid.: 278-281) In summary, the study
showed on the one hand that the ratings of perceived effort predict the actual
effort, but not as strongly and confidently as might be expected and on the other
hand that confidence scores might not be beneficial at all. (cf. ibid.: 281–282)

To conclude, the main task in empirical PE research seems to be – as predicted
by Allen (2003: 298), see Chapter 3 – to prove that PE is more efficient than
translation from scratch with or without the help of TM systems in regard to
temporal, technical, and cognitive effort. More studies on PE will be presented
in §7.4 in regard to the data set and in §9.1 with regard to research efforts in PE.
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4.3 Post-editing and machine translation applications in
practice

Krings (2001: 558, emphasis in original text) concludes his extensive think-aloud
study on PE with the following statement on the practical use of MT: “As long as
fully automated high-quality translation remains an unreached future prospect
[…] how the machine can support the translator will in practice remain the true
measure, and not the machine itself.” Accordingly, some organisations and com-
panies will be introduced in this chapter that apply MT and/or PE in their every-
day business or conduct research in (one of) the respective fields. The aim is to
show that PE is not a job that might emerge for translators some day, but has
already been established in some companies/organisations for years. This is in-
tended as an excerpt of PE practice and not a complete elaboration, because on
the one hand some examples suffice to paint the picture and on the other hand
many companies and organisations do not publish much information about their
processes and best practices (as also mentioned in Allen 2003).

4.3.1 Pan American Health Organization (PAHO)

The Pan American Health Organization is a regional sub-organisation of the
World Health Organization for the American continents and therefore part of
the United Nations Organization. It was founded in 1902 after a yellow fever epi-
demic spread in parts of South America in 1870, which even reached the United
States eight years later. The expansion of sea transportation enabled the inter-
national spread of diseases and a control instance between different countries
became necessary. Altogether, PAHO has 35 member states and four associated
members. The main goal of PAHO is to improve and maintain people’s health.
Further objectives are to ensure technical cooperation between themember states
to fight diseases and their causes, improve the health systems, and act in emer-
gency situations. Everyone in the member states should be able to access the
medical care that (s)he needs. (www.paho.org8)

The PE service at PAHO might be the oldest and one of the best examples
of PE in practice (Aymerich 2004, Aymerich 2005). The success of PE is based
on the organisation’s own rule-based MT system (named PAHOMTS) that was
established in 1980. At that time, the first language combination that was estab-
lishedwas from Spanish into English. Nowadays, PAHOMTS includes engines for

8http://www.paho.org/hq/index.php?option=com_content&view=article&id=91&Itemid=220&
lang=en
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all language combinations between English, Spanish and Portuguese. A special
characteristic of PAHOMTS is that the engine was not only developed solely by
computational linguists, but is also improved by translators who give feedback
on the MT output so that dictionaries and algorithms can be adapted accordingly.
PAHOMTS runs on Windows (Windows Vista – Windows 10), has a trilingual
user interface as well as trilingual online support, and each MT dictionary con-
tains over 150,000 words, phrases and rules.The latest version (4.12) was released
in December 2015. (cf. www.paho.org9)

The PE activities began with the establishment of PAHOMTS, which has been
trained with PAHO documents for decades now. Therefore, the MT output is
of very good quality in the PAHO contexts and is only post-edited if the docu-
ment is intended for publication and not only for gisting purposes. Furthermore,
the long-lasting use and the well-tried functionality of PAHOMTS explains why
PAHO still uses a rule-based MT system, because it has been customised so well
that newer approaches would not improve the MT output. All in all, MT is used
to prepare 90 percent of the documents. The translators rarely use the MT in
combination with translation memory systems (only for five percent of all trans-
lation jobs) and when they do, it is only for financial reports as well as governing
body documents due to the repetitiveness of these text types. When a translator
has to post-edit a text, (s)he gets the source document, background texts if avail-
able, the unedited translation file, a side-by-side file, and the list with the words
that had no dictionary entry. The MT systems are not only specialised on medi-
cal texts but can also be used for manuals, reports, scientific articles, etc. Finally,
the source texts neither undergo pre-editing processes nor are they written in
controlled language, although an assistant revises the source text according to
the general guidelines, e.g. spell check or formatting (cf. Aymerich 2004).

PAHOMTS has processed over 88 million words since 1980. Thanks to post-
editing, the increase in productivity is estimated at 30–50%. In addition, licenses
for PAHOMTS can be bought by educational institutions, international and inter-
governmental organisations, government agencies and NGOs, but not by private
persons or businesses (cf. www.paho.org10).

4.3.2 European Commission (EC)

Aswas alreadymentioned in §2.1 and §3.1, the European Commission also started
to approach MT relatively early. With 24 official languages today, and policies

9www1.paho.org/english/am/gsp/tr/machine_trans.htm last accessed 28 July 2018.
10www1.paho.org/english/am/gsp/tr/machine_trans.htm last accessed 28 July 2018.
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that specify that every official document needs to be available for every citizen
in the official language(s) of the country (s)he lives in, the need for MT in the
European Union is obvious. SYSTRAN was already established in the European
Commission (EC) in 1976. However, it only became widely used when e-mails
became a reliable source of communication for the different departments in the
early 1990s and after the EUROTRA project (see §3.1) did not deliver a working
system.The use of MT increased to 260,000 pages per year in 1998 (cf. Senez 1998:
1).

In 1994, the PER-Service (PER = post-édition rapide/rapid post-editing) was
established at the EC. At the beginning, a small group of freelancers volunteered
to handle the PE tasks. They were not trained in the task, but gained experience
in this new area through practice. MT and the PER-Service were only used when
necessary, e.g. when deadlines did not allow for human translation, because there
was only enough time available to make a few changes in the MT output. The
customers of the PER-Service had to complete questionnaires concerning general
satisfaction with the service as well as feedback on the terminology so that new
terminology could be fed into SYSTRAN and changes could be communicated to
the translators.The use of the service increased by 20–50% per year between 1994
and 1998 and one post-edited page was about half the price of a human translated
page (cf. ibid.: 2-3).

The first job vacancy for PE was advertised in 1998 when the EC was looking
for a post-editor for the languages German, English, and French. In general, the
EC distinguished between correcting MT output, which meant that the MT out-
put was used as the first draft of the translation and was then edited into a full
translation, and post-editing MT output, for which the final output did not need
to be perfect and that was only the chosen approach if there was not enough time
and the target text was not intended for publication.Themain goal of post-edited
documents was to reliably deliver the information and content; style was not im-
portant. The final product was shaped by the urgency of the task and therefore
perfection was not the main objective (cf. ibid.: 3-6).

Different environments were developed in the context of MT. The Machine
Translation Help Desk was introduced to enable communication between devel-
opers and users of SYSTRAN. Further, the POETRY interface was created and
allowed the customer to choose what was supposed to happen with the docu-
ment: it could either be translated by humans, summarised in writing or orally,
proof-read, or post-edited (cf. ibid.: 2-5).

While the early MT system was able to translate German, English, and French,
things were about to change for MT when it was decided to add the rest of the
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official languages as well. The goal of incorporating all languages combinations
in anMT system finally seemed impossible after the latest EU expansions in 2004
and 2007. The MTS was ruled-based and it would have taken far too long to de-
velop newMT engines for all languages, language pairs, and language directions.
At that time, translation memory systems were considered to be much more ef-
fective than MT because less money needed to be invested to make the systems
efficient and they worked equally well for all language pairs. Hence, financing
for the development of MT ended. However, translation memory systems were
neither the perfect nor the final answer because they could only repeat what had
been translated before (cf. Bonet 2013: 4-5).

A superior solution for the EC’s requirements was found in statistic MT and
resulted in the launching of a new MT project in 2010. The aims of this project
were the following: The rule-based MTS was replaced with a statistical one; the
MTS was to be used by every member of the EC; communication was to become
faster; the judgement of whether or not a text required translation was to become
easier; and experts were to be able to communicate their knowledge no matter
how well they knew the language. (ec.europa.eu11)

The MT system called MT@EC is available free of charge to the staff working
for an EU body or agency as well as for all public administrations of any EU
country, Norway, and Iceland. Furthermore, interested individuals can download
translation memory entries for free. Documents in eleven different formats and
text snippets can be automatically translated within seconds or a few minutes
– depending on the length of the documents – in all language combinations of
the 24 official EU languages. The output retains the original format and indicates
the expected quality. The website specifically states that the MT output is raw
translation data and that a “skilled professional translator” must revise the text
if a high-quality translation is required (www.ec.europa.eu12).

4.3.3 Ford

The Ford Motor Company was founded by Henry Ford in 1903. The current head-
quarters are in Darborn, Michigan, USA. In 2015, the company employed about
199,000 people in 67 plants worldwide. FORD (2016: 1) Years before Ford started
to use MT systems in 1998, they had already established a controlled language.

11http://ec.europa.eu/isa/actions/02-interoperability-architecture/2-8action_en.htm,
last accessed on 7th November 2016

12http://ec.europa.eu/dgs/translation/translationresources/machine_translation/index_en.htm,
last accessed 7th November 2016
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In 1990, Ford established the Standard Language at Ford Body & Assembly Op-
erations in the USA. Standard Language is a Ford-specific, restricted version of
English that focuses on vehicle assembly processes. It is only used in unpublished
documents, but is used by the staff in Ford plants around the world. Further, an
AI-system uses process sheets that are composed in Standard Language to gener-
ate work assembly instructions. First introduced in the USA, Standard Language
has spread into Ford plants in Europe, South America, and Asia, too. (cf. Rychty-
ckyj 2006: 1)

SYSTRAN was introduced for MT in 1998. Many challenges arose because the
MT system needed to be adapted to the controlled language, called Standard
Language. Standard Language uses, e.g., unconventional or non-existing gram-
mar rules to specify information on time and motion. These rules not only need
equivalents in the target languages but are also unknown to theMT system. How-
ever, the controlled language was also adapted to the MT system in some aspects,
e.g., the system now adds articles (which are optional in Standard Language and
are often left out to save time) to words/phrases when parsing.This improves the
quality of the MT output. (cf. ibid: 6-8). The MT system is capable of translating
English into German, Dutch, Spanish, and Portuguese. In addition to the texts in
Standard Language, the MT system also has to translate comments that the au-
thors added to the instructions, which are in natural language and hence more
difficult to translate for the MT system that was adapted to Standard Language.
Therefore, an additional component was added to the system that converts the
natural language into a more MT-friendly language before the translation is per-
formed. In general, the translation of the process sheets does not require human
intervention, but the employees at the assembly plants can correct the translation
manually in the online system if they think it is necessary. When the glossary is
updated, the process sheets are re-translated so that users can benefit from the
changes (cf. Rychtyckyj 2007).

4.3.4 DARPA

The first wave of MT financing and development can be traced to the early years
of the Cold War. And even today, MT is still important in the military sector.
DARPA (Defence Advanced Research Projects Agency) is a US agency that was
established in 1957 with the launch of Sputnik and is part of the US Defence
Department. The mission of DARPA is to finance new technologies for national
security. It employs 220 people who oversee about 250 research and development
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programs.13 Some of these projects focus on MT application because, on the one
hand, information from news or blogs in other languages needs to be accessed
very quickly and, on the other, soldiers need technology to help them communi-
cating with civilians. (cf. DARPA 2008: 98) In the following, some projects will be
introduced briefly. Although they do not include PE tasks, these projects present
important examples of how raw MT output can be used.

The first project presented is the GALE (Global Autonomous Language Exploita-
tion) programme. This programme concentrates on developing MT systems for
Chinese (Mandarin) andArabic (Modern Arabic Standard Language) into English
to monitor news, web pages, and TV reports in real time. The system is also
supposed to convert audio data into written text first if necessary. The ultimate
goal was envisioned as automatically produced, live subtitles for news broadcasts
and other TV shows. The previous system, eTAP, was only 35–55% accurate but
still significantly reduced manual labour because it helped make decisions about
whether a document needed to be translated. The result was that only 5% of the
documents were considered important enough for translation. The main GALE
objective, however, was to raise accuracy up to 95% for formal texts (slightly
lower for informal texts) and to 90% for (controlled) speech.14 The MT compo-
nent is hybrid and consists of rule-based and statistical components. (cf. ibid.:
98-100)

Another noteworthy project is the TRANSTAC (Spoken Language Communica-
tion and Translation System for Tactical Use) programme. This project focused on
developing a bidirectional translator for spoken language to enable communica-
tion between soldiers and locals outside the USA. The main difference to GALE
was its aim to capture spoken language, which is not as controlled as language on
TV or in other media. Civilians speak in dialects and may have different pronun-
ciation habits, which makes speech recognition and MTmuch more complicated.
Further, the device should be mobile and hence has to be wearable. In 2001, a fore-
runner device was developed that could translate several hundred pre-defined
spoken phrases into Arabic, Pashto, and other languages. Ideally, TRANSTAC,
should be able to use a lexicon with tens of thousands of entries as well as spe-
cialise “tactically relevant questions and answers” (ibid.: 101). After interviewing
soldiers and marines about necessary phrases, native speakers of all languages
involved (initially, English and Iraqi Arabic) were asked to record different inter-
actions in a studio. The recordings and transcripts were used to train and build

13http://www.darpa.mil/about-us/about-darpa, last accessed 8 November 2016.
14Reports on the final accuracy could not be found, which might suggest that the goals were not
met.
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the machine. The system could handle 25 questions and answers in ten minutes
in 2007 (cf. ibid.: 100-101). In the end, the system reached an accuracy of 80% but
did not gain much acceptance from the potential users. (cf. www.slate.com15)

The task of the MADCAT (Multilingual Automatic Document Classification,
Analysis and Translation) programme is to translate foreign language text im-
ages into English. The technologies are able to analyse, classify, and segment
the image, determine the script and the text, produce transcripts in the source
language, and finally produce an accurate translation into English.16)

The last project that will be presented here is the LORELEI (Low Resource
Languages for Emergent Incidents) project, which targets languages with low re-
sources. The aim is to develop “partial or fully automated speech recognition
and/or machine translation” within 24 hours after a new language is needed, e.g.
in emergency situations. The goal is not to develop a full working system, but to
identify parts of the information in the respective language like names, places,
topics, events, etc. (cf. http://www.darpa.mil17)

4.4 Post-editing and machine translation in the
professional translation community

In this chapter, we will focus onMT in professional translation communities.The
BDÜ18 is one of the leadingGerman professional associations for interpreters and
translators with more than 7500 members, and will be used as an example for the
professional communities. The BDÜ has recognised the need to talk about MT
and PE in recent years and published a number of articles, co-hosted a conference,
and offered training in and on the topics. These will be briefly presented in the
following.

First of all, the respective publications will be discussed.The internal magazine
of the BDÜ is called MDÜ19 and is published once every quarter. Two issues have

15http://www.slate.com/articles/technology/future_tense/2012/05/darpa_s_transtac_bolt_and_
other_machine_translation_programs_search_for_meaning_.html, last accessed 8 November
2016.

16http://www.darpa.mil/program/multilingual-automatic-document-classification-analysis-
and-translation, last accessed 8 November 2016

17http://www.darpa.mil/program/low-resource-languages-for-emergent-incidents, last ac-
cessed 8 November 2016

18Bundesverband für Dolmetscher und Übersetzer – Federal Association for Interpreters and
Translators

19Fachzeitschrift für Dolmetscher und Übersetzer – Professional Journal for Interpreters and
Translators
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been (partially) concerned with the topics of MT and PE in recent years. First, the
final issue of 2012 called “The Future of Translation and Interpretation” devoted
two articles to the topics. The first one by Reinke & Seewald-Heeg (2012) evalu-
ates whether MT will be able to replace human translators. In the first part of the
article, Reinke argues that context is important for comprehension and that natu-
ral language is very vague and hence is very problematic for machine processing.
After very briefly introducing rule-based, statistical and hybrid MT approaches,
he discusses useful applications ofMT.They assess that use for professional trans-
lation is very restricted and that most texts would require PE, which, he muses,
would be much more time consuming for many texts than human translation20.
However, he acknowledges that the combined use of MT and TMS can increase
productivity by up to 40% and sees the main use of MT in private translation for
information gathering. He summarises that full automatic translation will not
become a reality in the near future. Seewald-Heeg elaborates on the potential
of combining MT and TM technologies. The second article by Elsen (2012) deals
with PE. He first generally defines what PE is and how it can be cost effective.
Next, he explains how PE works in the TM environment and what differentiates
PE from human translation. A sensible use of MT is only possible if the output
is post-edited and the quality of the MT output is reasonable. He concludes that
PE needs to be learned and that good post-editors will develop their skills with
training, experiences, and good self-assessments. Finally, he adds that a scepti-
cal opinion towards MT systems may even be good for post-editors – a contrary
opinion to many academic writers and studies. These two articles are written for
a target audience that knows a great deal about translation but only little about
MT. While both cases only provide a rudimentary presentation of the different
approaches to MT, the knowledge about TM systems is taken as a given. Further,
the titles21 of the articles already suggest that the target audience is sceptical
towards MT, but that MT is nothing to be afraid of.

The second issue is a special issue on MT and contains five articles on the
topic. The first article collection by Keller et al. (2016) deals with technical as-
pects of the integration of MT in the TM systems Across v6.3, SDL Trados Studio
2015, and STAR. The next article by Rüth et al. (2016) presents two reports with
practical experiences of MT in real life professional translation. Rüth reports on
the positive experiences she and her colleagues have had with the use of MT

20An opinion which is not shared by me nor by most empirical studies on post-editing.
21“Den Tiger reiten” which translates literally as “ride the tiger” and figuratively roughly as
“tame the beast”, and “Postediting – Schreckgespenst oder Perspektive?” which means “Poste-
diting – Ghoul or Perspective?”.
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suggestions in the TM tool on a word/phrase basis rather than on a segment ba-
sis. If the automatically suggested word/phrase is reasonable, the translator can
approve the suggested translation and continue with the rest of the segment; if
it is not, the translator can ignore the suggestion and translates the word/phrase
from scratch. Hunger and Altmann, on the other hand, present one good and
one bad example of client behaviour. One client insisted on the use of the MT
output and only wanted to pay the price of a fuzzy segment for the MT segments
(with partly poor quality); an unreasonable amount for MT segments that needed
major changes. Another client judged the MT output as suggestions and paid as
much for MT segments as if they were translated from scratch – the translators
were free to choose whether or not they wanted to use the MT output. Muegge
(2016) explains in his article how well-trained MT systems can become available
for small- and medium-sized companies. After explaining statistical MT, tradi-
tional approaches to MT training, and the functionality of cloud-based MT, he
advises the reader to maintain the TM data before feeding it to the MT system, to
invest into (human) training courses, and to keep expectations realistic. Nitzke
(2016a) explores the differences between PE and proof-reading, special character-
istics of the PE task regarding the main occurring error types those that hardly
occur in MT output, different PE requirements (light vs. full PE). She concludes
that PE is not comparable to traditional proof-reading, but rather a special form
of translation and that the translator/post-editor might have to advise the clients
if they cannot entirely judge what post-editing MT output means.The last article
on PE and MT in this issue by Ebling (2016) deals with the automatic processing
of natural language into sign language and vice versa. The technology could be
useful in everyday situations when a sign language interpreter is not available.

According to the content and the details of the articles, we can observe a
change in the reception ofMT and PE.While the articles in the 2012 issue provide
more of an overview and suggest that the target audience might be uninformed
and insecure about the topics, the articles in the 2016 issue are much more spe-
cialised and show that PE and MT have arrived in the everyday work environ-
ment of professional translators.This attitudewasmaintained by the BDÜ, which
published a Best Practice guide (Ottmann 2017) for professional translators and
interpreters covering all topics relevant for themarket, including awhole chapter
on PE.

The insecurity of the translation sector, which was already expressed in the
earlier publications of the BDÜ, might explain the following publication (also
available online22 since 2012); a rather bad example of information about MT

22http://www.bdue.de/uploads/media/2796_BDUe__Pressedossier_MenschMaschine_10.2012.
pdf last accessed 6 July 2017
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published by the BDÜ (2012). The article evaluated the use of Google Translate,
back then a statistical MT system. The study deemed the programme a great
online source for private communication, e.g., for holiday preparation or as an
aid while on holiday but insinuated that the free programme was not suitable
and reached its limits very quickly in business communication. The BDÜ article
concludes that it can be embarrassing and bad for business to send error-laden
e-mails or, even worse, run badly translated websites. (cf. ibid.: 9) Although the
latter points are very true, the study itself and the way it was conducted have
to be treated very critically. Professional translators were asked to evaluate MT
output for common language texts (newspaper articles about politics and menus/
recipes), a part of a manual for a technical gadget, general terms and conditions
of an online shop, and a business e-mail. Although different domains were cov-
ered, only one translator evaluated each text per language combination (German
into English, Spanish, Polish, and Chinese) and each domain was represented by
only one text. Further, the texts created by the MT system were evaluated using
a pointing system that is equal to the German grading system (1 to 6, with 1 be-
ing the best grade and 6 the worst) in the following categories: correct content,
grammar, spelling, idiomacy, and overall satisfaction with the text. The grades
for the MT output texts were very bad for most text types – except in the cate-
gory spelling. However, this way of grading the texts is very subjective and does
not represent what is actually important for MT output. From a research point
of view, the question of interest should rather be: When the MT output is used
in a professional environment, how much effort does it take to turn it into a rea-
sonable target? In the BDÜ study, PE was also acknowledged as a necessary step
to achieving a meaning target text (cf. ibid.), but was not explained or referred
to in detail. The advantage of the study is that it shows translators and poten-
tial translation vendors that Google Translate is not almighty and that it cannot
work without the help of a human translator. However, automatic translation
is a rapidly developing branch and it has to be acknowledged how far the field
has developed and that the systems can work quite adequately. Further, it should
have been made more explicit that free online MT systems do not represent the
best MT systems have to offer. Systems that are trained for one text domain and
for one company will achieve much better results – assuming that they are used
for the texts they were trained for: A system that was trained for manuals of
household appliances will probably not produce good translations for medical
package inserts.

Finally, the BDÜ has hosted three conferences so far that dealt with the profes-
sional fields of translation and interpreting.The first twowere called “Übersetzen
in die Zukunft” (“translating into the future”) and covered current developments
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in the field.The first conference, in 2009, included one presentation about PE and
two presentation on MT (Baur et al. 2009).23 At the second conference in 2012,
two posters and four presentations dealt with MT, while no presentation directly
focused on PE24. The third conference was held in 2014, in cooperation with the
International Federation of Translators (FIT) World Congress, and was subsumed
under the heading “Man vs. Machine? The Future of Translators, Interpreters,
and Terminologists”. As the main topic of the conference was MT, over 20 pre-
sentations dealt with the topic, six presentations focused on PE, and another
four posters were presented on the topics. Further, the panel discussion’s topic
was “Machine Translation – Blessing, Curse, or Something In Between?”. Con-
clusively, the topical focus of the conference also reflects that the topics MT and
PE have become more important in recent years and are now taken seriously by
the community.25

Taking the work of the BDÜ as a mirror of the German translation and inter-
preting market, the publications and conferences presented in this chapter show
that MT and PE reached the German job market once and for all during the last
five years.The technology is no longer ignored and it is not only international or-
ganisations and businesses that employ a few post-editors or freelancers for PE;
it is now a feature of the entire profession. Although many professional transla-
tors still seem anxious about or unmotivated by MT technology, many seem to
be accepting that it is part of the professional field now, which is reflected in the
aforementioned best practice guidelines and a publication that deals exclusively
with MT and PE (Porsiel 2017).

Of course, other translation associations also consider and discuss the topics
of MT and PE, either in articles in their magazines or in articles, white-papers,
etc. on their websites. The American Translation Association (ATA), for example,
published two articles about PE in the last volume of their Chronicle in 2015.
The first article by Cassemiro (2015) describes how a self-trained, rule-based MT
system can be used as a tool for translations from scratch. Further, he emphasises
that translators should not be afraid of PE andMT and should not fight it. Instead,
they should embrace the new technology and use it to their advantage in order to
meet the current needs of the market. In the second article, Green (2015) argues

23Unfortunately, the conference programme is not available online anymore. Hence, the infor-
mation about the programme was taken from the conference proceedings.

24BDÜ. „Übersetzen in die Zukunft“. Online programme. http://uebersetzen-in-die-zukunft.de/
util/download.php?art=konf12_dl&dokument=2754. last accessed 10 October 2016 (11:09).

25This is only one of many examples. The IATIS conference, for example, hosted a conference on
‘Innovation Paths in Translation and Intercultural Studies’ that hosted 12 presentations on PE
as opposed to one presentation three years earlier.
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that PE might be such an ill-received task, because the MT systems do not learn
from their mistakes and translators have to correct the same errors over and
over again. After presenting a brief overview of the history of PE, he, therefore,
introduces three interactive PE systems that learn from the changes made by
a post-editor. Both articles allude to the translators’ resistance to cope with PE
and MT. While Cassemiro, on the one hand, encourages the translators to be
open towards the new technologies, Green rather acknowledges the negative
attitudes of the translators. At the end of his article, however, Green encourages
translators to give those more interactive solutions another chance.

4.5 Post-editing training

Although the field is thriving, little has been published solely on PE training yet.
While many empirical studies conclude with implications on what needs to be
integrated in PE training or that PE training is necessary to educate professional
post-editors, only few publications focused on how to design PE training. The
available publications on the topic will be introduced in the following chapter.

Probably the first publication to focus on PE training was written by O’Brien
(2002). First, she explains why PE training would be necessary as an addition to
regular translation training. There is still a growing demand for translations, PE
skills are probably acquired gradually and are different from translation skills,
and translators who are familiar with MT and PE will probably be less hostile
towards the topics, which in turn is necessary for successful PE. O’Brien (2002)
further argues that although some characteristics of PE and MT are contrary to
human translation, translators should be the ones trained for PE. However, this
training should be optional for students seeking a translation degree. Next, she
argues that there are certain skills that well-trained post-editors need in addi-
tion to the skills well-trained translators have, like the ability to use macros and
code dictionaries for the MT system, knowledge of MT and a positive attitude
towards MT, the ability to use terminology management systems (a skill many
translators already acquire when they learn how to use TM systems) and solid
text linguistic skills, knowledge about pre-editing and controlled languages, and
at least some basic programming skills. Finally, she proposes a PE module that
could be integrated into translator training, which would best be offered in a late
undergraduate stadium (B.A. degree) or even only in postgraduate training (M.A.
degree). One half (approximately) of this module would focus on theoretical is-
sues, including an introduction to PE, MT, and controlled languages, basic pro-
gramming skills, and higher terminology management as well as text linguistic
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skills. The other half of the module would include practical exercises for prefer-
ably all language combinations the individual student studies and with different
MT systems, as well as combining MT output with TM tools, using different PE
guidelines, and using terminology management tools. O’Brien additionally in-
troduces some ideas on how practical experiences in controlled authoring tools,
corpus analysis tools, and programming could be integrated.

Belam (2003) introduces a workshop on PE guidelines that was held in the
scope of a machine-assisted translation course. The students were in the last
year of their undergraduate programme in Modern Languages. One lecture of
this course was on basic PE knowledge and required the students to submit one
practical assignment, in which they post-edited a text and commented on their
procedure. In the scope of this assignment, students started to demand more
precise PE guidelines, which was the starting point of the discussion workshop,
where the focus was also on different PE types (rapid, minimal and full as sug-
gested by Allen (2003)). In the workshop, the students were given a text to post-
edit in groups and then asked to develop PE guidelines. The most obvious rules
were defined immediately and without much discussion, such as “Correct any
word which had not been translated.” Guidelines for less obvious errors in the
MT output, however, were much harder to define and error categories had to be
summarised in one guideline. Similarly, it became more difficult to decide which
rule needed to be applied to which PE type (cf. ibid.: 2-3). Belam (cf. ibid.: 3-4)
reports that students were much better at formulating the guidelines and match-
ing these to the PE type as soon as they started to construct a scenario for the PE
job. In the end, two guidelines – one for rapid PE and one for minimal PE (full
PE was abandoned at the beginning of the workshop, because this would require
the same quality standards as human translation) – were developed with three
to four dos and don’ts (cf. ibid.: 7).

Depraetere (2010) analyses a corpus of ten post-edited texts in her study. She
asked ten students to post-edit a text from English into French consisting of 2230
words (110 segments) of which half were pre-translated by a customised rule-
based MT system and the other half by a customised statistical MT system26.
The participants, who were all French native speakers and were receiving train-
ing to become translators, post-edited in a web-based online tool. The aim of this
study was to determine what problems occur in texts post-edited by translation
students who are not trained in PE, to assess what students should be taught
in PE classes and what they intuitively deem necessary for correction. Hence,

26Unfortunately, the author makes no comments of the quality or the differences of those to MT
systems.
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they only received few PE instructions and a few examples of necessary and un-
necessary PE corrections. Unfortunately, the results of this study are not quanti-
fied and only observations are reported. MT translations are usually very literal
translations; nonetheless, Depraetere observes that students did not change the
phrasing of the texts as long as it was not incorrect, which means that the stu-
dents did not change anything just to improve the flow of the translation, even
though there may have been a more idiomatic solution. Hence, she concludes
that it is not necessary to over-emphasise in classes that style should not be con-
sidered in PE. The same applies to terminology – the MT output is accepted as
long as it is not wrong, even if a better solution exists. The students were slightly
careless when it came to formatting issues and capitalisation. Depraetere claims
that the most striking observation was that students were often too careless to-
wards improving the MT output, as they missed numerous mistakes made by the
MT system. Some students did not even realise that some source text units were
untranslated. No clear strategy could be detected concerning grammatically in-
correct verbs, which would therefore need to be addressed in a PE class. In her
conclusions, Depraetere summarises that trainees need to be confronted with
typical MT errors so that they do not blindly rely on the MT output. Further, the
need for consistency and formal accuracy needs to be highlighted.27 She further
states that PE trainers have to keep in mind that students might not produce per-
fect translations, because they have less experience than professionals.Therefore,
it might be easier for students to accept imperfections. All in all, this study gave
valuable insights into what might be necessary to prioritise in PE training. How-
ever, the participant number was low and there might be other issues in other
language combinations. Hence, more data need to be collected in order to paint
a clearer picture.

As discussed in a previous chapter, Pym (2013: 494–497) also discusses teach-
ing technology (including MT) to translators. First he points out that it is most
important to learn how to learn to use new tools, because most will be outdated
within a few years. Further, it seems important that (future) translators learn to
assess which data can be trusted and which cannot be trusted. It is dangerous
to blindly trust MT output, while disregarding and overanalysing all MT output
does not contribute to the original purpose of MT, namely increasing produc-

27This is something we also observed and reported in our studies. In the data set at hand, e.g.,
some participants did not change the translation of nurse as Krankenschwester (female nurse,
as suggested by the MT system) into Krankenpfleger (male nurse) in the PE task (cf. Čulo et
al. (2014)). Further, we observed inconsistencies in terminology in the PE task in a study with
domain-specific texts.These inconsistencies were introduced by the MT output and were often
not eliminated by the participants (cf. Čulo & Nitzke 2016).
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tivity. Additionally, the overall text as the greatest macro-unit has to be kept in
mind and special revision strategies should be developed. Pym (cf. ibid.: 497–499)
further advises that the technologies should be used as often as possible during
training, that the classrooms need to be sufficiently equipped, that it might be
helpful to work in pairs or groups (to assess and reflect on their own translation
processes) and that working with field experts would be very valuable.

Another study on PE guidelines is presented by Flanagan &Christensen (2014).
They asked three MA students to retrospectively interpret the PE guidelines for
publishable quality developed by TAUS and CNGL28, which the students had to
use for their final assessment. The aim of the study was to see whether the guide-
lines were straightforward as well as easy to understand and apply. The module,
in which this final assessment was included, was a Case Module, which the stu-
dents could choose in the third semester of their Master’s degree instead of a
work placement. This module consisted of two workshops: The first introduced
MT and PE, the second was a hands-on session, in which the students learnt
to use the technology. Further, they had to complete two assessments. The first
was for training purposes - students had to post-edit according to guidelines
that aimed at an output that was good enough to understand the content. The
second assessment, which this study focuses on, was the final exam that was
graded. They had to post-edit a medical text for publishable quality and write a
ten-page reflective report.Three weeks later, the students were asked to come for
a retrospective interview on the guidelines. This interview and the post-edited
texts were taken into consideration in this study. (cf. ibid.: 261-262) The findings
showed that the students had problems interpreting the guidelines which was on
the one hand due to little PE experience in general, but also caused by the word-
ing in the guidelines themselves. A guideline was considered problematic, when
a) at least two students did not adhere to the guideline or ignored it, b) at least two
students misinterpreted the guideline, or c) one of both (cf. ibid.: 263-264). After
the analysis of the interview and the PE products, the introductory part and all
guidelines except two were classified as problematic. Hence, Flanagan and Chris-
tensen adjusted the order and the wording of the guidelines accordingly so that
these became easier to understand and apply.

Kenny & Doherty (2014) describe in their article how statistical MT should
be integrated in translation training. Translation technology has changed the
translation profession and professional translators need to decide which transla-
tion technology they want/need to apply. Accordingly, translation trainees need
to learn to handle these technologies to make educated decisions, when and

28TranslationAutomation User Society (TAUS) and Centre for Global Intelligent Content (CNGL)
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whether to use which translation tool. Surveys on the translation market do not
agree on the importance of MT and PE (and most studies do not take freelance
translators into consideration). Hence, Kenny and Doherty (ibid: 286) conclude
in regard to translation training that “there is a growing demand for post-editing
services, but that it may not be wise for those who are about to graduate to focus
on post-editing at the expense of other ’traditional’ translation skills.” Further,
they discourage post-editors from using free and online-based MT systems, be-
cause they have many disadvantages especially concerning data protection and
security. On the other hand, Do-It-Yourself statistical MT systems like Moses are
very hard to implement for people with little experience in computer science,
which applies to many translators and translation students. Therefore, they sug-
gest the use of cloud-based statistical MT. The user can use his/her own mono-
lingual and bilingual data (sometimes as an addition to the data of the service
provider) to train the MT system and the software does not have to be installed
locally. Further, the user can go through all stages of the MT cycle, which is es-
pecially interesting for student training purposes: he/she has to upload the data,
train and test the engine, intervene to improve theMT quality, retrain and deploy
the system in the end.The user interface is usually easy to handle, developers can
interact with reviewers and testers, and the systems can be kept private, shared
with others, or can be published for everyone to use. (cf. ibid.: 287-290)

In the accompanying paper, Doherty & Kenny (2014) provide more informa-
tion on the syllabus they integrated in the curriculum at Dublin City University.
Half of the module on translation technologies focuses on training how to im-
plement and use statistical MT. The content was delivered partly as lectures and
partly as hands-on sessions in labs and included the following topics (ibid.: 299-
300):

• brief history of MT

• rule-based MT (basic architectures, linguistic problems, etc.)

• statistic MT (basic architecture, alignment, n-gram processing, models)

• MT evaluation (human and automatic)

• pre- and post-processing (controlled languages, post-editing)

• professional issues with MT like ethics, payment, etc.

The knowledge of the students was tested in an assignment that wasworth 60%
of the module grade. The students had to create and evaluate a statistical MT sys-
tem by themselves with the skills and knowledge they acquired in the lectures
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and lab sessions. They had to find training data, train an engine on a cloud-based
platform, test the engine with texts from the same domain as the training data
and with another domain, evaluate the output, consider ways of improving the
output (e.g. more training data or the use of controlled language), use those po-
tential improvements, retest the engine, and evaluate the output. The students
had to describe how they proceeded and critically assessed their processes (cf.
ibid.: 300-301). To evaluate the course outline, Doherty and Kenny (cf. ibid.: 305-
307) used a ten-item self-efficacy questionnaire that the students had to complete
at the beginning and at the end of the course. In total, 29 students participated
and the questionnaire proved that self-efficacy of the students increased signif-
icantly during the course. In their written assessment, many students reported
on technical problems and evaluation issues. However, the students completed
the task successfully. (cf. ibid.: 307-310)

All in all, little research has been published on PE training. O’Brien’s (2002)
early study presents a reasonable outline on how to design a PE module, but
detailed course contents are not provided. While some theoretical thoughts and
some results from final exams in PE courses were mentioned, the Doherty &
Kenny (2014) course outline on integrating statistical MT is very detailed, seems
very reasonable and could be adapted easily at other universities. However, none
of the above mentioned publications describes to a full extent how PE as a trans-
lation task should be taught. As we have seen in §4.2, numerous process research
studies focus on PE.These findings need to be included in PE training. Hence, PE
training is a topic that still needs to be addressed more thoroughly in the future
so that process research results can be used in training and trained post-editors
can be used in process studies.

In summary, both MT and PE are rapidly developing fields. While fully-auto-
matic MT has been an unfulfilled dream for many decades now, PE has only re-
cently found its way into professional translation practice (although, some coun-
terexamples show that it has been around longer than generally appreciated) and
translation science. The developments and the attention given to MT and PE in
translation in the last five to ten years indicate that MT and PE has come to stay.
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This study will not only focus on the PE task itself, but in particular on prob-
lem solving behaviour during the PE task compared to the TfS task. The aim of
this chapter is to define the terms problem and problem solving in regard to TfS
and PE. To this end, the literature on problem solving in translation was anal-
ysed. However, it quickly became obvious that, depending on the instance, the
term problem is used in different ways and maybe sometimes too carelessly in
translation studies. Therefore, the terms problem and problem solving will first be
approached from the perspective of psychology, in which problem solving is a
thriving field. Then, the approaches in translation studies will be introduced and
the insights from both fields will subsequently be combined to define problem
solving in TfS and PE. First, however, a general introduction will be provided
and the chapter will be clearly outlined.

During our life, we are forced to deal with problems on a daily basis. Although,
over time, we familiarise ourselves with the problem solving strategies that we
need for everyday problems, new problems regularly arise. We might not con-
sciously realise that we are dealing with a problem each time we encounter one:
e.g. “How do I get to work?”, which includes decisions on questions like “What
means of transportation do I take? Which is the right way? When do I have to
leave so that I do not arrive too late?”. Once we find a solution to the problem,
we can use this solution again and the situation no longer poses a problem for
us every morning – as long as the basic situation does not change: if we have
to take a bus, because our bicycle is broken, a new problematic situation arises.
Additionally, problems may occur although we have been in the same situation
before (“I’m hungry on my lunch break, but I forgot my lunch at home. Where
can I get something to eat now?”); and some problems may seem insurmountable
(“I lost my job after fifteen years and all my applications for a new one are failing.
Will I ever find work again?”).

Due to its ubiquitous nature, problem solving is not only an issue in our ev-
eryday life, but also in many social and political settings, as well as almost every
scientific discipline. Problem solving methods and strategies need to be shared so
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that science can evolve and not every individual has to overcome the same prob-
lems over and over again. But the processes underlying problem solving itself are
of central interest in many fields: In mathematics, statistics, and physics, it is a
basic feature of the discipline with which to learn the required strategies to man-
ually, or with the help of software, calculate arising numeric problems (e. g. Engel
1998 ”Problem solving strategies”, Kamal 2010 ”1000 solved problems in modern
physics” and Quirk et al. 2013 ”Excel 2010 for physical sciences statistics; a guide
to solving practical problems”1). Computer science frequently deals with problem
solving and much literature has been published in special areas like artificial in-
telligence (e.g. Zhang & Zhang 2004 ”Agent-based hybrid intelligent systems: An
agent-based framework for complex problem solving”) and on how to solve prob-
lems in or with the help of programming languages (e.g. Hanly et al. 2013 “Prob-
lem solving and program design in C” or Savitch & Carrano 2012 “Java: An intro-
duction to problem solving & programming”). Specific models and methods have
been developed to help solve problems in engineering (e.g. Gómez-Pérez 2010
“TRIZ for engineers; Enabling inventive problem solving”) and economics (e.g.
Gómez-Pérez 2010“Acquisition and understanding of process knowledge using
problem solving methods”). Medicine deals with strategies to diagnose illnesses
accurately and rapidly (e.g. Aghamohammadi & Rezaei 2012 “Clinical cases in pri-
mary immunodeficiency diseases: A problem-solving approach”) and pharmacy
tries to use nature to find cures to illnesses (e.g. Mehlhorn 2011 “Nature helps -
How plants and other organisms contribute to solve health problems”).

In the following, two fields will be analysed to determine a theoretical frame-
work: problem solving in psychology (§5.2) and in translation studies (§5.3). Psy-
chology was selected for analysis because it, just like translation, does not belong
to the hard sciences but deals with the concept of problems and problem solving
also on a theoretical basis. Finally, psychology does not only apply the concepts,
but also deals with their very nature. Problem solving is a much discussed topic
in psychology. Hence, it is not the scope of this chapter to describe every detail
and approach in the field, but only a selection will be introduced. This selection
concentrates in particular on notions that can be related to translation studies.
The psychological theories and findings will be used to evaluate and extend the
work on problem solving in translation studies (§5.4). But first, we will attempt to
define the term problem and differentiate between problem solving and decision
making – two terms that are often used synonymously.

1At this point, the titles of the books are specified in the running text to emphasise their problem
solving content, although this differs from the standard citation method.
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5.1 Defining the term problem and differentiating
between problem solving and decision making

Dörner (1987: 10) describes a problem as a state which is not desirable for the
individual, but that the individual does not have the means to change at that
moment. Three basic components characterise a problem: First, there is an un-
desired initial state. Then, there is a desired final state. And finally, there is a
hurdle between these two states that prevents the transformation from the ini-
tial state to the desired final state for the time being. Further, Dörner (ibid.: 10-11)
differentiates between problems and tasks. Tasks are mental challenges which the
individual knows how to solve. This means that a task lacks the third property
of a problem, namely the hurdle, to overcome the initial state. While it might
be a problem for a third grader or for someone who has never actively learned
to calculate to divide 625 by 25, it becomes a simple task only for people who
are experienced in division (this might not even be a task for people who had
to learn square numbers by heart at some point in their life, but something they
can recall from memory).

Jonassen (2000: 65) also argues that problems consist of more characteristics
than initial and desired state. While he agrees that there needs to be a gap be-
tween the current state and the desired (unknown) target state, he adds that a
social, intellectual or cultural motivation is required to bridge the gap. “Finding
the unknown is the process of problem solving” (ibid.). If nobody has the desire
to bridge the gap, problem solving is not necessary.

The concepts problem solving and decision making are often closely related and
are regularlymentioned in the same breath. Strohschneider (2006: 577) states that
problem solving and decision making are often regarded as synonyms, but that
in his opinion, decisions are only one (often central) measure (or a collection
of measures) in the problem solving process. The difference between the two
terms does not seem to be immediately obvious. Therefore, the focus will be on
defining problem solving and decision making and deciding which term is more
appropriate for further discussion of the translation process.

In The Dictionary of Psychology, the term decision making is defined as the
“[a]bility to make independent and intelligent choices, a process which coun-
sellors seek to enhance” (Corsini 2002: 253), while problem solving is described
as “[p]rocedures, overt or covert, in the solutions of problems” (ibid.: 762) with
different references to other problem solving categories. These short definitions
highlight that decision making is one activity in the human mind, whereas prob-
lem solving is a more complex pattern.
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The Oxford Dictionary of Psychology provides more detailed definitions for the
two terms with an increased focus on the field of psychology. Decision making is
defined as

[t]he act or process of choosing a preferred option or course of action from
a set of alternatives. It precedes and underpins almost all deliberate or vol-
untary behaviour.Three major classes of theories have guided research into
decision making: normative, descriptive (or positive), and prescriptive the-
ories (Colman 2009: 217).

while problem solving is described as

[c]ognitive processing directed at finding solutions to well-defined prob-
lems, such as the Tower of Hanoi, Wason selection task, or a water-jar prob-
lem, by performing a sequence of operations. Problem solving by means of
logic or logical analysis is usually called reasoning.2 (ibid.: 693).

The latter definition signalises that logical problem solving is called reasoning.
Reasoning, in turn, is defined as the “[c]ognitive processing directed at finding
solutions to problems by applying formal rules of logics or some other ratio-
nal procedure” (ibid.: 620). If one attends translation classes at an undergradu-
ate level, one often hears that a translation solution was selected, because “it
sounds fitting” or sometimes, that something was disregarded, because the per-
son “sensed it was not correct due to a feeling for the language”. However, these
seemingly intuitive arguments decline with growing experience and knowledge
about translation and language, because professional translators know the rules
of language and translation. They know about grammar, registers, text type and
domain conventions, etc. They can, hence, tackle a problem through reasoning.

Returning to the difference between decision making and problem solving:
The main difference that becomes clear in these definitions is that decision mak-
ing is often a one-step operation while problem solving embodies more than one
operation. This point is also featured in Koppenjan & Klijn (2004), who begin
their book on problem solving and decision making (both terms are used in the
subtitle of the book) for the management of uncertainties in networks with a
short “[e]xample of wicked problems: the greenhouse effect” (ibid.: 2). Although
the example does not aim to explain the difference between problem solving

2In the following chapters, it will become obvious that problem solving does not only apply to
well-defined but also to ill-defined problems (both terms will be described in more detail in
§5.3). However, the definition fits its purposes for these initial considerations
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and decision making, it indirectly points out an interesting fact: In such complex
problems, it is possible and necessary to make a lot of decisions to improve the
situation. However, it takes a while (if it is possible at all) to solve the problem
of the “greenhouse effect” – it does not matter on which political level which de-
cision is made; solving the problem (a) takes time and (b) requires thousands of
people to participate, accept and adhere to the decision. Conclusively, a decision
does not necessarily solve a problem, but is one part of the problem solving pro-
cess. The world is filled with complex problems that force the decision makers to
form networks. Similarly, complex translation jobs are seldom handled by a sin-
gle person, but include project manager(s), numerous translators, proof-readers
and, potentially, even more people.

Similarly, Jonassen (2000) integrates decision making problems into his scale
for the degree of complexity of problems.This scale starts with very well-defined
problems and ends with very ill-defined complex problems (e. g. “Should I move
in order to take another job” (ibid.: 76) – see further information in the next sub-
chapter) – and simple decision making problems are more complex than logical
problems or algorithms problems and often include more factors to be consid-
ered. Furthermore, what appear to be simple cases of decision making with only
one answer (“Should abortion be banned?” – the answer to the decision is ei-
ther yes or no), are sometimes categorised as dilemmas and are the most difficult
problems to solve. If a decision is made, it does not solve the personal dilemma
of whether abortion is legal or not and to what degree. Further, parts of the pop-
ulation to whom the law applies will not be satisfied with the decision.

However, there are theories in decision making that deal with complex deci-
sion making situations. As an example, one of these deals with phased decision
strategies that suggest that, in complex decision making situations, not only one
decision making rule is used but rather different rules are applied successively
or even randomly (Jungermann et al. 2010). Therefore, decision making is also
considered a multiple-phase activity.

Wilss (1994) is one of a few in translationwho discusses the difference between
problem solving and decision making, which to him are “not identical”, but “oc-
casionally equated with each other since the boundary between the two cannot
always be clearly drawn” (ibid.: 132). He argues that problem solving is the wider
concept, that decision making is part of problem solving, and that decision mak-
ing processes only start when all factors and criteria for the decision have been
defined. However, both activities are essential in the translation process.

The terms problem solving and decision making are not used consistently. How-
ever, a tendency seems to be that decision making is used for one step operations,
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where one out of two or many options needs to be chosen, while problem solving
often includes more steps. Further, problem solving involves a hurdle between
initial and desired state to make the situation problematic, which is not necessary
in the case of decision making. Hence, the term problem solving is more suited to
translation processes than the term decision making, because we have an initial
state (the source text) and a desired final state (the target text) and do not immedi-
ately know how to get there (hurdle) – an extensive discussion will follow in §5.3
and §5.4. Decisions have to be made for single translation items, as many possi-
ble translation equivalents exist in the target language. The translator can make
these decisions consciously or subconsciously. However, the choice is not always
obvious to the translator. Hence, a hurdle exists between source and target text,
and the translator then has to solve a translation problem. How can we decide
when and why a translation unit is a decision or a problem? And is translation
generally rather a decision making or a problem solving activity? Can a clear line
be drawn in a construct as complex as translation? The following analysis will
attempt to shed some light on these questions.

5.2 Problem solving in psychology

Problem solving is an important sub-field in psychology. As Funke (2006a: XXI)
describes, problem solving is viewed as a part of the thinking process. Thinking
is considered a higher cognitive function that takes advantage of simpler cog-
nitive functions like perception, learning, and memory. Further, thinking has
different appearances: In logical deductions, the human mind makes deductive
judgements; conclusions for future events are drawn when judging probabilities;
thinking with problem solving in mind helps to fill gaps for planned actions; and
creative thinking creates new and helpful connections between what is already
known.

Before we turn to problem solving, the general connection of thinking and lan-
guage will be briefly described according to Dörner (2006). While some philoso-
phers like Plato, Aristotle, and Wilhelm von Humboldt have stated that thinking
and language are clearly the same – thoughts are expressions of inner speech
– others such as the scientists Faraday and Einstein strongly disagree with this
assumption. In their opinion, speech is only a means to transmit information and
even interferes with the thinking process (which can be demonstrated, e.g., when
using think-aloud protocols3 in psychological studies: some participants think in

3Find more information on think-aloud protocols in §7.1.1
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amore structuredwaywhen they have to express their thoughts aloud, while oth-
ers are delayed in their thinking process). These positions could not be further
apart. However, a combination of both seemingly contradictory positions may
hold the truth:Thinking is not possible without language, and thinking has noth-
ing to do with language (cf. ibid.: 619-621). Complicated thinking processes are
probably not possible without language, but even simple, non-language phases
of thinking, e.g. during sleep, have their origin in memories of language-based
thinking phases (cf. ibid.: 640). When we go to the bus stop closest to our home,
perform other routine operations, or operations that are similar to what we have
done before, we do not have to verbalise those thoughts in our head and still
make it to the bus stop safely (cf. ibid.: 635-636), which is an argument for think-
ing without language.4

Thinking can sometimes be categorised as a problem solving activity, consider-
ing that one has to find a path between a starting point and a final point. However,
if the path has been created once before, it is not problem solving, it is solely re-
membering. Memories, however, are part of the thinking process as well. Further,
thinking also creates opinions and ideologies which, on the other hand, influence
our problem solving behaviour Dörner (2006: 621–623). So, we can conclude that
not all thinking is problem solving, but all problem solving is thinking. If we re-
member the solution to a problem, because we encountered the problem before,
there is no hurdle between the present state and the desired state. We need to
think to get to the desired state, but we do not have to solve a problem (again).

If we assume that thinking is most often connected with language, problem
solving has to be connected with language, too. Language is not fixed. Many
words have numerous lexical meanings which we can apply accordingly in ev-
eryday language. Depending on education, profession and interests, our lexicon
is specialised in different fields and every person has an individual lexicon. A
gardener may be able to differentiate between various apple trees; this does not
make him a different thinker, but rather a more informed person from whom we
can learn. Misunderstandings are part of our everyday life and we learn through
experience that we have to adapt our speech (and texts) according to who we are
talking to, e. g. other experts or laypersons. Hence, our way of thinking is not
solely determined by the language we grow up with and which we develop over
time – a gardener might not solve a mathematical problemmuch differently than

4However, in my opinion, this cannot be categorised as thinking, because it is an automated
action duringwhichwe can verbalise other thoughts in our head. I would argue that if anything
really new happens to us – nothing similar has ever happened before –wewould verbally think
about it first (setting aside reflexes that might intervene in the situation).
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a dog breeder – but there are tendencies (Dörner 2006: 627–628). Accordingly,
problems are perceived differently depending on our life experiences, which will
be discussed in more detail later in this chapter, but also depending on the vo-
cabulary we developed during our lives and the semantic connections we have
with these words.

Coming back to the theory of problem solving, problems are basically cat-
egorised as well-structured (or well-defined) and ill-structured (or ill-defined)
problems. Well-structured problems “require a finite number of concepts, rules,
and principles being studied to a constrained problem situation” (Jonassen 2000:
67). These problems are also known as transformation problems and are often en-
countered, for example, in school and university environments to check whether
students have studied the subject and have familiarised themselves with the sub-
ject’s contents and strategies. All elements of the problem are presented to the
problem solver in the initial state.The operators required to arrive at the solution
are known (or should be known) to the problem solver, so (s)he “only” has to ap-
ply rules and principles which (s)he has previously learned in advance5. Finally,
the desired target state is sometimes even known as well (e. g. in mathematical
text problems).

Unfortunately, well-structured problems are hardly encountered in real-life
situations. Problems do not usually possess a predictable or concurrent solution
in private or work situations. The steps to solve the problems were not specifi-
cally learned in advance; experience from different domains is required – more
experience in (one of) the crucial domains the problem is situated inwill probably
help to solve ill-defined problems more easily – and personal opinions and judge-
ments are often necessary. Furthermore, different solutions, approaches or even
no solution at all are possible outcomes when trying to solve an ill-structured
problem. Accordingly, the solution of the problem cannot be assessed as simply
correct or incorrect (cf. ibid.: 67). While “[w]ell-structured problems focus on
correct, efficient solutions, […] ill-structured problems focus more on decision
articulation and argumentation” (ibid.: 73). However, this is only a preliminary
division and further categorisations are necessary to embrace the variety and
complexity of problem categorisation (cf. ibid.: 64).

While much research focused on well-defined problems in the early days of
problem solving research, studies on complex problem solving have their origins
in the late 1960s, early 1970s and deal with ill-defined problems (Funke 2006b:

5Many pupils, who are not very strong in mathematics, will probably agree that it is not as easy
as it might seem to apply mathematical rules and principles to algorithmic problems.
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376). According to Funke (cf. ibid.: 379-380), a problem becomes a complex prob-
lem when it fulfils the following five characteristics:

• complexity – numerous variables are involved

• interconnectedness – the variables are connected

• dynamism – the problem changes over time

• non-transparency – not all the information necessary to solve the problem
is available to the problem solver

• multiple aims – more than one criterion needs to be optimised

Not all of these characteristics are unique for complex problems – some apply
to simple problems as well. It is self-evident that problems can be differentiated
with regard to the difficulty of the problem. However, it is less evident to decide
what makes a problem difficult. A termwhich is often referred to in the context is
complexity.6 The more variables need to be accounted for in a problem, the more
difficult it becomes. However, another aspect that needs to be taken into account
is how these variables are connected. Fifty interconnected variables might form a
more difficult problem than 100 unconnected variables, because interconnected
variables influence each other. Dynamic problems change while they are being
solved. They are not static tasks, but processes that need to be steered into the
right directions so that the initial situation improves. In the problem solving sce-
nario called “fire fighting”, the participants are asked to extinguish a burningwall
in a computer game. However, it might be possible for the wall to start to burn
in another area. Hence, the fire cannot be fought sequentially and the problem
changes over time. Further, a problem becomes more difficult when it is not trans-
parent, which means that not all information necessary to solve the problem is
available to the problem solver. Therefore, decisions are made with uncertainty
in these situations. Complex problems often pursue not only one purpose, but
many (multiple aims). Consequently, the evaluation process is also more com-
plex – the solution cannot be judged as correct or incorrect (cf. Funke 2006b:
399–410).

In another attempt to categorise problem types, Jonassen (2000) describes elev-
en different types of problems, which were created based on 100 problem scenar-
ios, starting with very well-structured problems that result in correct or incorrect

6The terminology in this discourse has room for improvement, e.g. it is difficult to claim that
one characteristic of a complex problem is its complexity. However, it would go beyond the
scope of this dissertation to make adjustments.
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solutions (which can be evaluated easily) and ending with the most ill-structured
problem types, which have no single, exact solution and the solutions are difficult
to evaluate:

logical problems: abstract tests of reasoning, like matchstick puzzles, the Tower
of Hanoi puzzle or a Rubic’s cube®; they are usually not embedded in any
authentic context and are therefore abstract and hardly transferable

algorithmic problems (like multiplying or statistical testing)

story problems: algorithmic problems presented in a story; the variables and the
mathematical operator have to be selected by the problem solver, e. g. how
long does it take Lorry A to overtake Lorry B

rule-using problems: problems with correct answers but different possible ap-
proaches to solutions; can be of different complexity, such as expanding a
recipe for more people, finding information with a search engine, or card
and board games

decision making problems: select one option from many alternatives with differ-
ent consequences; can vary a lot in terms of complexity and may include
risk and uncertainty

troubleshooting problems: among themost common everyday problems, e. g. me-
chanics who fix broken cars; require the problem solver to have different
skills and knowledge

diagnosis-solution problems: any kind of medical diagnosis and treatment pro-
posal

strategic performance: “involves real-time, complex and integrated activity struc-
tures, where the performers use a number of tactics to meet a more com-
plex and ill-structured strategy while maintaining situational awareness”
(ibid.: 79); e. g. flying an aeroplane, arguing in front of a judge, playing
professional sports

situated case-policy problems: real-life, job-related problemswhere analysing sit-
uated, complex case problems is essential for the work; the goals cannot be
strictly defined, little is known about how to approach the problem, there
is no overall agreement on what a good solution needs to include; e. g.
international relations problems or business problems
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design problems: creating a product or system; there are only vague require-
ments on the output, no predefined approach to the solution, and general
and domain-specific knowledge needs to be included; usually do not have
clear standards on evaluation; e. g. writing a poem, designing a bird table
/ bridge / vehicle that flies, developing a curriculum for a university

dilemmas: personal, social, and ethical dilemmas; often appear as decision mak-
ing, but are the most ill-structured, because there are no solutions that sat-
isfies everybody, compromises are necessary, often involves a large group
of people; e. g. should healthcare be regulated privately or by the govern-
ment, resolving the Middle East conflict

The ranking is not related to how difficult it is for the individual to solve prob-
lems of the different groups. Some logical problems likematchstick puzzlesmight
be unsolvable to one person, while (s)he has no difficulty in design problems such
as writing a poem on a specific topic. In addition to the type of problem and its
complexity, domain specificity and problem representation influence the prob-
lem solving activity. Further, individual differences of the problem solvers also
affect the problem solving activity. This includes, amongst others, the individ-
ual’s familiarity with the problem type, his/her domain-specific knowledge, the
cognitive ways (s)he processes information (cognitive controls), his/her reflec-
tion on information and the problem (metacognition), his/her epistemological
beliefs, and his/her attitude on andmotivation for the problem (cf. Jonassen 2000:
67-72).

How can problems be solved? The simplest way to solve problems is via trial-
and-error, which might be sufficient to solve simple problems but is not very effi-
cient. For more complicated problems, it is necessary to plan internally/mentally.
Different operators might be necessary to find the solution of the problem. Some-
times these operators are known, but it is not evident how to combine them,
and sometimes these operators are unknown. If both the operators and the com-
bination of the operators are familiar, it is not a problem solving activity, the
individual simply has to solve a task (cf. Dörner 2006: 623-624).

Pretz et al. (2003: 3–4) suggest that problem solving activities can be consid-
ered a cycle with the following seven steps:

1. Recognize or identify the problem.

2. Define and represent the problem mentally.

3. Develop a solution strategy.
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4. Organize the knowledge about the problem.

5. Allocate mental and physical resources for solving the problem.

6. Monitor the progress toward the goal.

7. Evaluate the solution for accuracy.

These steps do not have to be executed in the given order and not all steps
are always necessary – a successful problem solver is flexible and can adjust the
cycle to his/her needs. These steps are considered a cycle, because in complex
problem solving situations, the solution to a problem might lead to a new prob-
lem. Hence, the solving process has to restart for the new problem and the single
steps have to be executed again. It also seems plausible that complex problems
can be divided into smaller problem units that will be solved individually in this
cycle or parts of the cycle. For example, “defining the problem mentally” in step
two could also include “define subordinate problem units”. The following steps
would then be implemented first for the individual subordinate units and in the
end for the whole problem. The last step may be expanded to “evaluate the solu-
tion for accuracy for the problem unit and the whole unit”.

We have already connected problem solving with individual traits, amongst
others the problem solver’s familiarity with the problem type and his/her domain
knowledge. Ericsson (2003) links problem solving with expert performances and
considers problem solving a major contribution to acquiring expert knowledge.
Even the most talented individuals have to learn the tasks they seek to become
experts in and have to enhance their knowledge. “Different levels of mastery
present the learner with different kinds of problems that must be solved for the
skill to develop further” (ibid.: 31). At the beginning of the learning process, ev-
ery individual can only successfully conduct the simplest tasks, activities, and
challenges. The knowledge base is developed with the help of instructions and
training, and reinforced by experience and exercises. If a person wants to solve
a task that is too difficult for him/her, because his/her selection of methods and
skills is not sufficient, (s)he cannot solve the task. On the other hand, if the per-
son only encounters the same problems/exercises over and over again, (s)he does
not become more skilled in the field. Only new problems and tasks challenge the
person and help expand the knowledge of the individual.The problems that were
initially impossible to handle, become easier and less problematic with increas-
ing expertise. Problems have to be solved to increase the level of expertise as they
broaden “cognitive mechanisms, representations, and knowledge” (ibid.: 32). Ex-
pertise is not only characterised by acquired knowledge, but also by different
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reactions to problem situations. Novices might not even be able to create one
solution to the problem, while experts come up with different approaches and
choose the most efficient. But it is not only speed and capacity, it is also “com-
plex, highly specialised mechanisms” that make experts superior “in represen-
tative domain-specific tasks […] such as planning, anticipation, and reasoning”
(ibid.: 62-63).

Everyday problem solving is often text and comprehension related (cf. Whit-
ten & Graesser 2003) – as soon as kitchen appliances, software, electronic items
or even our means of transportation do not work properly and we do not know
how to fix them, we consult a manual, the Internet or any other source of in-
formation (if we do not have a human instructor who can teach us). We have to
understand the instructions and learn how to fix the problem. If the learning pro-
cess is unsuccessful, we have to consult an expert for help, which often means
additional costs and waiting for a certain length of time until we can use the
item again. Hence, the learn-and-fix solution should be more desirable. Whether
a text can be understood and transferred to the problem is related to the text’s
cognitive representation, which is basically dependent on two property classes:
human factors (e. g. reader’s domain knowledge and reading skills) and text fac-
tors (e. g. organisation of the text). Whitten & Graesser (2003: 215) also remark
that most discourse psychologists agree that the reader’s general knowledge has
a huge influence on text comprehension.Themore familiar the individual is with
the problem or the domain the problem is located in, the easier it is for him/her
to understand and apply the instructions in the written text. Further, it might
be possible for the individual to recognise mistakes in the text and overcome
them, which is impossible for individuals who have no prior knowledge of the
problem/domain. Nonetheless, understanding the written text is still part of the
problem solving activity: If no instructions were needed, the text would not be
consulted at all. On the other hand, if the potential problem solver does not even
understand the original problem, the best instructions will probably not help in
solving the problem.

Another final aspect of problem solving that will be introduced is full insight
problem solving. Although the term is used differently within the field, it usu-
ally describes the phenomenon where a solution to a problem seems to be found
by accident rather than by consciously applying strategies. The problem solving
process does not deliver any solutions; the solution only comes to mind all of a
sudden when the problem is not thought about actively (cf. Knoblich & Öllinger
2006). Different anecdotes about scientific puzzles are known that were supposed
to be solved by insight problem solving. Although it is thought to be a myth, the
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story of Archimedes is the most famous: The local tyrant hired Archimedes to
figure out whether the goldsmith betrayed him and replaced some parts of the
golden crown with silver. After struggling to find a way to prove whether the
crown was pure gold or not, Archimedes found the solution to the puzzle by ac-
cident in the public bath. He observed that the more of his body was immersed
in the water, the more water was displaced and that the amount of replaced wa-
ter exactly equalled his body volume. Hence, the volume of the crown could be
measured by putting it into water, and then the weight of the crown could be
compared with the weight of an equal amount of gold. If the crown weighed less,
the goldsmith did not make the crown from solid gold exclusively. Jubilant about
his discovery, Archimedes exclaimed “Eureka! Eureka!” (“I’ve found it! I’ve found
it!”) and ran home naked. Therefore, this so called “Aha!”-effect is also referred
to as the “Eureka effect”. Other scientific breakthroughs are said to have origi-
nated in similar out-of-context situations like Einstein’s theory of relativity and
Newton’s discovery of gravity – an apple fell on his head when he was sitting
beneath an apple tree (cf. Biello 2006).

However, insight problem solving is more the exception than the rule. Prob-
lems are more often solved step by step (partial insight problem solving), accord-
ing to rules and strategies, as mentioned before. When the problem seems to be
unsolvable, it needs to be placed in another problem space, which means that the
problem needs to be represented in another way. In this new space, the approach
to solve the problem can be very easy, because part of the thinking process has
been previously performed.This can lead to a very fast, full insight problem solv-
ing situation, or the approach can still be difficult and numerous steps may still
be necessary to solve the problem (cf. Knoblich & Öllinger 2006).

In the decision making context, Jungermann et al. (2010) discuss the selection
of rules in decision making tasks. First, they point out that the literature does
not use the terms rule and strategy consistently. However, they define a rule
as the way information is processed and the decision maker chooses between
different options, while a strategy describes the way a decision maker chooses
between these rules. They further specify two characteristics that affect the de-
cision making7 task: the complexity of the problem and the types of information
supply. Complexity can be defined in different manners (as discussed above), but
Jungermann et al. consider the following the most important in their context:
amount of options, amount of features of the single options, and similarity of
the options and time pressure. Information supply refers to the way in which the

7In my perspective, this would rather apply to problem solving tasks than decision making
tasks.
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information necessary for making a decision is present or presented (e.g. in an
experiment), which naturally influences the problem solving activity.

In this section, approaches of psychology regarding problem solving were pre-
sented. First, we learned that problem solving is connected with thinking and
discussed how thinking is related to language. Further, problems can be cate-
gorised as well- and ill-defined or as less or more complex. Jonassen (2000) intro-
duced eleven more fine-grained categories for problems sorted by the structure
of the problem, starting with well-defined problems and ending with the most
ill-defined category. Moreover, problem solving can be performed in a cycle that
starts with identifying the problem and ends with assessing the problem. They
cycle may have to be repeated, for example when a new problem results from the
old, or when individual subordinate problems are processed one after the other.
Another aspect is the level of expertise the problem solver has in the respective
domain. Finally, we learned about the text representation aspect of problem solv-
ing and the phenomenon of insight problem solving. In the next chapter, we will
address problem solving in translation and more specifically how it has been
discussed in translation studies so far.

5.3 Problem solving in translation studies

Some thoughts and ideas on problem solving have been posited in translation
studies as well and will be discussed in the following chapter. In contrast to psy-
chology, there are no published overviews on translation and problem solving
that merely focus on theoretical aspects, but single studies exist that address the
topic empirically or in which problem solving was part of a broader theoretical
framework. This chapter aims to introduce the most important of these studies,
but no claim to completeness is raised.Themethodology of the selected empirical
and process-related studies will be described briefly for reasons of completeness
and for later analogies to the ownmethodology. As a side note, some of the trans-
lation scientists consider and cite thoughts and ideas from psychology literature
as well, which will be mentioned if relevant. Nonetheless, this chapter will only
introduce the work in translation studies on problem solving, while §5.4 will
discuss whether these considerations were sufficient from the psychology per-
spective and will expand or adapt them if necessary. Accordingly, I do not agree
with all statements that are presented in this chapter – it shall merely describe
the state of the art of problem solving in translation studies.
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Levỳ (1968) was the first to describe translation as a decision making process.8

The translator may have different equivalents of a source item for the target text,
but (s)he has to decide on one of them. Hence, as soon as one decision is made,
the rest of the text has to be interpreted in favour of this decision. Translators’
decisions can be motivated or unmotivated, necessary or unnecessary.The meth-
ods of defining decision making problems introduced in the paper should be seen
as a starting point to develop a generative model of translation. Reiss (1981) and
Kußmaul (1986) referred to translation as a decision making process as well –
the former in regard to decisions regarding text types in literary translations,
the latter in regard to translation mistakes analyses and translation didactics.

As I argue that translation is not only a decision making task, but occasion-
ally also a problem solving activity, the studies on problem solving in translation
will be discussed more extensively in the following. First of all, I will discuss ter-
minology issues concerning the difference between translation difficulties and
translation problems. First raised by Nord (1987), she categorises translation dif-
ficulties as learner-dependent and translation problems as learner-independent.
Translation difficulties are components in the text that the translator struggles
with because (s)he does not know a lexical, syntactic, or grammatical element in
the source language, does not yet know how to solve the particular translation
problem, lacks domain-specific competences, etc. Translation problems on the
other hand may result from the source text, the translation skopos, differences
between source and target culture or gaps in the involved languages. Translation
as a teachable and learnable task should not be taught only by doing, but

the attention of the translator should be directed on the one hand to the
(cognitive graspable and solvable) translation problems. On the other hand,
he has to learn to recognise his subjective translation difficulties and to
apply suitable methods to overcome these9 (ibid.: 5, translated J.N.).

Krings (1986b) published an extensive study on the processes during transla-
tion based on think-aloud protocols of eight language learners who translated
from their foreign language into their native language (four participants) and
vice versa. The analysis of the think-aloud protocols was based on the identifi-
cation of translation problems. As professionals can hardly constitute a homo-
geneous group because of their different experiences and as it is assumed that

8§5.1 discusse the differences between problem solving and decision making.
9Original phrasing: “daß die Aufmerksamkeit des Übersetzers zum einen auf die (kognitiv er-
faßbaren und lösbaren) Übersetzungsprobleme gelenkt wird und daß er zweitens lernt, seine
subjektiven Übersetzungsschwierigkeiten zu erkennen und geeignete Methoden zu ihrer Über-
windung einzusetzen”
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with increasing experience certain processes become automatised and hence will
not be verbalised in the think-aloud protocols, professional translators were not
taken into consideration for this study (cf. ibid.: 51-52).10 Krings’ motivation was
to explore the translation process in a structured, psychological manner with
empirical data to develop a theoretical model of the translation process, as trans-
lation studies relied mostly on theoretical assumptions and product data (cf. ibid.
10-11). Altogether, Krings (1986b: 484–499) identified 117 features of the transla-
tion process, of which most could not have been found with a simple analysis
of the translation product. He specified a model with primary and secondary
problem indicators that can be specified in the translation process, when the
translators are asked to think aloud11 (cf. ibid.: 120-143):

• primary indicators

– explicit or implicit problem identification by the translator

– use of aids (dictionaries and alike)

– gaps in the target text

• secondary indicators

– many equivalent translation choices

– changes in the translated text

– underlining of source text items

– negative judgement of the translation by the translator (the translator
is unsatisfied with the translation)

– not enough attention to the function of the target text

– unfilled pauses

– paralingual indicators, like sighing, groaning, or laughter

– primary equivalent associations

It is assumed that either one primary or two (or more) secondary indicators im-
ply a problem. Events in the think-aloud protocols like reading the source/target
text out loud or comments during the production of the translation were not
considered problem indicators, because they have other functions like attention

10Automation of translation processes was also considered the reason why about 90% of all
verbalisations were related to translation problems (Krings (1986a: 118)).

11The translations were produced manually without any electronic aids in this study.
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control or justification of translation choice. Translation problems are further
categorised as comprehension (the source item is problematic), reproduction (the
transfer into the target language is problematic) or comprehension-reproduction
(both are problematic) problems, depending on the level in the translation pro-
cess at which the problem arises. These problems arise either from language
deficits or from translation problems, which depend on whether the problem re-
sults from problems in the mother tongue12 or second language, or whether they
result from a transfer problem, i. e. the problem is not merely linguistic (cf. ibid.:
144-171). Krings (ibid.: 175, translated J.N.) defines translation strategies as “po-
tentially conscious plans of a translator to solve a specific translation problem
in the scope of a specific translation task”13 at two strategic levels: the macro-
and the micro-strategic level. The study concludes with two extensive models.
Both start with the question of whether a translation problem occurs or not. If
a translation problem occured, different problem solving strategies were found
for the translation from the foreign language on the one hand – including equiv-
alent finding strategies, evaluation strategies, retrieval strategies, and reduction
strategies – and into the foreign language on the other – including equivalent
finding strategies, evaluation strategies, and decision making strategies (cf. ibid.
480-482). These models are summarised in one translation process model in an-
other publication (Krings 1986b; cf. Figure 5.1), which also has its starting point
in the question whether a translation problem occurred.

In her article, Kaiser-Cooke (1994) combines expertise, knowledge and prob-
lem solving. Due to differences in available knowledge, knowledge processing
and other ways of recognising problem representations, novices and experts be-
have differently in problem solving in general, which can also be transferred to
problem solving in translation. Further, she states that experts do not have to
reflect on problems over and over again, but the path to the solved problem is
shortened with increasing expertise until it is routinised. Hence, the procedure
is automatised and the cognitive load decreases. As translation fits all criteria, it
can be considered an expert task and hence a problem solving task, which can
be seen in the inability of novices and laypersons to translate and judge a source
text in terms of its difficulty. She concludes that “not only […] all translations are
problem solving activities but all are difficult […], although some are, of course,
more difficult than others” (ibid.: 137).

12Problems in the mother tongue might not occur due to deficits in the participant’s language
knowledge, but due to deficits in the source text.

13Original phrasing: “potentiell bewußte Pläne eines Übersetzers zur Lösung konkreter Überset-
zungsprobleme im Rahmen einer konkreten Übersetzungsaufgabe.”
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Figure 5.1: Krings (1986b: 269) tentative model of the translation pro-
cess

Wilss (1996) argues that, as translation items usually havemore than one possi-
ble target language representation, the translator has to decide which to choose;
this choice is determined by various characteristics of the individual translator
as well as environmental influences. The translator needs declarative and pro-
cedural knowledge, which (s)he has to apply to macrocontextual problems –
that apply to the whole text, including factors like overall content, communica-
tive purpose and intended readership – as well as microcontextual problems –
“includ[ing], amongst others, singular (episodic) phenomena of the text-to-be-
translated” (ibid.: 135). General problem solving strategies can hardly be applied
in the translation process, as translation problems can seldom be generalised and
it is further possible for the translator to “schematically reduce translation prob-
lems to a sequence of standardly operative moves guaranteeing translational suc-
cess” (ibid.: 136). Instead, the translator needs to learn problem solving strategies
according to different domains and text types to create informed, professional
translations. Further, Wilss points out that the problem solving strategies might
differ a lot between novices and expert translators, as they are learnt and evolve
with increasing professionalisation. Finally, he divides the problem solving ac-
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tivity into six stages (ibid.: 145): problem identification, problem clarification (de-
scription), information collection, considerations on how to proceed, the choice
of a solution, and the evaluation of translation result. Wilss (1996: 47–48) later
agrees with Kaiser-Cooke (1994: 136) that “all translations are problem-solving
activities” (and Risku 1998 agrees with this opinion, too), but reduces the range
of problem solving activities to translation problems and therefore also implies
that not every translation activity is problem solving.This idea is continued later
in his argumentation:

Whereas translationmethod always requires problem-solving activities, the
essential feature of translation techniques […] is the subconscious, so to
speak “self-monitoring” reproduction of specific, interlingually standard-
ized text segments on the basis of functional one-to-one correspondence
(with or without formal one-to-one correspondence). (Wilss 1996: 155–156)

Further, he argues that translation science has not described problem solving
systematically yet, but is aware of it and “has had, and still does have, great trou-
ble in defining a suitable and reliable conceptual framework for problem-solving”
(ibid.: 47). Additionally, he suggests that the field should explore problem solv-
ing in longitudinal studies on translation students, because there might not be
“a straight-line, continuous growth from less to more competence in problem-
solving” (ibid.: 48). Such investigations would provide insights into problem solv-
ing development and how this could be integrated into translation teaching.

A rather extensive theoretical approach on problem solving is offered by Risku
(1998) in her discussion on translation expertise, in which she also considers lit-
erature from psychology. She, like Dörner (1987), considers the hurdle as a char-
acteristic of problems, but in a different way: In her understanding, every act of
thinking in general is a problem, because building a representation in the mind
already requires overcoming a hurdle – only reflexes occur automatically and
do not create something new (cf. Risku 1998: 50). Hence, translation is always a
problem, never a task for Risku:

Translation, however, can never be a task in this sense.14 The translator
would need to be privy to source and target situation, the intentions of
the client, the own role in the framework of action, would need to have
already developed an individual production strategy suitable for the target
communication, and would have finished the decision making process in

14Referring to Dörner’s differentiation between problem and task.
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order to posses all knowledge for the translation job right at the beginning.
The translation would already need to be completed.15 (ibid.: 226-227)

Conclusively, according to Risku there is no difference between thinking and
problem solving.16 However, problem solving shall remain a concept in research
as it emphasises the connection between internal and external activity and helps
create models that represent cognitive activity in action situations (cf. ibid.: 50-
51). Funke’s (2006a) concept of complex problem solving is considered especially
appropriate by Risku for translation studies as it defines problem making sit-
uations with many dependencies and components; complex problems require
plans for whole chains of courses of action. Hence, the ability to solve complex
problems and the way these are solved are indicators of the level of expertise
Risku (1998: 89). Experts can combine learned methods with their own expe-
rience, which makes these methods more appropriate for certain (translation-
related) communication and problem types, and enables the experts to cooper-
ate with all involved people (cf. ibid: 105) – the more connected knowledge exists,
the more usable it is in problem solving situations (cf. ibid: 110). While novices
tend to approach each single problem with formerly learned micro rules, experts
let themselves be guided by communicative macro strategies and approach sin-
gle problems more slowly, because not as many single problems evolve when
the focus is on the macro level (cf. ibid.: 220). Risku’s (cf. ibid.: 117) cognitive
procedural approach assumes that the cognitive reality of the problem solver is
characterised by four elements which all influence each other:

• the problem solver him/herself with his/her cognitive characteristics

• the situation as the socio-cultural position and role of the expert

• the aim of the translation from the translator’s perspective (macro strat-
egy)

15Original phrasing: “Übersetzen kann aber nie eine Aufgabe in diesem Sinne sein. Um bei
der Auftragssituation das gesamte zum Übersetzen nötige Wissen ’bereit’ zu haben, müßte
der Übersetzende die Ausgangs- und Zielsituation, die Intentionen des Auftraggebers und die
eigene Rolle in diesem Handlungsrahmen kennen, eine eigene, zielkommunikationsadäquate
Produktionsstrategie entwickelt und den Entscheidungsprozess durchlaufen haben. Die Über-
setzung müsste also bereits buchstäblich ’in der Tasche’ sein.”

16As we have seen at the beginning of §5.2, approaches in psychology and philosophy do not
necessarily agree and neither do I. Find the discussion of the different thoughts and opinions
in §5.4.
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• the system that needs to be recognised and controlled (i.e. the translation
purpose and the target communication with its references to the source
communication)

An underestimated part of problem solving is the recognition of problems con-
tained in a source text, which requires a great deal of expertise. As soon as the
problem is identified, four problem solving strategies that influence each other
can be determined for the translation process (based on Dörner’s solution re-
quirements for complex problems): integrating information, composing a macro
strategy, planning actions, and planning action schemes &making decisions.The
translation situation offers the guiding principles that tell the translator what to
do and suggest the macro strategy for the individual translation job. Only the
action plans and decisions tell the translator how to act (cf. ibid.: 136-139).

O’Brien (2006) presents an interesting approach to problem identification in
PE – one of the few studies that deal with problem solving in PE – in her dis-
sertation (find more details on and findings of the study in §4.2). In the study,
the source texts were examined by two controlled language checker systems
that highlighted the parts of the source segments that did not abide the rules
of the controlled language, so-called negative translatability indicators (NTIs).
Controlled languages are natural languages that are restrained in certain aspects
to make texts easier to read for a broader audience. Consequently, it is assumed
that texts written in a controlled language are easier to translate for both human
translators and MT systems (for more information on controlled languages see
§3.2). The NTIs include source text characteristics such as ungrammatical con-
structions, misspellings, or disrupted syntactic structures which are obviously
source text defects but also regular parts of speech, which might be harder to
process e.g., abbreviations, gerunds, slang, ellipses, etc.This is one of very few em-
pirical studies that bases translation/PE problem identification not on the trans-
lator’s behaviour during the experiments, but first identifies potential problems
and then tests whether or not these then influence the PE effort.

Kubiak (2009) presents in his PhD thesis a study using think-aloud proto-
cols on problem solving in semi-professional translators. Eight participants were
asked to translate a newspaper text from German into Polish and vocalise every
thought and emotion that came to their mind without any omissions. The par-
ticipants were grouped according to translation direction. Kubiak does not dif-
ferentiate his participants into natives and non-natives, because the non-natives
had a very heterogeneous Polish-speaking family background, but he differenti-
ated participants who were educated in Polish (four participants) or in German
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(four participants).17 He analysed the problem solving behaviour of his partici-
pants and compared both groups to identify the differences in both groups and
the preferred strategies. Another research goal was to uncover which deficits can
be observed in the translation processes and where low-quality translations and
mistranslations originate. In his theoretical framework on problem solving, Ku-
biak bases his considerations mainly on Risku’s (1998) as well as Krings’s (1986b)
observations from the translation perspective and Dörner’s (1987) work from the
psychological perspective. Hence, he agrees that translation can be categorised as
complex problem solving. Factors that influence the composition of the problem
space – the mental representation of the problems – are (Kubiak 2009: 46-85):

• individual factors: translation knowledge/competence (linguistic, cultural,
domain, and tool knowledge), memory, creativity, and further factors (e. g.
emotions, motivation, etc.)

• translation skopos

• environmental factors

Kubiak (2009: 96) defines translation problems as subjective difficulties18 that
a translator with certain knowledge in a certain translation situation has to over-
come to produce a target text that fulfils the translation skopos. In contrast, prob-
lem solving strategies are “potentially conscious behavioural patterns of a trans-
lator to solve emerging translation problems which have to be seen as a transcul-
tural translation task within the scope of a certain translation task”19 (ibid.: 99,
translated J.N.; The similarity to Krings’ (1986a) definition of translation strate-
gies, mentioned above, cannot be denied). The think-aloud protocols were tran-
scribed and analysed qualitatively according to Krings’ (1986b) primary and sec-
ondary indicators for problems. Kubiak replicates the study of Krings with other
participant groups and combines the thoughts on problem solving of Krings and
Risku. However, the study does not really contribute anything new to the field
and, hence, is only described for the sake of completeness here.

Prassl (2010) focuses on different decisionmaking processes that could be iden-
tified in the think-aloud protocols in her study. She bases her categorisation on

17The studies were conducted at the Adam-Mickiewicz University in Poznań (Polish group) and
the University of Vienna (German group).

18As opposed to Nord (1987).
19Original phrasing: “Unter Problemlösungsstrategien sind potenziell bewusste Verhaltens-
muster eines Übersetzers zur Lösung emergierender Übersetzungsprobleme im Rahmen einer
bestimmten Translationsaufgabe als transkultureller Kommunikationsaufgabe zu verstehen.”
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Jungermann et al. (2005) classification and adapts it to the translation process,
resulting in four decision making types: routinised, stereotype, reflected, and
constructed decisions. Routinised decisions happen unconsciously and the op-
tions are evaluated automatically; similar patterns have been handled before, the
choice for the option is routinised, the cognitive effort is very small. In sterotype
decisions, options are perceived unconsciously as well, but a minor uncontrolled
evaluation takes place. A translator might, for example, first decide on one op-
tion, but change the translation immediately in favour of another option. The
cognitive effort is still very low. Part of the option occurs automatically in re-
flected decisions as well, but these options are not satisfying for the goal, which
usually has to be defined first, and new options have to be generated. Experts
show different patterns and behaviour in dealing with reflected decisions than
novices. Experts rather look for satisficing (satisfying and sufficient) than op-
timising strategies, because optimising strategies might lead to a never-ending
process (a phenomenon well known to translators). The decision is not made
right away, but might be postponed until enough evidence for the right decision
has been gathered. A high degree of cognitive effort is necessary. Constructed
decisions have to be made when the translation goal is not clear and the transla-
tor might not understand the translation unit due to lacking linguistic or world
knowledge. Internal and external knowledge has to be consulted to generate op-
tions, because newly acquired knowledge is necessary for the decision. The de-
cider cannot rely on previous experience and habits. The cognitive load is very
high. If not enough information can be gathered due to lacking time and/or exter-
nal resources, the translator might end up having to guess a solution (cf. Prassl
2010: 61-65). The data that were analysed in Prassl’s (ibid.) study were part of
the TransComp research project.20 The decision making processes of 12 BA stu-
dents at the beginning of their studies were compared to those of ten professional
translators by looking at the translation process data (screen recording, keylog-
ging and think aloud protocols) of five difficult source text phrases that occurred
in the texts. Her analysis shows that professional translators made correct de-
cisions more often than novices, although only slightly more than half of the
decisions (13 of 25) of the professionals could be considered correct – and only
two of 25 decisions of the novices were correct. Further, professionals used rou-
tinised decisions more often than novices, which was expected, and the success
rate of reflected decisions was much higher for professionals than for novices.

In another think aloud study, Angelone (2010) combined uncertainty manage-

20A longitudinal translation process study; for an overview and detailed information see e.g.
Göpferich et al. 2008.
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ment and problem solving. As a basic definition, translation is seen as a “higher
order cognitive task, like reading andwriting, but with a very significant problem
solving component concerned with mediation between languages” which makes
the translation task a “chain of decision making activities relying on multiple,
interconnected sequences of problem solving behaviour” (ibid.: 17). Uncertainty
is specified “as a cognitive state of indecision” and can be recognised by “an ob-
servable interruption in the natural flow of translation” (ibid.: 18), which helps to
identify the problem. The problem solving activity is divided into three elements
which are also the three elements that constitute the optimal problem solving
bundle: problem recognition, solution proposal, and solution evaluation (cf. ibid.:
20). It is assumed that problem solving bundles are used to manage uncertainty.
One professional and three student translators were asked to translate a 50-word
excerpt from a travel guide in this study to identify when, where, and how prob-
lem solving bundles are used, how the metacognitive activity varies between
professionals and semi-professionals and when the metacognitive activities are
associated with uncertainty management. Screen recording and think-aloud pro-
tocols were applied, analysed, and triangulated. The results suggest that profes-
sional translators have a greater capacity to recognise problems than novices.

As we have seen, translation studies uses the terms decision making and prob-
lem solving for the analysis of the translation process. However, there seems to
be no consensus on how these terms are used and whether translation can be de-
scribed as one and/or the other. These desiderata will be tackled in the following
section.

5.4 Modeling the concept of problem solving in
translation studies by adding psychological
approaches

In this section, the views and ideas of psychology on problem solving will be
applied to the translation process and there will be an examination of what has
been discussed about problem solving in translation studies in recent approaches.
Let us first discuss the terminology. Truly, a translator has the choice of many
different expressions, structures, styles, etc. and translation can accordingly be
a decision making activity. However, often it is more than the simple selection
of one of a variety of expressions, because (a variety of) target text expressions
or units are not always immediately available for every source text unit in the
mind of a translator. Dörner’s (1987) basic definition of problems suggests that
translation processes include both problems and tasks. When we apply Dörner’s
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definitions to the very foundation of translation, it becomes obvious that transla-
tion in its basic form is the task.The source text is the (undesired) initial state that
has to be transformed into the target text – the desired final state. As soon as the
translator has to deal with a hurdle that prevents him/her from transferring the
source text into the target text, the translator faces a problem and needs a plan to
solve this problem. Hence, the definitions and differentiations in psychology and
some publications in translation studies make it obvious that translation will be
considered a problem solving activity in the following if it exceeds the conditions
of a simple task – because it is a more complex activity than the simple selection
between different choices, although translation was also referred to as a decision
making process, especially in earlier considerations. A problem further requires
social, intellectual, or cultural motivation to arrive at the unknown target state,
as mentioned in Jonassen (2000). This clearly applies to translation situations.
If nobody wanted a translation of the source text in the target language, there
would be no translation job. However, the characteristics of a problem do not ap-
ply to every translation instance. Although Kaiser-Cooke (1994) and Risku (1998)
express as their basic assumptions that all translation activities are problem solv-
ing instances, which could be argued even from psychology’s perspective on
problem solving, their considerations on problem solving contradict the defini-
tions of Dörner (1987). A problem needs to have a hurdle between initial state
and solution to qualify as problem and not merely a task. If the problem can be
solved and the problem solver does not have to overcome a hurdle, it is not a
problem, it is a task. Hence, with a growing level of expertise, the translation
activity converts from a problem solving activity to a task solving activity (al-
though some problems might still arise, no matter how experienced a translator
is), especially when the translator works in his/her standardised working envi-
ronment (well-known text domain, text type, terminology, tool, client, etc.). It is
well documented that translators need to specialise to become good and efficient
translators21 (e.g. Schmitt 2003a,b, Hommerich & Reiß 2011) and as I do not as-
sume the existence of a general problem solver,22 I do not assume the existence of

21If the job market allows the translator to specialise. This is possible for language combinations
with large translation volumes like English-German. However, combinations of very small
languages might require all-round translators instead.

22The notion of a general problem solver goes back to Newell & Simon (1972) and was very
influential in the field of artificial intelligence. Their computer system was capable of solving
a variety of well-defined problems, although not all of them in the same manner as a human
would have performed it. They computed their simulation according to think-aloud protocols
of humans who had to solve well-defined problems (for a brief introduction see e.g. Eysenck
2004: 341-342).
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a general translation solver (neither human nor machine-made) or general prob-
lem solving strategies as mentioned byWilss (1994). Krings (1986b) does not view
every translation action as a problem solving activity either. Rather, he defines
different problem indicators from the think-aloud protocols, which indicate that
only certain instances cause problems.

In line with these assumptions, both translation difficulties and problems as
defined by Nord (1987) will be analysed and summarised as translation problems
in the study at hand. The distinction by Nord (cf. ibid.: 7) is reasonable and in-
sightful, but she also claims that only the “ideal” translator does not have to
cope with translation difficulties, while the “real” translator always has to strug-
gle with difficulties, even with a lot of experience (although they are supposed
to decrease with growing translation experience). Therefore, she argues that it
is part of the translator’s competence to know how to deal with these difficul-
ties. As the study comprises professional and semi-professional translators, I am
not only interested in Nord’s translation problems alone but also in what she
defines as difficulties and how translators deal with both groups. Additionally,
all participants have a certain amount of experience (even the semi-professional
translators; see §8.1) which rules out beginner’s mistakes. As the difference be-
tween a translation difficulty and a translation problem according to Nord (1987)
is that the first is an individual phenomenon (one translator has a difficulty with
a source text unit, while the next translator does not have any difficulty with
the source text unit), while the second applies to a text unit that is problematic
in itself, independent of the individual, it is almost impossible to differentiate
between difficulty and problem in mere process data. Further, the definition of
problems in psychology would include translation problems as well as transla-
tion difficulties, too, because there is a hurdle between the source text and the
target text for the individual, which (s)he has to overcome.

We have to keep in mind that translation problems sometimes apply to small
text units (micro structure) and sometimes to larger chunks or the whole text
(macro structure). Still, the problems that are focused on in psychology are of-
ten more broad and time-consuming than single problems in translation. Even
well-structured problems might take longer to solve than most problems in trans-
lations; well-structured problems do not need to be easy for a person who has
never encountered the problem before. And some very ill-structured, complex
problems such as ending the Middle-East conflict or stopping global warming
might takes years to solve, if possible at all. Hence, we apply rules and assump-
tions that were defined for broader contexts and situations to smaller units in
the translation context. In general, however, translation problems can seldom be
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categorised as well-defined, but most often as ill-defined. One argument is that
the desired final state of the problem is never known to the translator (however,
sometimes the final state is already known inwell-defined problems) and another
is that the means that help the translators to arrive at a solution are sometimes
also unknown to the translator. If a translator, e.g., simply does not know a lexi-
cal unit, (s)he knows that (s)he has to consult a dictionary or glossary. However,
if a source text unit applies to a cultural or linguistic feature that does not exist in
the target language/culture, the procedure of finding a solution is not that obvi-
ous. Accordingly, what might be ill-defined problems for novice translators, can
be well-defined problems for professional translators because the translator fa-
miliarises himself/herself with more and more operators and develops more and
more strategies to overcome hurdles with advancing training and experience.

To extend this context, experience and growing expertise change the transla-
tion process, and that which is considered a problem can become a simple task,
as discussed by Ericsson (2003) for problem solving in general. While some dif-
ficult grammatical structures are problematic at first, because the inexperienced
translator does not have any plans or strategies to solve this problem yet, an
experienced translator might have encountered this structure various times and
therefore only has to solve a task, not a problem, as there is no hurdle between
source text and target text. Translation studentsmight encounter numerous prob-
lems at the beginning of their studies as they still can be considered laypersons.
However, solutions are found and strategies are learned for some problems with
growing experience that can be reused in future translations. Therefore, there
is no hurdle between the source and the target text (any more), which would
classify the translation as a task rather then a problem solving activity. I sug-
gest that many source texts contain translation problems, that problems can be
encountered in addressing the target audience, fulfilling the translation skopos/
brief, or that problems can be caused by time pressure, missing information, cul-
tural or linguistic differences, or (non-)usage of translation technologies – even
for the most well-trained and most experienced translator. Nonetheless, the ma-
jority of translation activities become routinised (and automatised) over time
and are therefore not problematic (any longer). This is also verified in transla-
tion studies as it is assumed that laypersons and translation beginners consider
different aspects of the translation as problematic and use different problem solv-
ing strategies than experts. Beginners may rely more on the source text and on
micro structural strategies, while experts are more influenced by their commu-
nicative macro strategies with smaller problems fading from the spotlight (cf.
Risku 1998: 220 – an assumption that was confirmed for semi-professionals in
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Kubiak’s 2009 analysis of his data). This acknowledged change in problem solv-
ing strategies also implies that an expert translator has to deal with different (and
presumably fewer) problems than beginners. The assumption by Jääskeläinen &
Tirkkonen-Condit (1991) that certain activities in the translation process become
automatised with increasing translation experience strengthens the premise that
translators’ problem perception changes with growing expertise (an assumption
also posited by Wilss 1981, Krings 1986b – who excluded professional translators
from his study, because the group would have been too heterogeneous and au-
tomatised translation processes cannot be verbalised in think-aloud protocols –
and in later studies). The purpose of their study was to show that these automa-
tised processes exist for experts and cannot be verbalised during think-aloud
and hence the protocols differ naturally between novice and expert translators.
The second goal was to examine whether automation also takes place during the
translation task itself, which turned out to be true. When processes become au-
tomatised with growing experience, it cannot be assumed that all translation pro-
cesses are problem-driven and that problem solving is ubiquitous in translation
processes. Only translation units that are not automatised require a high cog-
nitive load and hence can be considered problematic in the translation process.
Jääskeläinen & Tirkkonen-Condit (1991: 106) conclude that “[w]hile some deci-
sions become non-conscious, or ’automatic’, the translator becomes sensitised to
new aspects of the task which require conscious decision-making.” Further, as
Kaiser-Cooke (1993: 187) (emphasis in original text) puts it in her dissertation:
“Decisions which seem trivial because they are taken ’automatically’ by humans
are still decisions.” The statements confirm the assumption that translation is a
constant decision making process, while problems only occur, when a hurdle be-
tween source and target text exists.23 On the other hand, she argues (ibid: 217-218)
that with growing experience, translators formulate problem prototypes which
can be applied to new problems, but each problem is at least slightly different
from another problem and hence “new problem-solving strategies, i.e. decisions
which have not been taken before” (218) are required. Here again, it becomes ob-
vious that the differentiation between problem solving and decision making is
often difficult and not applied strictly.

Prassl’s (2010) categorisation of decision making processes in translation sup-
ports the assumption of the automation of translation choices. While routinised
and stereotype decisions are made unconsciously, and hence cannot be seen as
problem solving processes, because there is no hurdle between source and target
text for the translator, reflected and constructed decisions require a high amount

23This contradicts Kaiser-Cooke’s (1994) statement that all translations are problem solving ac-
tivities (as mentioned above).
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of conscious thinking and cognitive effort. Therefore, these decision making pro-
cesses can be categorised as problem solving activities. However, as Prassl men-
tions “guessing” as a possible solution strategy for constructed decisions, this
would not qualify as a problem solving activity, because the hurdle between
source and target text might still exist. Here again it becomes clear that a strict
differentiation between problem solving and decision making is not available,
neither in psychology nor in translation literature.

To extend on the points mentioned above, translation problems can often be
categorised as ill-defined problems rather than well-defined, because the finale
state is, as mentioned above, unknown and the operators to arrive at the final
state are often unknown. Further, the assessment of translations is especially dif-
ficult because only few characteristics can be judged as strictly correct or incor-
rect (e. g. spelling or grammar) and personal opinions or judgements (preference
of one translation option over another) are often necessary. Most of the problem
solving studies in psychology (as mentioned in Funke 2006a and Pretz et al. 2003)
focused onwell-defined problem solving, because they aremuch easier to control
and evaluate. Accordingly, it is also complicated to study problem solving activi-
ties in translation because translation problems can usually not be characterised
as well-defined (which will be discussed in detail in the following paragraphs).
Individual differences influence the perception of what is problematic and so-
lutions to problems can – as mentioned above – hardly be evaluated as either
correct or incorrect. Pretz et al. (2003: 26) conclude for problem solving in gen-
eral that which also applies to problem solving in translation: Problem solving
activities are influenced by the knowledge the problem solver gained in earlier ex-
periences. Individual cognitive abilities, personality, and social background may
explain why some people are better at solving problems than others.

Risku (1998: 129) argues that all five criteria that Funke (2006a) states for com-
plex problem solving apply to the translation process as well. Her arguments for
those criteria, which I do not consider suitable for translation (dynamism and
non-transparency), are, however, not very convincing to me:

[…] the dynamism of the communication situations requires fast or “multi-
compatible” decisions; the non-transparency of texts and situations requires
further information gathering; conflicts between multiple aims have to be
considered like domain expertise vs. comprehensibility […]24

24original phrasing: “[…] die Eigendynamik der Kommunikationssituationen verlangt rasche
bzw. ’mehrfach kompatible’ Entscheidungen; die Intransparenz (Unbestimmtheit) der Texte
und Situationen erfordert weitere Informationsbeschaffung; Konflikte zwischen verschiede-
nen Zielen wie Fachlichkeit und Verständlichkeit müssen abgewogen werden […]”
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In my opinion, Funke’s (2006a) suggested five criteria for complex problem
solving (complexity, interconnectedness, dynamism, non-transparency, multiple
aims) are not all met by translation as a problem solving activity, which is why I
do not agree with Risku’s (1998) assumption, shared by Kubiak (2009), that trans-
lation processes are complex problem solving situations. While many intercon-
nected variables influence the translation process (e. g. experience, time-pressure,
text domain, translation skopos, etc. – hence the translation process is complex),
translations are usually not very dynamic (translation jobs usually stay the same
for the duration of the job, even if the source text might be changed by the client
when the translation is already in progress) and quite transparent (if the skopos
of the translation is defined and the whole source text is available). The last char-
acteristic of complex problem solving (multiple aims) is hard to judge: On the
one hand, a translation job often has only one aim/purpose, while the evaluation
of a translation is usually still versatile and subjective, with no correct answer.

Further, Wenke & Frensch (2003) differentiate between ill-defined (or “ill-stat-
ed”) problems and complex problem solving. Complex problems are ill-defined.
However, they have additional features in Dörner’s, Funke’s, and Frensch’s un-
derstanding of complex problem solving, like a dynamically changing problem
situation or unknown exact properties of given state, final state, and hurdles.This
leads to the conclusion that problems in translation situations are ill-defined, but
not entirely complex (as categorised by Funke 2006a), because usually neither the
problem situation changes during the solving process, nor are the exact proper-
ties of the given state unknown.

According to Jonassen’s (2000) sorted list on well- and ill-structured problems,
translations might be characterised as either strategic performance problems –
as it is applied to expert tasks in which a certain degree of professionalism and
know-how is required to cope with the problem – or design problems – which
would put the focus more on the creation of creative text with a vague solu-
tion outline and an unknown approach to the solution. Considering that trans-
lation entails characteristics of both groups, it can surely be classified as an ill-
structured problem, because both problem groups are more often categorised as
ill-structured than well-structured.25 However, as Jonassen only assessed and
categorised a selection of possible problems, these categories might not be well
suited for translation problems in general and another category might be appro-
priate.

As Dörner (2006) already pointed out, the trial-and-error strategy to solve a
problem is for humans neither very efficient in everyday situations nor for trans-

25Problems that occur in PE might even be categorised as troubleshooting problems, because the
dysfunctional MT output needs to be fixed by a professional, i.e. the translator.
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lation in particular. If a translator is confronted with a hurdle between source
and target text, (s)he has to plan how to solve the problem rather than trying
to find a solution by accident. The seven-step-cycle on problem solving by Pretz
et al. (2003) can be easily transferred to problem solving processes in translation.
For the translation purpose, it would be reasonable to swap step three (develop
solution strategy) and step four (organise knowledge about problem), as is done
in the following. Further, I will include “The problem gets solved” as the second-
to-last step. Several similarities to Krings (1986a) model (cf. Figure 5.1) can be
found, which will be briefly highlighted in italics26:

• A translator has to realise that (s)he has a problem with a translation unit
(recognise and identify problem); problem? → yes

• Then, (s)he has to figure out where exactly the problem in this translation
unit is, e. g. lexical, syntactic, macro structural, etc. (define and represent
problem mentally); identification of problem

• Have similar problems occurred in earlier translations? (organise knowl-
edge about problem); not mentioned in Krings’ model

• Next, the translator has to decide what strategy can be applied to solve the
problem, e. g. look up words in a dictionary, read parallel texts, restructure
the sentence/phrase (develop solution strategy); what type of problem? →
either comprehension problem followed by comprehension strategies or prob-
lem of rendering followed by retrieval strategies

• The translator applies the strategy (allocatemental and physical resources);
potential equivalent found?

• Now, (s)he has to evaluate whether the strategy will solve the problem
(monitor progress); monitoring strategies → one adequate equivalent or
competing equivalents or no adequate equivalent

• The translator solves the problem (not mentioned by Pretz et. al.); target
language text

• Finally, the translator has to evaluate whether the translation is suitable
for the translation purpose, text type and domain as well as the style guide

26Wilss’ (1994) six steps for problem solving, namely problem identification, problem clarifica-
tion (description), information collection, considerations on how to proceed, the choice of a
solution, and the evaluation of translation result, can be recognised in this list, too.
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references – and further influences (evaluate solution); not mentioned in
Krings’ model

These steps do not necessarily occur consciously or might be skipped automat-
ically. For example, if the translator does not know one single term in a domain-
specific list, the translator may not have to define the problem (step 2) as it is
obvious and s(he) knows the exact strategy to solve the problem (step 3), and
may continue with step 4 – looking up the word in a dictionary, a job-related
terminology list, or via the concordance search in a translation memory system,
etc. Further, in this simple translation problem, step 5 and 7 fuse, because while
(s)he is consulting a dictionary, (s)he has to evaluate whether the suggestions
in the dictionary fit the purpose etc. of the text. Meanwhile, the translator can
evaluate whether the translation strategy actually solves the problem: If the dic-
tionary does not contain an acceptable translation, another strategy might be
useful, like consulting parallel texts or another dictionary. As Pretz et al. (2003)
have also pointed out, the solution of one translation problem might lead to an-
other problem, e.g. the solution of a lexical problem might lead to a collocation
problem in the already existing translation.The cycle property is not represented
in Krings’ model. Angelone’s (2010) optimal problem solving bundle, containing
problem recognition, solution proposal, and solution evaluation, can be found in
the cycle as well. In Figure 5.2, we can see the combined models (Pretz et al. 2003
& Krings 1986a) for problem solving in one cycle.

The problem solving cycle in Figure 5.2 applies both for TfS as well as for PE.
However, recognising and identifying the problem are supposedly different in
both tasks, because the problems that occur supposedly vary to a high degree
(see 6).

In Whitten & Graesser (2003) observations on the interconnectedness of lan-
guage or reading comprehension and problem solving, the translator is not only
a problem solver during translation, but also enables problem solving for the re-
cipient of his/her translation. Depending on the text type, the translator has to
translate and the need to solve a problemmight be a big motivation for the target
text reader (most obviously in manuals, but contracts or advertisements might
also be read to solve a problem). The translator has to ensure that the target text
is understandable in the target culture, that the approaches to problem solution
are represented in a way the target audience can understand it (see in this re-
gard the observations of Baker 1996 on explicitation and simplification). When
troubleshooting a broken electrical appliance, a British manual might suggest to
check whether or not the wall socket is turned on. However, German wall sock-
ets cannot be turned on and off. Hence, this troubleshooting suggestion would
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Figure 5.2: Problem solving cycle for translation

be unnecessary or even confusing in a German manual. In an even more general
consideration, the translator solves the language hurdle that exists between the
reader/recipient and the source text by delivering an understandable target text
so that reading the text is only a task for the recipient, not a problem.

A few studies have been conducted in psychology that place cultural differ-
ences in the focus of problem solving behaviour (an overview can be found in
Strohschneider 2006). It is likely that cultural differences have an influence on
problem solving behaviour in translation, as well. This might be highly effected
by the teaching methods at universities in the different regions. As the study at
hand only includes German natives (find details in §7.2) who translated from En-
glish into German andweremost likely all educated in Germany (at least mainly),
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this factor on problem solving behaviour is not taken into consideration in this
study. However, cultural differences in problem solving behaviour could be a
promising research area for future studies in translation process studies.

Usually, solving a translation problem is a one- or multi-step operation (partial
insight). However, full insight into a problem is not uncommon. Every translator
has probably experienced dissatisfaction with a target text representation of part
of the source text, but could not come upwith somethingmore suitable. However,
a great solution for this problem came to mind much later in the translation,
during a break or when even not translating at all (see also Risku 1998: 204-205).

Translation processes consist of tasks and problems. How can these problems
be identified? Studies havemainly used think aloud protocols to identify problem
units in the translation from scratch task. This method, however, is very subjec-
tive and dependent on the participants’ willingness to verbalise their thoughts.27

However, is there a more neutral way or a more objective method to identifying
translation problems? And do the same problems exist when the translators have
to post-edit texts? The following chapter will formulate the research questions.
Afterwards, I will focus on an empirical analysis of translation process data to
tackle the research questions.

27The different methods will be introduced in §7.
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6 Research hypotheses

Problem solving is an active field in psychology and was also considered in trans-
lation studies, where experiments with think-aloud protocols have been con-
ducted. In the following chapters, I want to explore how the problem solving
activities of (professional and student) translators change in PE – human edit-
ing of machine translated output with available source text – compared to the
translation from scratch task. Further, there will be references to monolingual
PE tasks – a task where no source text is available – which were part of the ex-
perimental settings; however, I assume that MPE is neither comparable with PE
nor TfS. Therefore, the main focus will be on the differences between PE and TfS.

In an article on the technologization of the translation process and the grow-
ing importance of MT and translation memory (TM) systems, Pym (2013: 493)
suggests that the influence of TM/MT systems on translation can be defined eas-
ily:

[W]hereas much of the translator’s skill-set and effort was previously in-
vested in identifying possible solutions to translation problems […], the vast
majority of those skills and efforts are now invested in selecting between
available solutions, and then adapting the selected solution to target-side
purposes […]. The emphasis has shifted from generation to selection. (em-
phasis in original text)

Taking this assumption out of the technology context, it refers to a difference
between problem solving and decision making. While problem solving actively
requires the translator to identify or generate solutions, (different) solution(s)
are available to the translator (in his/her mental lexicon) in decision making and
(s)he (simply) has to choose one of the existing solutions in his/her mental lex-
icon. Following this argumentation, PE would be considered a decision making
task, and TfS problem solving. However, as we have seen in the last chapters,
not all translation units can be considered problem solving in TfS. On the other
side, the translator has to choose in PE whether or not the MT is acceptable.
When (s)he decides that the MT is not acceptable, (s)he has to start from scratch.
Hence, if a translation problem occurs, the MT might suggest a solution. If it
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does not present a solution, the translator still has to cope with the problem by
him/herself.

Therefore, I assume that theMT output in the PE task sometimes already solves
whatmight have previously been considered problematic, because theMT output
suggests a final state (cf. Krings 2001: 472). However, MT might also introduce
new hurdles between source text and target text due to unacceptable MT output.
Hence, the translator has to overcome the hurdle. In other words, the defective
MT realisation can be considered a hurdle between source text and acceptable
target text solution.

Moreover, the participants of the experiment were separated into two groups,
namely professional and semi-professional translators.The assumption that trans-
lating activity changes with increasing professionalism has been raised before, as
mentioned in §5 and by Kiraly (1995: 41) ”[…] translation processing is probably
a mix of conscious and subconscious processes – a mix that may change as trans-
lators proceed through their training and become more professional”. Further,
it was already discussed by Pavlović & Jensen (2009) that students invest more
cognitive effort into their translations than professionals – evidence was found
in this study in regard to gaze time, task length, and pupil dilation, but not in
average fixation duration – which might indicate that students have to handle
many more translation problems than professionals.

As was mentioned above, MT output can either deconstruct hurdles, have no
impact on the hurdles, or create new hurdles between source and target text. The
same problems obviously exist in the source text for both human translation and
post-editing. Therefore, my main hypothesis is that some problems are already
solved by the machine translation (MT) output, while some new problems (can)
arise from the MT output. Therefore, the patterns of the applied problem solving
strategies change or new strategies – that may not be familiar for TfS – are nec-
essary depending on the task. Further, different patterns develop in relation to
the level of expertise of the participant.

Earlier quantitative research on problem solving in translation used think-
aloud protocols, e.g. Krings (1986b), Lörscher (1986), Kubiak (2009), and Angelone
(2010), as think-aloud protocols were considered useful for the task (cf. Wilss
1994: 143). This study, however, attempts to show how to explore problem solv-
ing with other methods of translation process research, namely eyetracking and
keylogging. Questionnaires were used in the study as well, but not to analyse
problem solving, but for meta-data and to analyse subjective attitudes towards
MT and PE. I assume that not every translation act is simultaneously a problem
solving act, but that most translation activities can be characterised as tasks (ac-
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cording to Dörner 1987) for both professional and semi-professional translators.
Only in single instances do translators stumble across problematic parts that can
be considered a problem and therefore need special attention. Problem identifi-
cation can either be conscious or subconscious. Therefore, the eyetracking and
keylogging data shall reveal subconscious as well as conscious problem solving
activity. The first part of the analysis (§9) will deal with conscious problem solv-
ing, namely lexical problem solving, where information is retrieved via research
– the screen recording software included in Tobii studio allows us to track the
Internet research behaviour of the participants and no offline research options
were available. The second part of the analysis (§10) will focus on syntactic struc-
tures, as those seem to be especially difficult for SMT systems for translations
from English into German. The third part of the analysis (§11) is an attempt to
characterise keylogging and eyetracking parameters that indicate (conscious and
subconscious) problems or help to identify problem solving activity in TfS and
PE/MPE in general without the help of obvious problem indicators like research
or the quality of the MT output. In line with O’Brien (2006), I will present an at-
tempt to identify problem solving activity in process data with the help of mere
keylogging data (as identified in the preceding chapter) in translation process
data in the final part (§12). Although translation is not in itself seen purely as
a problem solving activity in this study, there is a common point of agreement
that problem solving might be an indicator for expertise. Hence, the experience
of the participants will be taken into consideration in the analysis.

§7 introduces the data set starting with an overview of translation process
research methods. Then, I will present general information on the data set, the
placement of the research hypotheses and previous research conducted with the
data set, as well as a first overall analysis (session duration, complexity levels
of the source texts, general keystroke effort and general error analysis of the
final target texts, and critics of the methodology), before the empirical analysis
is presented (starting in §8 with the assessment of the questionnaires).
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This chapter will introduce the data set which will be used to contrast problem
solving in PE and TfS. In the first part of this chapter, the methods of translation
process research will be outlined with a special focus on those used in the study.
Further, the focus will be on the importance of data triangulation and select-
ing participants. In the next section, the particular characteristics of the data set
will be presented including the tools used to record the data, followed by a brief
overview of other studies that previously used the data set to examine their re-
search questions. Afterwards, the first general analyses will be presented, which
will be useful to understand the study on a large scale.These analyses include the
session’s durations (§7.5), complexity levels of the texts (§7.6), general keystroke
effort in the different tasks (§7.7), and an error analysis (§7.8). As the data were
collected in a major attempt to gather comparable data in different languages,
the process has some flaws which will be addressed in the final section (§7.9).

7.1 A short introduction to methods in translation process
research

Different methods have been established to analyse translation processes in the
field (for an overview see Göpferich 2008). Naturally, the analysis of the source
text and the translation product is still very important for investigating the trans-
lation process. They are necessary to outline what might be happening in the
translator’s mind – without the source text, we do not know what structures
we want to focus on when analysing the translation process; without the trans-
lation product, we cannot assess whether or not the translation was successful.
To analyse the translation process, however, the following methods have been
used most often: think-aloud protocols, questionnaires, keylogging, eyetracking,
and neuroscientific methods like EEG or fMRI (find more methods and a cate-
gorisation of online and offline methods in Krings 2005). Three of these methods
were selected for the study at hand, namely questionnaires, keylogging, and eye-
tracking methods, which will be explained in detail in the following.Think-aloud
protocols and the neuroscientific methods EEG and fMRI will be outlined only
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briefly for the sake of completeness and because they are powerful tools, too. To
reconstruct translation processes, it is necessary to combine different methods to
benefit from the advantages of eachmethod.This data triangulation can help pro-
vide interested parties with a better idea of what is happening in the translator’s
black box.1

7.1.1 Think-aloud protocols

Think-aloud protocols (TAPs) are used to record and analyse thoughts during the
translation process. The translators are asked to verbalise their thoughts while
translating. This can be done either directly during the translation or retrospec-
tively; the first variant, however, is more common and has been conducted more
often. The transcription of these verbalisations are called think-aloud protocols.
Using TAPs has different advantages and disadvantages. Amongst others, one
major disadvantage of immediate verbalisation is that studies have shown that
verbalisation changes the thought process (cf. Jakobsen 2003) and therefore may
also change the translation process. TAPs that are produced retrospectively do
not change the translation process, because the translator is asked about specific
translation units only after the whole translation was produced. The problem
is, however, that a lot of valuable thoughts might get lost between translation
production and verbalisation. Here, it is helpful to use a screen-recording of the
session – maybe with eyetracking data – to help the participant remember the
passages of interest. Further, only thoughts can be uttered that are conscious,
and a high cognitive load during the task might prevent the participants from
verbalising their thoughts. However, it is one of the few methods that can actu-
ally reproduce what is happening inside the heads of the participants, even if not
completely (Jääskeläinen 2010). TAPs have their origins in cognitive psychology
and are, despite criticism, still a standard research method in research on prob-
lem solving in psychology (cf. Knoblich & Öllinger 2006: 5). J. B. Watson was
the first to use think-aloud protocols in psychology as early as 1920 (cf. Ericsson
2003: 37). Nonetheless, the first TAP studies in translation science were reported
only in the 1980s (e.g. Krings 1986b).

The disadvantages outweighed the advantages for the analysis in this disserta-
tion. Although think-aloud datamight have been very helpful to analyse problem
solving in translation, the experiment was not designed to focus on one research

1This term refers to an electronic device, whose internal mechanisms and functionality is un-
known to the user. In a broader, non-literal sense, it is applied to all systems, objects, or con-
cepts, the inner working processes of which are unknown to the user (cf. http://www.merriam-
webster.com/dictionary/blackbox, last accessed 21 November 2016).
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question only, but was supposed to collect a basis for various research questions.2

As the experiment setting was also replicated for other language combinations,
retrospective think-aloud data were not gathered either. Further, the aim of the
study is to uncover not only conscious but also unconscious translation problems.
Therefore, the data collected should be as close to the natural translation process
as possible. Another aspect is that TAPs for six texts would have been cognitively
very demanding for the participants and would have produced a huge amount
of data that would need transcription. Finally, TAPs have been neglected more
and more in recent years in translation studies in general because they affect the
translation flow too much.

7.1.2 Questionnaires

Questionnaires are usually distributed in a written form – either on paper or
electronically – and contain a set of questions. These questions can be open –
the participant decides what to answer and in which detail – or closed – the par-
ticipant can choose from a set of answers. Mixed questions contain a number
of possible answers. The participant, however, has the possibility to add his/her
own answers. Closed questions are much easier to assess which saves time and
money. Open questions, however, deliver more extensive and more differenti-
ated data. (Klöckner & Friedrichs 2014) Compared to interviews, questionnaires
are easier to distribute and participants might be more willing to fill out a ques-
tionnaire whenever they have time than to schedule a date with the interviewer.
Further, questionnaires are more discrete and more anonymous. On the other
hand, the participants must be able to read and write, which excludes a few po-
tential target groups (but this should usually not be a problem in translation
process studies). Written answers will probably be shorter and less detailed than
answers in an interview. Finally, a questionnaire does not allow for personal con-
tact so that participants are not able to ask questions and the examiner cannot
get an impression of the person.3 (cf. Döring & Bortz 2014: 398–399)

According to the required information, five types of questions are differenti-
ated in social sciences (cf. Reinecke 2014: 604–608), namely questions that ask
for

• opinions – usually the participant has to agree or disagreewith a statement
according to a Likert scale, buttons, or a visual analogue scale, which usu-

2Details on the experiments that have been conducted with the data set can be found in §7.2.
3This is not necessarily a problem. Like in the study at hand, short questionnaires might be
handed out and completed in the presence of the examiner, because they are only a part of the
study and not the study itself.
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ally has either five or seven response options between “I strongly agree”
and “I strongly disagree”.

• facts and knowledge –multiple choice questions with (usually) one correct
answer, e.g. when asking for the participant’s knowledge of history.

• incidents, attentions, and behaviour – relate to behaviour of the participant
in the past; often with yes-/no-questions, open questions or bipolar scales
(“very unlikely” vs. “very likely”).

• social-statistical characteristics – questions about age, gender, education,
marital status, income, etc.

• and network questions – concerning the social behaviour of the partici-
pant.

The requirements for a high quality questionnaire include that the participant
is able to answer the questions, and that it is objective, valid, and reliable. How-
ever, even a very sophisticated questionnaire can cause non-responses and dif-
ferent response qualities due to the individual characteristics of the participants.
Furthermore, participants tend to follow certain response strategies, e.g. they
prefer extreme categories or medium categories, they prefer the first or the last
response choice (also called primacy or recency effect), or they answer according
to social conventions (cf. ibid.: 612-613).

In general, a question might be hard to understand for the participant on a
semantic and pragmatic level. Semantic difficulties might arise if the questions
contain unknown terms, terms that are ambiguous, terms that can be interpreted
differently by individuals or by groups, or if the questions are worded vaguely
or are too difficult. Pragmatic problems arise when the question does not reveal
what the researcher actually wants to know. Hence, terms should be used in the
questions that are simple, distinct, and can only be interpreted in one way. If
some of the used terms might be unknown to some participants, they have to be
explained. Further, long and complex, or hypothetical questions as well as two
stimuli or double negatives should be avoided. Researchers should avoid using
imputing or suggestive questions. In general, the participant should be able to
identify the required information. If necessary, it should be clear to which time
period the questions refer. If the participants can choose from responses, these
need to be disjointed and exhaustive. Finally, it is necessary that the context
of the question does not influence the answer to the question. (cf. Porst 2014:
688-697) Similarly, the possible responses need to be sophisticated as well, if the
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questions are not open. For easy numeric questions, it might be reasonable to
choose open answers rather than categories, because they are easy to assess even
as open questions and the participants are not biased and have to think harder
about their answer. The number of possible answers – especially on scales – can
differ, too. More response categories give the participant more options and allow
more nuances. However, they also increase the cognitive effort required to an-
swer the question. Recent studies confirmed the rule of thumb that a choice of
between five and nine responses is legitimate. Fewer response options are para-
doxically less reliable and more often do not bring any advantages. Additionally,
researchers have to consider the educational background of the participant group
and the mode in which the questions are presented. Another aspect is whether
to present an even or uneven number of responses. The advantage (and disad-
vantage) of even numbers is that the participant has to decide on a tendency.
Generally, uneven scales are recommended. Sometimes it might be sensible to
include the category “I don’t know”. It might not be necessary to label all possi-
bilities of the scale, e.g. on a seven-item scale the only labels could be “I strongly
disagree”, “I do not agree nor disagree”, and “I strongly agree”. However, it is
better to formulate all possibilities. Finally, the responses might start with the
positive answers first and change to starting with the negative answers after a
couple of questions to avoid response patterns. (cf. Franzen 2014: 703-709)

Depending on length and topic of the questionnaire, the order of the questions
can be of utmost importance. The questionnaire should start with easy questions
to motivate the participants and end with easy questions so they do not give up
at the end. The questionnaire should not start with social-statistical questions,
which are essential to most studies, because they might bore the participant and
make him/her quit before any relevant questions have been answered. The most
important questions should be placed in the middle of the questionnaire so that
they are answered even if the participants do not make it to the end of the ques-
tionnaire. Very sensitive and awkward questions should be asked towards the
end, because in an early stage they might cause the participant to quit the ques-
tionnaire andmight influence the response behaviour for the following questions.
Finally, questions should be ordered in content blocks to avoid confusing the par-
ticipants. (cf. Klöckner & Friedrichs 2014)

For the study at hand, two short questionnaires were designed. One was dis-
tributed before the actual tasks, retrieving meta data from the participants and
asking questions about experiences and first opinions, while the retrospective
questionnaire dealt mainly with assessing personal performance and assessing
the MT output. A detailed analysis of the questionnaires can be found in Chap-
ter 8.

95



7 The data set

7.1.3 Keylogging

Keylogging software allows the researcher to analyse the text production process
and the associated mental processes. All key (and mouse) activities are recorded
during text production, including typing processes, special key combinations
and deleting activities. Further, pauses are recorded, which indicate reading pro-
cesses and the segmentation of the text, which is done subconsciously by the
participant and might highlight text passages that require high cognitive effort.
However, one has to keep in mind that the data only allows us to speculate on
mental processes of participants engaged in text production. Other methods, es-
pecially eyetracking, can help to interpret the participants’ behaviour, e.g. during
pauses (cf. Jakobsen 2011: 37-38). Recording keylogging data with a keylogger is
unobtrusive, because the programme runs in the background and, hence, the
recording process is not noticeable (cf. Carl 2012: 4108). The keylogging record-
ings, however, only provide information about filled times, i.e. when a key was
pressed, and about unfilled times, i.e. when no key was pressed. Therefore, the
experimenter has to interpret what this filled and unfilled times mean in terms
of the cognitive writing process (cf. Baaijen et al. (2012: 246–247)).

Keystroke logging is not only used to record translation processes but all kinds
of writing processes, such as observing cognitive processes while writing in gen-
eral, writing strategies in professional and creative writing, writing progress in
children, first and second language acquisition, studies of writing difficulties or
professionalism, as well as in educational environments. The main focus is often
on pauses and revisions in these studies, because they are considered a clear in-
dicator of cognitive effort and of discrepancies respectively, which also indicate
problems in the writing process. (cf. Leijten & Van Waes 2013: 360–361) Writing
process observations can further be divided into direct and indirect as well as syn-
chronous and asynchronous methods. Keystroke logging can be characterised as
indirect and synchronous, while think-aloud protocols would be considered in-
direct and synchronous and retrospective protocols indirect and asynchronous.
An example for indirect and asynchronous methods would be the analysis of the
produced text. (cf. ibid.: 361)

While the participants usually are informed about the recording process in
scientific studies, keylogging software is also used to record keystrokes of com-
puter and Internet users secretly, e.g. employers might use keylogging software
to supervise whether the employees only use the computer/the Internet for job-
related task, or keylogging software might be used by attackers in malware to
steal passwords for e-mail or e-commerce accounts, etc. Although security soft-
ware can usually cope with hidden keyloggers, it is very hard to detect this
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kind of malware, because it sends information via software which is very sim-
ilar to the software of e-mail services and, hence, becomes almost undetectable.
(cf. Davarpanah Jazi et al. 2014)

Different keylogging parameters will be used to assess the cognitive effort and
to predict problem solving activity in the study at hand. The individual parame-
ters will be introduced when they first become relevant in Chapters 9 to 12

7.1.4 Eyetracking

The term eyetracking refers to the methodology with which human eye move-
ment can be recorded and assessed. The light enters the eye through the pupil in
human vision, which is smaller when it is bright and bigger when there is only
little light.4 The images are turned upside down and projected onto the retina –
the back of the eyeball. The retina consists of light-sensitive cells, called cones
and rods. Cones are responsible for colour vision, while rods are very sensitive
to light and enable vision even in dim environments. The fovea is a very small
spot – about two percent of our visual field – at the back of our eyeball where
cones are excessively over-presented. Hence, this is the spot where we can see
the most clearly. Accordingly, we have to move our eyes so that the information
we want to concentrate on is projected onto the fovea. The information gath-
ered via the fovea is prioritised during processing due to a magnification factor.
When recording eyemovements, the pupil and the cornea are very important.The
cornea covers most of the eye and reflects light. Light is reflected by the cornea
and the lens as well, but the reflection of the cornea is the brightest reflection.
Three pairs of muscles regulate human eye movement, which conduct the three-
dimensional coordination of the eyeballs in the human head.Themost important
measurement in eyetracking does not report eye movement, but rather at which
point the eye lingers and focuses. This point is called fixation and can last from a
few milliseconds to a couple of seconds (Holmqvist et al. 2011: 21-23). The basic
assumption is that the human pays attention to the point (s)he fixates on (a con-
cept also known as the eye-mind assumption introduced in a reading study by
Just & Carpenter (1980)), although this is not always the case. The eye, however,
is not completely still when it fixates a point. There are also tremors, whose exact
role is unknown, drifts, which move the eye away form the fixated points, and
microsaccades, which bring the eyes back to the fixated point. The eye’s move-
ment from one fixation to the next fixation is called saccade. Saccades are the

4The pupil itself, however, does not get larger or smaller as it is a hole in the Iris that lets light
pass through to the retina. The muscles sphincter pupillae and dilator pupillae are responsible
for the dilation and the diminution of the pupil. (cf. Snell & Lemp 2013: n. p.)
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fastest movements the body can make and they last only 30 to 80 milliseconds.
Further, it is assumed that the human is blind during this movement. The eye
does not always take the shortest way to the next fixation and does not always
hit the correct position and hence has to reposition itself before fixating. This
small repositioning movement is often called glissade. If our eyes follow a mov-
ing object, it makes a completely different movement, which is also controlled
by a different part of the brain, the so-called smooth pursuit. “Smooth pursuit re-
quires something to follow, while saccades can be made on a white wall or even
in the dark, with no stimuli at all.” (Holmqvist et al. 2011: 23) Eye movements
are typically measured in visual degrees or minutes instead of mm on the screen.
While the eyes often move in relation to each other, some eye movements also
work in the opposite direction (vergence eye movement). Furthermore, most peo-
ple have two equally weighted eyes, but there are also many people who have a
dominant and a more passive eye. (cf. ibid.: 21-24)

Eyetracking is a very promising method for studying translation processes, be-
cause it records where and how long the eyes are fixating and accordingly what
the participant is concentrating on – valuable insights into the process that can-
not be recorded by other methods.The eyemovement data give us promising and
important hints about what is going on in the translators mind, although we can
only interpret the data and cannot be entirely surewhat is happening in the trans-
lators’ black box.This researchmethod, however, brings not only advantages, but
also challenges to translation process research. The kind of eyetracking system,
for example, has to be considered. A remote eyetracker is considered ecologically
more valid, because the participant can move comparably freely in front of the
computer screen, while head-mounted eyetrackers and eyetrackers with chin or
head rests produce more accurate data. Eyetracking glasses, on the other hand,
liberate the participants from the screen. In contrast to questionnaires, think-
aloud protocols, and keylogging technology, which cause only very low costs if
the experimenter has a PC or laptop, a recording device and/or Internet available
(if necessary at all), eyetracking requires expensive hard- and software. Further,
the eyetracking experiments must be conducted in a comparable environment,
e.g. similar lighting conditions (cf. O’Brien 2009: 251–254; on detailed informa-
tion on requirements for a suitable eyetracking lab see Rösener (2016: 251–254)).
The texts should be no longer than about 300 words in eyetracking studies so
that scrolling does not become necessary, because this makes the data harder to
assess. Similarly, the texts should be in a font size of 16 or 18 and at least 1.5 line
spacing so that the eyetracking data can be mapped correctly. (cf. O’Brien 2009:
261–262)
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Eyetracking is not only relevant for translation process studies – indeed it is
a rather small research area that uses eyetracking – but also in reading and writ-
ing research, psycholinguistics, neuropsychology, cognitive psychology, usabil-
ity testing, research in sports, advertising, marketing, product placements, med-
ical appliances, human-machine interactions, computer science, etc. (for more
information on eyetracking applications see e.g. Duchowski 2003: 131-226) The
analysis in the upcoming chapters will focus on fixation durations and fixation
counts, however the concrete parameters will be introduced, when they appear
first in §9 to §12.

7.1.5 Neuroscientific methods

Translation studies have only in recent years slowly begun to use neuroscientific
methods to ultimately tackle the problem of what is going on in the black box
while translating. In this chapter, I will briefly present the functionalities of EEG
and fMRI methods. As these methods are used in very controlled experiments
and cannot (yet) be used in authentic translation tasks, none of these methods
were used in the study at hand.

Electroencephalography (EEG) is used to record electrical activity in the brain.
To measure these activities, high conductance electrodes are put on certain lo-
cations of the human skull. Depending on what needs to be measured and how
precise the recordings need to be, 16 to 256 electrodes are distributed on the
head. The electrodes are usually placed on the participant’s head with the help
of a cap, and a special gel or another liquid is used to increase the conductivity
between the electrodes and the skull. The EEG is either recorded in reference
to one common passive electrode – monopolar (referential) recordings – or be-
tween different pairs of electrodes – bipolar recordings. EEG signals are recorded
with a sampling rate of at least 100Hz, but 500Hz or higher are standard today.
The electrodes are named according to the brain area they are located on (letters)
and on which brain sites (odd numbers are on the left, even on the right), e.g.
electrode F3 is on the frontal lobe on the left-hand side. The electrical activity in
the brain produces oscillations which have been assigned to functions, and the
pathology of the brain. However, not only oscillations but also typical patterns
can be studied with the help of the EEG signals. Artefacts in the EEG signals can
be produced by external influences like head movement, blinking, or other mus-
cular activities. These artefacts can hardly be avoided and have to be eleminated
from the recordings, if possible, before the signals are analysed and interpreted
(cf. Freeman & Quiroga 2012: 5–6). One event-related brain potential (ERP) that
can be measured with the EEG is the N400.This amplitude peaks negatively after
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about 400ms after a stimuli was presented. The N400 is widely acknowledged as
a measure for semantic processing. If, for example, a sentence is presented in-
cluding one stimuli that is semantically nonsensical, the negative amplitude will
be greatly visible 400ms after the nonsensical stimuli was presented. (cf. Kutas
& Federmeier 2011) Translation studies has used EEG, for example to investi-
gate priming, monitoring and exhibiton5; conceptualisation (e.g. Grabner et al.
2007); or expectancy violations (e.g. Elmer et al. 2010). Details on the studies can
be found in the overview article on EEG and translation published by Hansen-
Schirra (2017).

Although the field of functional magnetic resonance imaging (fMRI) is still very
young, the discoveries made so far are tremendous. The applications of fMRI in-
clude all areas of brain imaging and have become a very important tool for neu-
roscience research, both in clinical as well as cognitive research. (cf. Faro & Mo-
hamed 2006: v-vi) The basic idea in brain imaging techniques goes back to first
experiments in 1980 that assumed that the regional cerebral blood flow could mir-
ror the activities of neurons. In 1990, it was documented “that functional brain
mapping is possible by using the venous blood oxygen level-dependent (BOLD)
magnetic resonance imaging (MRI) contrast” (Kim & Bandettini 2006: 3). The
BOLD method depends on the level of deoxyhemoglobin, which can be seen in
the signal intensity of magnetic resonance images when the level changes, and
can hence be used for human brain imaging. fMRI can be used to study diverse
brain functions like vision, language, motor abilities, and cognition (cf. ibid.). Lan-
guage was one of the first functions that was ascribed to a particular area in the
brain and has been the subject of research for over 100 years now. Compared
to other brain imaging methods, fMRI is especially useful to show language ar-
eas in the brain, because it is non-invasive and produces images of good quality
and with good localisation (amongst other benefits). It is rather difficult to assign
brain regions to single language processes like phonetic, semantic, or syntactic
processes, because they often work together. Carefully selected research designs
with contrasting conditions can, however, help in tackling these problems (cf.
Binder 2006: 245-248).

These methods for analysing the brain functions open doors to find out what
is happening in the human mind. Although these methods are mainly used in a
medical and diagnostic context, they also help us to understand the human black
box. Especially concerning translation research, most of the work is still ahead
of us, as these methods have hardly been used, yet, and it appears difficult to

5Which are being examined by Katharina Oster in her PhD thesis in Germersheim, Uni Mainz
(work in progress)
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test translation concepts with these methods. However, some work has already
been done, e.g. the above mentioned studies using EEG, or Ahrens et al. (2010)
or Franceschini et al. (2003) using fMRI. A great deal of exciting research can
be expected in the next years, which might show if and in which aspects the
translators’ brains work differently to other bilinguals.

7.1.6 Data triangulation and choice of participants

Triangulation in researchmeans linking two ormore sources of data, researchers,
methodological approaches, theoretical ideas or analytical designs so that the
different advantages of each methods can be exploited (cf. Thurmond 2001: 253-
257). As a result, data triangulation has become more and more important in
translation studies, too (e.g. Alves 2003). Triangulation has the advantages that
the research data become more reliable, inventive approaches are developed to
comprehend and interpret research hypotheses, existing theories might be chal-
lenged or confirmed, and a phenomenon can be better understood. Every triangu-
lation approach on its own has individual advantages ad disadvantages, whether
it is data, researcher, methodological, theory, or analysis triangulation. In gen-
eral, these include

[an] increased amount of time needed in comparison to single strategies,
[…] difficult[ies] of dealing with the vast amount of data, […] potential
disharmony based on investigator biases, […] conflicts because of theoret-
ical frameworks, and […] lack of understanding about why triangulation
strategies were used. (ibid.: 256)

Conclusively, triangulation is valuable to gather findings from different per-
spectives that are complete and confirm each other, and to strengthen the find-
ings. The researchers, however, must be able to explain why they used the tri-
angulation method and why it was necessary. (cf. ibid.: 257) Many studies have
adopted this approach in translation process research in recent years, especially
concerning data triangulation. The danger, however, is that, amongst other pos-
sible problems, the amount of data becomes overwhelming. Some solutions on
how to deal with large data sets might be to work in research teams so that either
the same research topic is analysed together or that different researchers analyse
various hypotheses on the same data (O’Brien 2009: 260-261, 264).

No matter which methodologies are chosen for the individual study, they all
have in common that the participants for the study must be chosen carefully. Al-
though professional translators are often considered more valuable as they have
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practical experience, they are harder to acquire for a study and often expect fi-
nancial compensation as theymiss (part of) their work day. Students on the other
hand are easier to acquire as eyetracking studies in translation process research
are usually conducted at a university and the study might even be credited in
classes. Further, the participants may complete some studies, like questionnaire
studies, at home, while other studies, especially those that require special equip-
ment likemost eyetracking-, EEG-, or fMRI-studies can only be realised in special
labs. In addition, one question is whether the participants will commit to the task
with equal enthusiasm when they invest their free time in participating in stud-
ies as opposed to when they are paid or rewarded in a different manner for the
task. Additionally, limited funding might restrict the number of participants that
can be recruited for the study. However, it is doubtful whether small participant
numbers, e.g. twelve participants or even less, can actually return generalisable
results. Nonetheless, these studies are valuable to build hypotheses for larger
studies. Finally, the professionalism of the participants has to be addressed. Not
every translator with a degree in translation is equally capable of all tasks, e.g.
domain and text types might play a role or experience with CAT-tools depending
on the kind of study. Some issues may also occur which disqualify the participant
for the study, e.g. his/her typing skills, the language competence, the ability to
follow instructions, or if the participant feels intimidated, judged, or pressured
during the session (cf. O’Brien 2009: 254-259, 262).

7.2 General information on the data set, post-editing
guidelines, and setup of the experiment

The study was conducted at the University of Mainz, Faculty of Translation Stud-
ies, Linguistics and Cultural Studies in Germersheim by a team of the English Lin-
guistics and Translation Studies in 2012 on behalf of the Center for Research and
Innovation in Translation and Translation Technology (CRITT), Copenhagen
Business School, Denmark. The experiments became part of the CRITT TPR
database that collects translation process data for different tasks and in differ-
ent languages (find more information on the database later in this chapter). In
total, 24 participants took part in the study, twelve of them professional trans-
lators (university degree and at least some professional work experience), and
twelve semi-professional translators (students of the university with only little
professional work experience) – see detailed information in §8.1.

Four newspaper articles and two sociology-related texts with different com-
plexity levels had to be processed – all English to German. The length of the
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texts varies between 100 and 148 words. Text 1 (148 words) deals with a former
hospital nurse who killed four of his patients. Text 2 (139 words) covers the in-
creasing prices in Great Britain that are not in balance to salary increases. Steven
Spielberg’s refusal to be part of the Olympics in China to protest against Chinese
politics is the topic of Text 3 (132 words). These first three texts of this study
were also part of Hvelplund’s (2011) PhD thesis and three texts were added for
this study. Text 4 (100 words) reports on the necessity that developing countries
need to be supported in environmental issues. Text 5 (121 words) informs about
the origins of the field of sociology. And finally, Text 6 (112 words) describes
hunter-gatherer societies.

The participantswere asked to translate two text from scratch (TfS), bilingually
post-edit (PE) two machine translated texts and monolingually post-edit (MPE)
two machine translated texts. There were no time restrictions and the partici-
pants could use the Internet freely as a research tool. Before and after the pro-
cessing task, they had to complete questionnaires that dealt with general infor-
mations about the participant, his/her attitude towards MT, and a self-estimation
(see Chapter 8). The texts were distributed in a manner that every text was trans-
lated eight times from scratch, bilingually post-edited eight times, and mono-
lingually post-edited eight times, but no participant worked with the same text
sequence (cf. Table 7.1).

Table 7.1: Distribution of the texts exemplified on the first eight partic-
ipants

Participant TfS PE MPE

P01 Text 1 Text 2 Text 3 Text 4 Text 5 Text 6
P02 Text 3 Text 4 Text 5 Text 6 Text 1 Text 2
P03 Text 5 Text 6 Text 1 Text 2 Text 3 Text 4
P04 Text 2 Text 1 Text 4 Text 3 Text 6 Text 5
P05 Text 4 Text 3 Text 6 Text 5 Text 2 Text 1
P06 Text 6 Text 5 Text 2 Text 1 Text 4 Text 3
P07 Text 1 Text 3 Text 2 Text 4 Text 5 Text 6
P08 Text 3 Text 5 Text 4 Text 6 Text 1 Text 2

etc.

There were no time restrictions for the tasks and the participants were given
the following guidelines for the PE task (see also Carl et al. 2014: 153):
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• Retain as much raw translation as possible.

• Don’t hesitate too long over a problem.

• Don’t worry if style is repetitive.

• Don’t embark on time-consuming research.

• Make changes only where absolutely necessary: correct words or phrases
that are nonsensical, wrong, and if there’s enough time left, ambiguous.

The tasks were conducted in Translog II , a program used to record keystrokes,
mouse activities and gaze data with the help of the Tobii TX300 eyetracker, which
also recorded the sessions, keystrokes, mouse activities and gaze data in Tobii
Studio. The eyetracking and keylogging data were combined in Translog II via
word alignment. The aligned keylogging and eyetracking data are available in
the CRITT TPR database. The data of Version 1.6 of the database were used for
the analysis in the thesis at hand, if not stated differently. The keylogging soft-
ware, the eyetracking system, and the database will be described in detail in the
following.

Translog was first developed in 1995 with the primary goal of adding “hard in-
formation” to think-aloud protocol studies that were conducted frequently in the
early days.The software is designed to log translation processes rather thanmere
writing processes. Further, the recordings of the sessions could be presented to
the participants after the experiments for retrospective think-aloud interviews.
The programme had threemain functions: it could display the source text, it could
record all key activities, and the recorded data could be displayed dynamically
as well as linearly. The first Translog version for Windows was released towards
the end of 1999 and called Translog2000 (cf. Jakobsen 2011: 38-39). Within the
scope of the Eye-to-IT project, Translog was rewritten to supplement eyetrack-
ing with the keylogging data. This combination of methods was first available in
Translog2006. However, an external eyetracking device is still essential to record
the eyetracking data.The data are combined via a gaze-to-word mapping (GWM)
application which was developed in Tampere. Further, the data were no longer
stored as binary code, but as open XML code (cf. ibid.: 42-43). However, the
transmission between the eyetracker and the GWM programme was not flexible
enough, so a new version of Translog, Translog II, was developed, which directly
communicates with the eyetracking hardware. The eyetracking and keylogging
data can be mapped automatically via external software. If noise is in the data,
the mappings can be improved manually (cf. Carl 2012: 4108-4109). In Translog II,
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projects with various properties can be created, run, and recorded. Further, the
log files can be replayed in real time, analysed according to event statistics, and
presented as linear presentations of the user activities as well as plots of the
pauses. Two programmes are contained in the software. First, the experimenter
can create, replay and analyse the projects in Translog Supervisor, while the ex-
periments are conducted in Translog User (cf. ibid.: 4109). Translog II and other
auxiliary tools as well as publications and instructions can be downloaded for
free on the CRITT’s website.6

The Tobii TX300 is a remote eyetracker that records gaze data with a sampling
rate of 300Hz. These raw gaze data include a time stamp, the eye position, the
gaze point, the pupil diameter, and a validity code (indicating the confidence of
correctly identifying which is the left and the right eye) for each eye. Due to
the large head movement box, the participants can move their heads relatively
freely in front of the screen (in an operating distance of 50-80 cm) and no chin
rest or alike is necessary. All hardware is integrated in one eyetracking unit that
looks like an ordinary screen so the participants can work in an almost natural
environment. The single components are a screen unit including a web cam, an
eyetracking unit, and a digital angle gauge (cf. tobii 2016). The software Tobii Stu-
dio can be used to set up and conduct the experiments (including an automatic
calibrating system). Further, the experimenter can replay the screen recordings,
track the key and mouse activities and assess the eyetracking data, which can
either be downloaded as raw data or be automatically pre-interpreted by the
software. However, Tobii Studio will not be presented in detail, because the ex-
periment was conducted mainly via Translog II and most of the evaluation was
done with the data of the CRITT TPR database (except for the analysis of the
screen recording data).

As mentioned above, the data which are used for the study at hand is part
of the CRITT TPR database (cf. https://sites.google.com7). The database contains
process data of various studies conducted to explore the translation process. The
data set at hand is part of a larger multilingual collection in which students and
professionals workedwith the same six texts, but translated and post-edited them
in Translog II into different languages: Spanish, Japanese, Danish, Chinese, Hindi,
and German. Sometimes only a subset of the tasks or texts was recorded. Addi-
tionally, one study dealt with copying the texts. The database further contains

6https://sites.google.com/site/centretranslationinnovation/translog-ii, last accessed 18 Novem-
ber 2016

7https://sites.google.com/site/centretranslationinnovation/tpr-db, last accessed 20th November
2016
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eleven studies that were conducted in CASMACAT, a CAT tool especially de-
signed for PE.8 Finally, the database also includes 13 individual, unrelated studies
that were all conducted with Translog, too. So, the database consists of 1562 ses-
sions with seven source languages and nine target languages, 15 different tasks,
620,210 source text tokens and 657,948 target text tokens. The tables that are pro-
vided for each data set in the database already present a great deal of information
on keylogging and eyetracking data, most of which are already aligned on a word
and sentence level, which simplifies the evaluation. While some data are “pure”
eyetracking and keylogging data, like Del that presents the number of deleted
tokens or FixS that informs on the number of fixations on the source text unit,
other parameters are provided which present processed data, like Nunit that re-
ports on the number of micro units or Nedit that informs about the number of
times the segment has been edited. Finally, there is also additional information
on the source and target text units like PoS, which presents the part of speech
of the token (cf. Carl & Schaeffer 2013 or Carl, Schaeffer & Bangalore 2016, the
papers also provides a detailed description of the parameter contained in the
database).

7.3 Placing the research hypotheses and methods into the
field of translation process research

The exploration of the translation process seems like a bottomless pit because
so many aspects of the process can be considered with various methods. Krings
published an article in 2005, in which he attempts to model the countless aspects
and methods of translation process research. These models will be used in the
following to place the research hypotheses and methods into the field. In his
factor model, Krings (2005: 344–347) summarises the single factors that influence
the translation process in three main bundles: task-related factors, translator-
related factors, andwork environment-related factors.The individual factors that
belong to these bundles are judged by Krings to be the most influential factors
on the translation process, however he does not claim completeness.

The first bundle refers to the factors that influence the process due to the dif-
ferences in the translation tasks and include factors like different source and tar-
get languages, different translation assignments, different text types and text do-
mains, the language direction of the translation (from or into the native language
or between two foreign languages), and differences and similarities to neighbour-

8http://www.casmacat.eu/, last accessed 20 November 2016
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ing tasks like interpreting and PE.These factors are controlled by the experiment
settings. Every translator works with the same texts, has to do the same tasks,
and works with the same language combination.

The second bundle approaches the individual differences of translators like
experience, language proficiency, domain knowledge, or individual strategical
preferences. These factors are, on the one hand, retrieved in the questionnaires,
and on the other hand, statistical methods are used in the analysis to figure out
whether the findings in the sample of 24 individual translators could indicate
assumptions for the total population.

Finally, the third bundle of factors includes the influence of technical aids or
MT, the availability of research aids, and general factors like available time or pos-
sible contact to colleagues, etc. These factors are also predefined and controlled
by the experiment settings. All participants had to work on the same computer,
in the same editor, with the same MT output. They could use the Internet for
research and could take as much time as they needed. Although this constricted
setup prevents an all natural work environment, it still has the major advantage
that all participants have to work under the same conditions.

7.4 Previous research with the data set

The data set used in this dissertation is highly relevant for the designated re-
search purposes. In the following, different studies will be introduced that were
published on the same data set but with different research hypotheses.This is not
intended to be exhaustive, but rather to provide some insights on the diverse use
of the data. First, studies are presented that dealt only with the English-German
data set, then three studies are introduced that investigated multilingual relation-
ships using the CRITT TPR database, including the English-German data set.

In a pilot study by Čulo et al. (2014), the authors concentrated not only on
processes but mainly on the TfS and PE products. Therefore, different linguistic
properties and their realisation in the TfS and (monolingual) PE tasks were anal-
ysed.The main focus was on the changes of translation strategies in the different
tasks. PE should not only accelerate the translation process, but should produce
an intelligible text, though questions of style and idiomacy may be secondary.

In addition to inconsistent translations and atypical syntax, unidiomatic trans-
lations were one issue for discussion. In Text 3, the translators had to deal with
the phrase In a gesture […]. While the translators naturally chose an idiomatic
translation in the TfS task, e.g. Mit einer Geste or Als Zeichen, the MT system
translated the phrase literally with In einer Geste which is unidiomatic in Ger-
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man. Five out of seven post-editors kept this translation and did not change it
into an idiomatic expression in the bilingual PE task. This cannot be counted as
an error given that the task was for post-editors to retain as much of the unedited
machine translation as long as the final target sentence was understandable to
a German native speaker. However, in the MPE task, more participants were in-
clined to change the unidiomatic version into an idiomatic one. This indicates
that the PE process shifts priorities, maybe due to the fact that the translators
are working with two texts in parallel instead of just one text.

The last analysed example in the paper highlights that MPE can be very prob-
lematic due to the missing source, as content mistakes might remain unnoticed.
Although the other examples might suggest that the quality of the monolingually
post-edited texts is better than in the post-edited texts, severe content mistakes
only occurred in MPE (further information on content mistakes in MPE can be
found in Nitzke (2016b) – the study will also be described briefly further below.)

In the final analysis, fixation counts were compared between TfS and PE in
Text 3 for finite and non-finite clauses. While the fixation counts were equal for
both clause types in TfS, fewer fixations were counted in the PE task and the
results were not balanced: there were more fixation counts on finite clauses than
on infinite. Therefore, the hypothesis that non-finite clauses cause errors in the
MT output and interference effects was not confirmed nor that they cause longer
processing times in PE.

The study by Carl et al. (2014) first discusses the motivation for PE in the
translation business. Afterwards, different research areas for PE are introduced:
different PE types that appeal to different target text functions, text types and
their suitability for MT/PE, users’ needs, PE effort, PE as a MT quality evalua-
tion method, technical aspects, training of post-editors, and the changing role
of translators. Further, they point out key aspects of CASMACAT, MateCat and
Translog II, and provide a detailed description of the English-German data set.

In addition to some analyses of the questionnaires (see full discussion in Chap-
ter 8), one chapter of the study is dedicated to the evaluation of the uncon-
scious reading and writing data of the participants. The average time a partici-
pant needed to translate a word reveals that most participants needed more time
for translation from scratch; only one participant required more time for the PE
task and three for the MPE task. No translator was the fastest in TfS (see more
details on session durations in). Further, different PE styles are discussed and vi-
sualised: In both PE and TfS, different production phases can be separated – “an
(optional) orientation phase, a drafting (or post-editing) phase in which the ac-
tual translation is produced (or post-edited) and an optional final revision.” (ibid:
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159). Accordingly, different PE patterns can be identified, e. g. during drafting,
some post-editors first read the source text (ST) and then check whether the MT
reproduces the information from the ST, while other post-editors read the MT
output and only refer to the STwhen they come across words/passages that seem
unlikely or problematic. In the subchapter on PE strategies, a relation between
text complexity and eyetracking data is indicated: “Fixation duration as well as
fixation counts clearly show that the values increase in dependence of the com-
plexity during translation while source text complexity does not seem to have
such a strong impact on the post-editing task.” (ibid: 164)The keylogging data are
also investigated for the PE task of Text 3.The eight participants who post-edited
this text differ a lot in their editing activity. Therefore, a more sensitive value for
inefficiency is introduced (InEff ) which evaluates the amount of editing activity
– a high InEff score indicates a lot of activity, which is less efficient, and vice
versa. Despite individual PE behaviour, some phrases reach a higher inefficiency
score than others, which indicates that either the ST phrases are very complex
and difficult to translate or the MT output is hard to adjust.

In her study, Nitzke (2016b) explores research behaviour and target text qual-
ity of monolingual post-edited texts through product analysis as well as screen
recording, keylogging and eyetracking data. Text quality aspects were divided
into superficial mistakes and content mistakes. The data show that superficial
mistakes are made almost as often in TfS, PE, and MPE with no significant corre-
lation to the experience of the participants. Content mistakes (mean per session
and participant: 2.23, sd: 1.18), however, occur much more often in MPE than in
PE (mean: 0.30, sd: 0.51) and TfS (mean: 0.61, sd: 0.83). The screen-recordings re-
vealed that fewer words and phrases are researched inMPE than in the other two
tasks, but when aword/phrase is researched, it usually requiresmore steps to find
a solution than in the other tasks. Further, no significant correlation between re-
search behaviour and experience of the participants was found and sources were
used slightly differently. The keylogging data indicate longer production times
when the word/phrase was researched, but shorter production times for mono-
lingual PE than in the other tasks. The eyetracking data (total gaze duration on
the target text), however, do not suggest differences in the tasks (see also Chap-
ter 9 on research behaviour). Unfortunately, the data set is not big enough for
MPE to conduct statistical tests on these primary results.

So far, the three discussed studies have dealt exclusively with the English-
German data set. However, the data set was also used for multilingual studies,
which made use of the different subsets in the CRITT TPR database. Some of
these will be summarised in the following.
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Winther Balling & Carl (2014) examine which parameters have an effect on the
time that is needed to translate from scratch or post-edit a target text equivalent
of the corresponding source text unit. For their analysis, they used keylogging
and eyetracking data of 65 translators translating and post-editing the same En-
glish ST into Chinese, German, Hindi, and Spanish (all data sets are taken from
the CRITT TPR database).

After a brief overview of the field of translation process research and its meth-
ods, the software Translog II, and the CRITT TPR database, they introduce the
concepts Alignment Unit (AU), Fixation Unit (FU), and Production Unit (PU), be-
cause the main aim of the study is to explain differences in AUs. An AU repre-
sents (a) word(s) in the ST and the corresponding word(s) in the TT. The tokens
in this unit do not need to be coherent, i. e. the AUmight be separated by parts of
another unit. Therefore, AUs can be grouped into continuous and discontinuous
units.

In the next chapter, a detailed analysis of the considered variables is presented
as well as the multiple regression model. Variables that were not significant were
removed. Finally, the chapter discusses the results, which include amongst oth-
ers that TfS takes longer than PE in all languages; that ST words with a low
frequency take longer to be produced in the TT, especially by students; that a
high number of translation possibilities has slowing effects in PE but not in TfS;
that parallel processing (shifting the attention between ST, TT, and the keyboard)
is time-consuming; and that the overall translation time is different for the differ-
ent target languages (translations into Hindi take the most time, while Spanish
translators were the quickest).

It is assumed in numerous theories that one-to-one translations are less diffi-
cult to produce than differently phrased translations. The literal translation hy-
pothesis assumes that translators translate a source text unit literally first and
then develop a looser version for the target text (cf. Chesterman 2011). In a pa-
per by Schaeffer & Carl (2014), a metric is introduced that measures how literal
translations are. Further, they evaluate the effort that is necessary for non-literal
translation. To investigate the issue, they use the gaze behaviour of translators
for different language pairs from the CRITT TPR. Different lexical realisations
of source words were counted and for some words a higher variation was de-
tected than for others. Therefore, some words require more effort to realise in
the target language than others. Next, on a syntactic basis, alignment crossing
is introduced: The metric computes the Cross values for single words, based on
their position in the source and the target language. Depending on the point of
view, the Cross value can be realised from the source text as a reference and the
target text as output (CrossS) or the other way around (CrossT ). The smaller the
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Cross value, the more similar the texts are in terms of structure; when the Cross
value is high, syntax varies significantly.

In chapter three of the article, where translator behaviour is analysed for var-
ious aspects, different parts of the database were used. To map the alignment
crossing, 313 translation sessions (source languages: Danish and English; target
languages: Chinese, Danish, English, German, Hindi, and Spanish) were used for
analysis. The analysis showed that higher Cross values strongly correlate with
total reading time on source and target words and, therefore, prove that high
syntactic variation takes more effort to produce. In the next subchapter, align-
ment crossing in the PE tasks is analysed (96 sessions of nine English target
texts that were post-edited for German, Hindi, and Spanish). Strong correlations
were found between negative CrossT values and total reading time on the source
text as well as between CrossS and total reading time on the target text. Finally,
24 TfS sessions from English into Danish and 65 PE sessions from English into
Spanish and German were considered for the translation choices analysis. Dif-
ferent realisations of source text items were counted and, for the analysis, only
items were taken into consideration that were realised at least in nine different
ways. A strong correlation was found between production time of target text
word and number of alternative translations. Further, “[w]ith few choices poste-
ditors are quicker than translators, but this distance decreases as the number of
translation choices increase.” (ibid.: 34). Additionally, a strong correlation was de-
tected between total reading time on target text word and number of alternative
translations. For translation from scratch, a correlation was found between total
reading time on source text and translation variations. However, no correlation
was detected for PE.

The role of co-activation of languages in translation and its influence on the
translator’s behaviour is investigated in Bangalore et al. (2016). Four subsets of
the database were used for evaluation: the translations and post-edits of the En-
glish source text into Danish, German, and Spanish as well as the English-English
copying study, which was used as baseline.The syntactic variations in those data
sets were measured with the help of manually created annotations that include
three features – valency of the verb, voice, and clause type. On the basis of this
annotation, entropy values were calculated for the target sentences, which were
then used to correlate them with measures of cognitive effort, in this case total
reading time on source and target text as well as coherent typing activity. The
findings were compared across languages.

In TfS, syntactic variation could be positively correlated with total reading
time per source word and production time. However, no effect of syntactic vari-
ation on the total reading time was found for PE, which indicates that the MT
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output primes the participants in the PE tasks. A highly significant positive cor-
relation between syntactic entropy and lexical translation entropy confirms that
lexical and semantic aspects cannot be examined completely autonomously. In
addition, the study supports the hypothesis that source and target texts are co-
activated and that different levels of co-activation can be detected during trans-
lation.

This overview shows the potential of the multilingual CRITT TPR database.
Many different research questions can be addressed concerning translation prod-
ucts, translation processes, and cognitive effort during translation. The study at
hand will expand on the existing studies and explore problem solving behaviour
in the English-German data set.

7.5 Session durations

The first analysis of this study will be on the time the participants spent on each
text and task. This was similarly assessed by Carl et al. (2014: 157–158) for the
data set and will be considered here, too. They showed that for most participants
TfS took the longest. Only one participant (P18) needed more time on average
for PE than for TfS, and three participants (P13, P14, P20) needed longer for MPE.
However, due to illustration purposes, the data will be re-composed. Figure 7.1
shows the times for the single sessions per participant. Four MPE, four PE, and
three TfS sessions were missing, so 44 MPE and PE sessions, and 45 TfS sessions
were available for the evaluation. Considering all complete session, P05 and P22
needed most time to finish all tasks and texts.

As can be seen in Figure 7.2, most of the time was spent in the TfS task and the
least in MPE. The differences between PE and MPE are not very noticeable. The
mean time spent was highest for TFS (mean: 989.4 s, sd: 258.8 s), then PE (mean:
748.1, sd: 206 s), and the least time was spent on MPE (mean: 668.9 s, sd: 200.1 s).
As the visualisation already suggests, the difference between PE and MPE is not
significant (t = −1.32, p = 0.1931). However, the differences between PE and TfS
(t = 3.544, p < 0.001) as well as between MPE and TfS (t = 4.76, p < 0.0001) are
significant, proving that TfS takes significantly longer than both PE tasks.

The differences between the the total required time per session is not very
different for students and professionals (see Table 7.2) and do not show signifi-
cance for the whole task set (t = −0.3, p = 0.7705) or for the single tasks (TfS –
t = −0.04, p = 0.9634; PE – t = −0.61, p = 0.5504; MPE – t = −0.17, p = 0.8682).

112



7.5 Session durations

P0
1

P0
2

P0
3

P0
4

P0
5

P0
6

P0
7

P0
8

P0
9

P1
0

P1
1

P1
2

P1
3

P1
4

P1
5

P1
6

P1
7

P1
8

P1
9

P2
0

P2
1

P2
2

P2
3

P2
4

0

1,000

2,000

3,000

4,000

5,000

6,000

7,000
TfS2
TfS1
PE2
PE1
MPE1
MPE2

Figure 7.1: Length of sessions per participant in seconds

MPE2 MPE1 PE1 PE2 TfS1 TfS2
0

2,000

4,000

6,000

8,000

10,000

12,000

14,000 P24
P23
P22
P21
P20
P19
P18
P17
P16
P15
P14
P13
P12
P11

Figure 7.2: Added length of sessions per task in seconds

113
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There is also no correlation between experience9 and time neither for the com-
plete data set (r = −0.117, p = 0.334) nor the single tasks (TfS – r = −0.068,
p = 0.7506; PE – r = −0.162, p = 0.4596, MPE – r = −0.312, p = 0.1464).

Table 7.2: Mean and standard deviation for the duration of the sessions
according to task and status

Professionals Students

Mean SD Mean SD

TfS 986.9 276.4 991.9 252.3
PE 720.4 212.4 773.5 205.9
MPE 661.3 236.6 675.9 170.5

The result that TfS takes more time than the PE tasks was to be expected. Sav-
ing time is supposed to be one of the main benefits of PE, which was indeed
achieved in this experiment. Interestingly, MPE saves a significant amount of
time, which may have been expected as the participants do not have to process
the source text. Further, it is quite surprising that there is no significant time dif-
ference between students and professionals in all tasks. A hypothesis could have
been that professionals are significantly faster at least for the TfS task, because
they are more experienced in this task. One reason why there is no significant
difference might be that professionals are unfamiliar with the text type, because
they do not have to deal with general language texts in their professional life.
Another explanation might be that the professional translators are more careful
with their translations/post-edits and hence spent more time on revising.

7.6 Complexity levels of the texts

Texts, even of the same text types, have different complexity levels.Therefore, the
assumption is that the more complex a text is, the harder the text is to translate
and the more problems may occur that need to be overcome. The following table
(Table 7.3) introduces the complexity of the six texts used for the experiments.
The higher the score of a text the more complex the text, except for the Flesch
reading ease score, where it is the other way around.

9Find further information on the experience vector in §8.1.
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Table 7.3: Complexity levels according to different test scores

Text #

1 2 3 4 5 6

Flesch reading ease score 79.2 57.9 38.1 42.7 48.6 29.7
Automated readability index 7.6 13.7 20.5 14.9 14.1 13.8
Flesch-Kincaid grade level 5.6 10.9 16.1 12.3 11.5 13.1
Coleman-Liau index 9.2 12.3 15.1 15.6 14.6 16.4
Gunning fog index 8.9 14.7 20.2 16.4 15.3 16.8
SMOG index 8.7 12.7 16.1 14.2 13.5 14.1
Mean valuea 8 12.9 17.6 14.7 13.8 14.8

aExcluding Flesch reading ease score

The scores from Table 7.310 show that the complexity level rises from Text 1 to
Text 3, which was also stated in Hvelplund (2011: 88–93), who did not only take
reading scores into consideration, but also word frequencies, and the amount of
non-literal expressions. Starting with Text 4, the picture is not that clear. Accord-
ing to the Flesh reading ease score, Text 4 and 5 would be less complex than Text
3, but more complex than Text 2; and Text 6 would be the most complex. Some
of the other scores contradict the picture. The Colman-Liau index indicates that
Text 4 and 6 are more complex than Text 3, while other scores state that Text 3 is
the most complex.Therefore, the mean value of the scores was calculated to sum-
marise the results of the single scores, excluding the Flesch reading ease score,
because it represents complexity with low numbers and in general the numbers
are much higher than for the other scores. The mean of the scores rank the texts
in the following order (least complex to most complex): Text 1, Text 2, Text 5,
Text 4, Text 6, Text 3 – see Table 7.3. Note that the difference between Text 4 and
Text 6 is very low.

7.7 General keystroke effort for modifications

This chapter presents the number of tokens that were inserted and deleted in the
different tasks, first for all participants, then for professionals and semi-profes-

10Calculated on http://www.editcentral.com/gwt1/EditCentral.html (last accessed on 18 Novem-
ber 2014).
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sionals separately.The data were automatically generated in Translog II. See also
Carl et al. (2011: 132–133) on keylogging data evaluation for the first three texts.

Table 7.4 displays the total token count (Token) for all participants, the percent-
age of the insertions/deletions in relation to the total modification count for the
single tasks (Percent), the mean (Mean), the standard deviation (SD) and median
(Median) values for all participants, and finally the highest (Max Token) and low-
est (Min Token) number of tokens that occurred in all the data.The corresponding
participant is listed in the last two rows indicating the maximum and minimum
token.

Table 7.4: Total token count

MPE (42) PE (41) TfS (45)

Insertions Deletions Insertions Deletions Insertions Deletions

Token 13450 12401 14913 13888 52509 9468
Percent 52 48 51.8 48.2 84.7 15.3
Mean 305.7 281.8 346.8 323 1117.2 201.4
SD 188.9 176.1 170.7 168.9 200.6 121.8
Median 273 258 286 265 1097 175
Max Token 1159 (P22) 1057 (P22) 956 (P22) 972 (P22) 1695 (P12) 598 (P22)
Min Token 92 (P1) 61 (P1) 138 (P13) 121 (P23) 750 (P12) 32 (P18)

MT produces a full target text, although it is often very error prone. Accord-
ingly, it seems obvious that the number of inserted tokens is quite similar to the
number of deleted tokens for MPE and PE. The defective target text segments
are replaced by (expectedly) improved target text segments. However, it is inter-
esting that in both tasks a few more tokens were inserted than deleted. In total,
68.2% of the participants inserted more tokens than they deleted in MPE, sim-
ilarly 67.4% added tokens in PE. On average, the texts were 23.4 tokens longer
after MPE and 23.8 tokens longer after PE. One reason might be that German
translations are in general longer than the corresponding English source texts.
The MT output, however, is often very literal. Therefore, it might be necessary to
expand some text segments. Further, more insertions and deletions were made
on average in the PE task compared to the MPE task, which might already in-
dicate that the participants could recognise flaws in the MT output more easily
and effectively when they were able to refer to the source text.

The nature of TfS explains that the number of insertions is much higher than
the number of deletions. In contrast to the PE tasks, a target text has to be pro-
duced first. However, the number of deleted tokens is quite high, especially when
we take into consideration that the number of inserted tokens includes the tokens
that were deleted again at some point later in the session.This proves that human
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translators do not produce fully intact translations right away, but they may cor-
rect spelling mistakes as well as reconsider their initial decision. Of course the
roots of the mistakes are very different, but a perfect translation does not come
naturally, neither for the human nor for the machine. Finally, changes to the ini-
tial version and the final version are not only visible in the deletions but are also
hidden in the insertions. Rephrasing does not necessarily mean deleting tokens
and typing new tokens, but texts can be improved by insertions. One case could
be that content was forgotten in the first text creation (unlikely with MT).

However, another very important characteristic of fluent texts, especially in
German, is the use of particles. One example can be found in P18_T6 (partic-
ipant 18 is the one with the lowest deletion number): The participant turned
the sentence “Diese Gesellschaften sind folgerichtig oft nicht reich bevölkert”,
which is a correct sentence grammatically and in terms of content, into “Diese
Gesellschaften sind folgerichtig oftmals auch nicht reich bevölkert”,11 which is
an equally grammatically correct sentence with the same content. Oft and oft-
mals can be used synonymously, while auch emphasises the relation between
this sentence and the previous sentence.This participant apparently thought that
the text would be more fluent, if these particles were included, although the PE
guidelines implied that stylistic improvements should not be made (see §7.3).

The amount of changes in the MPE and PE tasks are impressive: While some
participants only needed a few tokens to adjust the MT (92 insertions and 61
deletions in MPE and 138 insertions and 141 deletions in PE), the participant who
changed the most in one MPE task (1159 inserted tokens and 1057 deleted tokens)
has a higher modification rate than required for the average translation (1117.2
inserted tokens and 201.4 deleted tokens) and almost as high a number for PE
(956 inserted tokens and 972 deleted tokens).12

Table 7.5 and Table 7.6 divide the presented numbers into insertions and dele-
tions for professional and semi-professional translators. The differences between
both groups are not very great. As can be seen in Table 7.7, there is no significant
differences between students and professionals, and no significant correlation
between experience and keylogging behaviour. What catches the eye are the dif-
ferences between max. token and min. token, which are not as major for the
semi-professionals as those of the professionals. However, most of the max. to-
ken in the professional group were produced by one participant, which might
suggest extensive editing behaviour of this participant.

11Highlighted by the author.
12According to the numbers, one of the MPE sessions and the PE session of participant 22 would
qualify as outliers. However, as no technical reasons could explain the data, the sessions are
not excluded from the data.
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Table 7.5: Total token count of professional translators

MPE (21) PE (19) TfS (23)

Insertions Deletions Insertions Deletions Insertions Deletions

Token 6942 6543 7326 6907 26935 5233
Per cent 51.5 48.5 51.5 48.5 83.7 16.3
Mean 330.6 311.6 385.6 363.5 1171.1 227.5
Median 259 266 329 284 1141 184
SD 252.4 233.3 200.8 202.4 175 134
Max Token 1159 (P22) 1057 (P22) 956 (P22) 972 (P22) 1632 (P07) 598 (P22)
Min Token 92 (P01) 61 (P01) 138 (P13) 121 (P23) 882 (P21) 69 (P19)

Table 7.6: Total token count of semi-professional translators

MPE (23) PE (24) TfS (24)

Insertions Deletions Insertions Deletions Insertions Deletions

Token 6508 5858 7587 6981 25574 4235
Per cent 52.6 47.4 52.1 47.9 85.8 14.2
Mean 283 254.7 316.1 290.9 1065.6 176.5
Median 276 249 268 254 1044 142
SD 103.7 97.5 139.5 132.5 213.3 105.7
Max Token 564 (P18) 537 (P18) 723 (P09) 598 (P09) 1695 (P12) 546 (P12)
Min Token 104 (P4) 101 (P20) 138 (P14) 123 (P14) 750 (P12) 32 (P18)

Table 7.7: Significance tests for keylogging data

Mann-Whitney-U-test
Insertions Deletions

W p W p

Total 2643.5 0.3302 2560 0.5341
MPE 250.5 0.775 258 0.9037
PE 327 0.1693 277.5 0.7749
HT 365 0.05964 342.5 0.1601

Correlation with Experience
Insertions Deletions

r p r p

Total 0.067 0.2527 0.086 0.1493
MPE 0.126 0.2304 0.138 0.189
PE 0.125 0.2341 0.015 0.8864
HT 0.085 0.412 0.155 0.1353
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7.8 General analysis of errors in the final texts

Before analysing the problem solving strategies, the translation product will be
examined for errors in this chapter to assess the quality of the TfS and PE tasks.
Quality assessments of translations have been widely discussed in translation
studies, e.g. House (1997), Hönig (1997), Mertin (2006) or Reiss (2014), and some
studies were published on the quality ofMT, too, e.g. Fiederer &O’Brien (2009) or
Lacruz et al. (2014).13 However, too complex models and typical error categories
cannot be applied in this study, because the PE guidelines (see §7.3) stated clearly
that not all linguistic aspects are important for the final target text; i.e. stylistic
characteristics cannot be considered while analysing the target texts when the
PE guidelines dictate that style is to be neglected.

To explain the nature of errors, Rasmussen’s skill-rule-knowledge framework
differentiates three levels (cf. Reason 1990: 42-44, Jungermann et al. 2010: 38-
40): skill-based, rule-based, and knowledge-based errors. The skill-based level
describes errors that happen in every day situations by accident. Usually, the
person knows what (s)he is doing and intends to do it correctly, but accidentally
makes a mistake. In translation, a typical example would be typing errors. A set
of rules for the situation is known to the person on the rule-based level, but
(s)he applies those rules incorrectly. A translation-related example of rule-based
errors would be the wrong application of grammar rules. Finally, errors on a
knowledge-based level occur, when the situation is new to the person and (s)he
does not have a predetermined set of rules to cope with the situation. This might
happen in translation, when the translator chooses a wrong term in the context,
because (s)he does not know better. As the examples showed, all error levels can
be detected in translation situations. Therefore, they will be applied to the error
categories later on.

In Schäfer (2003), error categories are introduced that were established at SAP
AG to develop a standard PE guide. At the time the paper was published, four
different MT systems were used at SAP AG for different languages. The guide is
intended to help the translators with the new task of PE as well as to encourage
the translators to keep an open-mind towards MT and should be applicable for
the output and workflow of all four MT systems. The four error categories in-
troduced are: lexical errors, syntactic errors, grammatical mistakes, and mistakes
due to defective source texts. The latter did not occur in the six source texts in this

13Furthermore, there are numerous publications on automatic MT output evaluation. Two of
the most famous automatic matrices are BLEU (Papineni et al. 2002) and METEOR (Lavie &
Denkowski 2009). The MQM framework has been developed to evaluate both human transla-
tion and MT (Lommel et al. 2014)
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study, which is to be expected in an experimental setting. However, this is an
important aspect when technical texts are translated in practice (cf. Horn-Helf
1999; 2007) . Another aspect is that MT output was analysed in Schäfer’s study,
while the study at hand will focus on mistakes in the final target texts. There-
fore, syntactic mistakes were not included, because they appear less often in the
post-edited text than in MT output and some syntactic structures could instead
be categorised as bad style, which is not included in this analysis.

Further, Mertin (2006: 232–258) error categories were consulted, as well. Due
to the inclusion of the PE and MPE task as well as the experiment setting, most
translation relevant criteria, all reference relevant, formal, and job specific crite-
ria had to be excluded. However, all criteria concerning language rules were in-
cluded: Spelling mistakes and typos were condensed into one category (spelling),
punctuation was extended for the category “spaces”, and grammar was consid-
ered. Only two categories could be included from the translation relevant criteria,
namely content mistakes and word mistakes, which were summarised in the cat-
egory “lexical mistakes”.

To put it in a nutshell, this chapter will only focus on superficial error cate-
gories to make the analysis more objective and adaptable for both tasks.14 This
also means that the error analysis is incomplete. The following error categories
were established: spelling, grammar, punctuation, spaces, and lexical mistakes.
Other common categories like style and collocations were not included, because
they are usually, at least to some degree, subjective. Further, in the PE instruc-
tions the participants were asked to correct only the most important mistakes,
keep as much of the MT output as possible, and disregard style and personal pref-
erences. Finally, those mistakes can be detected without consulting the source
text which makes the counting process faster. Unfortunately, this procedure had
the side effect that content mistakes could not be included.15 However, an elab-

14The MPE task will be excluded from this analysis, because the nature of the tasks requires
assessments on a content level, wheremost or themore severemistakes are expected. However,
more details can be found in Nitzke (2016b).

15While assessing the texts, hardly any content-based mistakes became obvious. If content had
appeared to be a serious problem in these two tasks, the source text and the error category
would have been included. Despite the familiarity with the texts, some content mistakes could
be found nonetheless, e.g.: In Text 3, the source texts says “which includes oneminister charged
with crimes against humanity”, which was realised by one participant as “zu der auch ein
Minister […] mit der Einhaltung der Menschenrechte beauftragt wurde”. Next to the misuse of
“zu” or the missing verb (could be both and was counted as one lexical mistake) the content is
not correct (“to which one minister […] was mandated to adhere to the human rights”).
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oration on content mistakes in the English-German data set can be found in
Nitzke (2016b), where there is also more information on the mistakes in the MPE
texts. The latter produced many more content mistakes than the other two tasks,
while the non-content relatedmistakes presented in this chapter occurred almost
equally often in MPE as in the other two tasks.

Spelling mistakes refer to typos in most cases. Translog II does not provide an
automatic spell-checker as it is a component of most document and word pro-
cessing tools as well as translation memory systems. Therefore, most spelling
mistakes may not have occurred if another software had been used. However, the
repeated occurrence of spelling mistakes reflects on the fact that translators (and
probably all other computer users, too) have become used to this kind of assis-
tance and how challenging it is to find typos in self-produced texts. Most spelling
mistakes should be skill-based errors, butmight occasionally be knowledge-based
as well (e.g. the correct writing of a new term is unknown).

The same applies to grammar mistakes. Most of these probably have their
source in either typos or the reorganisation of the sentence structure. When not
enough attention is paid during the latter, suffixes of grammatical cases or arti-
cles might survive the reorganisation that are wrong in the new syntactic struc-
ture. These mistakes occur more often in German texts than in English texts
because of the more diverse grammatical inflection in German. Grammar mis-
takes may either be on a skill-based or rule-based level. The knowledge-based
level can be ruled out as all participants are German native speakers and trained
translators.

Most punctuationmistakes can be traced back to missing or too many commas,
or missing hyphens etc. Mistakes concerning spaces include two or more spaces
where there should only have been one and missing spaces behind hyphens. For
the same reason as mentioned above for grammar mistakes, punctuation and
space mistakes should occur on a skill-based or rule-based level as well.

Lexical mistakes only concern errors that can be detected without consulting
the source text in this analysis. This means that the translator may have chosen
the wrong lexical realisation and this mistake is not included in this category.
Onlymistakes that could be detected without the source texts were counted.That
may include words that do not exist in German or their meaning does not suit
the context, e. g. compromise was translated as “kompromittieren” which means
expose/denounce/put someone in a bad light etc. rather than impair or endanger.
Other lexical mistakes were wrong realisations of the chosen words, e.g. the of-
ficial abbreviation of “Jahrhundert” (century) is “Jh.” and not “Jhdt” in German.
Most lexical mistakes should either be skill-based or knowledge-based errors.
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In all 92 sessions (45 PE and 47 TfS), 139 mistakes were counted (overall data
set – mean: 1.51, sd: 1.32; TfS – mean: 1.47, sd: 1.28; PE – mean: 1.56, sd: 1.36),
which were distributed as follows:

Table 7.8: Mistake count

mistake spelling grammar punctuation spaces lexical

count 51 29 23 14 22
% 36.7% 20.9% 16.5% 10.1% 15.8%

Of those mistakes, 70 were made in the PE, 69 in TfS; 81 by semi-professionals,
58 by professionals. However, professionals (44) completed fewer sessions than
students (48). Therefore, the following table shows the mean values:

Table 7.9: Mistakes (mean and SD) per text related to task and status

TfS – mean TfS – SD PE – mean PE – SD

professionals 1.217 1.204 1.429 1.287
students 1.708 1.334 1.667 1.434

The standard deviation is quite high, which indicates that the results for the
individual participants are very different and cannot be back-tracked to task or
status of the participant. However, a correlation test shows that there is a statis-
tically significant correlation between the experience factor16 and the number of
mistakes when the whole data set is taken into consideration. The correlation is
negative and very weak (rπ = −0.175, p = 0.0294), which means that the more
experienced the translator is, the (slightly) fewer mistakes (s)he makes. However,
there is no significant correlation when the data are separated by tasks (TfS17 –
rπ = −0.212, p = 0.0612, PE – rπ = −0.108, p = 0.3504). A Mann-Whitney-U-
test showed that there is no significant connection when the data set is divided
by groups (W = 877, p = 0.1481), nor between task and number of mistakes
(W = 1092.5, p = 0.78), or between previous PE experience and the amount of
mistakes (W = 1053.5, p = 0.3573).

16See further information on the experience vector in §8.1
17It seems plausible that the data for TfS might have reached significance if more participants
had taken part in the experiment.
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7.9 Criticism of the data set

Whenwewant to find out what happens in the translators mind, wewant to keep
the experiment situation as natural as possible to mirror translation behaviour
that is as close to real-life behaviour as possible. On the other hand, experiments
on cognitive processes need to be as controlled as possible to achieve generalis-
able results. These conflicting interests can hardly be united in translation pro-
cess studies. Though the study at hand aimed to be as controlled and natural as
possible, at the same time, some points in setup and conduction of the experi-
ments can be criticised, which will be done in the scope of this chapter.

To create natural translation environments, the keylogging system runs in
the background so that the participant is not aware that his/her keystrokes are
recorded. Furthermore, a desktop eyetracker is used in the experiments. Com-
pared to a head-mounted eyetracker or an eyetracker with a chinrest, a desk-
top eyetracker does not physically influence the participant and allows him/her
to move relatively freely.18 However, there are still a lot of factors that change
the work environment, like O’Brien (2009) already pointed out: the monitor is
most likely different to the one translators use at home, the computer might be
equipped with an unfamiliar operating system or different software (or different
versions), and the non-identical keyboard might result in typing errors and the
translation processes might be slowed down (at least until the participant has ad-
justed to the keyboard).These factors probably influence professional translators
more than student translators, because the latter most likely do not have a work-
ing environment as fixed as the professional translators. Students may, e.g., be
required to use computers at the university for particular courses. A completely
natural work environment could only be possible if the participants participated
in the experiments with their hard- and software at home or in their offices. This,
however, is not possible with the eyetracking system, which needs to be installed
and adjusted. On the other hand, it would be difficult to guarantee that all par-
ticipants finished all texts in a row and under the same conditions.

Another very critical point in this experiments is the choice of the text type.
Professional translators hardly deal with newspaper articles – it is almost in-
significant for the field. Most professionals specialise in a certain domain at the
beginning or during their career (cf. Schmitt et al. 2016), which might be tech-
nical, IT, economic, law, medical translations etc. and may have not translated
newspaper articles for years or decades, if at all. In an online survey published

18The area in which the participant can move is of course restricted, but translators tend to sit
quite still when they work (see §7.1.4).
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by Hommerich and Reiß (cf. 2011: 71), which was conducted on behalf of the BDÜ
(see §4.4), the authors reported that 49% of the members that participated in the
study (in total 1570) specialised in the field “Industry and Technology (general)”,
45% in “Law and Administration”, 41% in “Economics, Trade, and Finances“, 25%
in “Medicine and Pharmacy”, and 23% in “Information Technology”. Only few
translators specialised in fields that might require the use of general language
like “Culture and Education” (13%), “Sports, Recreation, and Tourism” (10%), or
“Media andArt” (9%), althoughmost of these fieldsmight require domain-specific
language and terminology as well.19 However, student translators often have/had
to translate newspaper articles in courses to gain general translation competence
in Germersheim.20 Therefore, some of the statements about translation compe-
tence that will follow may not be meaningful to a full extent, because we cannot
judge the balance between familiarity with the text source and translation com-
petence (cf. O’Brien 2009).

If we consider real life translation situations, a MT system other than Google
Translate should have been chosen to prepare the source text for PE. A much
higher quality could be achieved with MT systems that were trained with com-
pany-specific corpora, so the PE taskwould bemuchmore efficient. However, the
resources are very limited at a university. Therefore, it is not plausible to train
a system for only one experiment. On the other hand, as was already discussed,
newspaper articles are not a typical text type in professional translation and it is
highly unlikely that a company would train a MT system to translate these text
types. Google Translate might, therefore, be a quite sophisticated MT system for
our purposes, because it is trained with all kinds of text from the world wide
web.

Last but not least, the data were collected to gather comparable translation pro-
cess data for different language combinations that can be accessed for free via an
online platform to tackle various research questions. Therefore, the data existed
before the research question and the hypotheses were formulated. Methodologi-
cally, this could be judged as quite critically because the tasks were not precisely
tailored to assess the research question and the conditions cannot be controlled.
On the other hand, relatively natural texts were used; and due to the large scope
of the experiments, the study at hand can be expanded to other languages in
the future. Further, as was already presented in §7.4, many other studies have
been conducted with the data set. Another aspect is that all participants started
with the TfS task, followed by the PE task and finished with the MPE, which

19The follow-up study from 2016 presents very similar numbers.
20This approach is controversial from a didactics point of view, as well.
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might have influenced the task behaviour, because the participants became tired
towards the end of the experiment or first had to get used to the text type at the
beginning of the experiment. Further, this might have influenced the answering
behaviour in the retrospective questionnaires, which will be discussed in §8.3 on
flaws in the questionnaire.
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As part of the experiment, the participants were asked to complete two ques-
tionnaires, one before the experiment and another immediately afterwards. The
results of these questionnaires are presented in this chapter. A general introduc-
tion to the methodology can be found in §7.1.2. The questionnaires focused on
social-statistical characteristics of the participants, and ask for facts, behaviour,
and opinions.They contained open questions, yes-/no-questions, and Likert scale
questions. The latter is a psychometric scale and the scale is used predominantly
in social sciences. The responses are usually at least five-ary and every item mea-
sures a different intensity of the measured feature/phenomenon (cf. Döring &
Bortz 2014: 268–269). In the following section, values will be calculated for most
questions to better illustrate the general opinion of the participants and in which
direction it points. The explanation for the single values is presented with the as-
sociated question. Some of the questions from these two questionnaires were
already briefly discussed in Carl et al. (2014). The questionnaires and the data
recordings were part of an extensive multilingual translation process research
project initiated by the Copenhagen Business School. The data are comparable
for different languages and is publicly available (for more information see §7.2).
Hence, the questionnaires were not adjusted to the research questions at hand,
although that might have been necessary to some degree.

All analyses in this and the following chapters were conducted in either Mi-
crosoft Excel (mainly for simple calculations and diagrams) or R (R Core Team
2013; mainly for statistical tests).

8.1 The questionnaire prior to the experiment

The aim of this questionnaire was to elicit general information about the partici-
pants (degree of experience, languages) as well as rough opinions on MT and its
relevance in translation practice.

The first point of interest was the gender of the participants: 17 women and
7 men participated in the experiments. Taking into account that the majority
of translators are female this is quite a balanced ratio (cf. Hommerich & Reiß
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(2011: 60) reported that 81% of the participants were female in a members’ survey
of the BDÜ – one of the biggest associations for translators and interpreters in
Germany). Additioally, the focus of this study will not take gender or any socio-
cultural aspects into account.

The next question was whether the participants wore glasses or contact lenses,
because glasses and contact lenses can influence the quality of the eyetracking
data (Poole & Ball 2005: 216). While the use of optical aids is not important to
evaluate the performance of the translator themselves, it could rather be used
to explain irregularities in the gaze data. Seven participants wore glasses, five
contact lenses and twelve neither. The gaze precision for the single recordings
are indicated in percentage in the Tobii Studio software. For example, if eye
movement was recorded for 12 minutes in a 15 minute long session, the gaze
precision would be 80%. Reasons for no recorded eye movement could either be
technical difficulties or situations where the participant was not looking at the
screen (and instead was looking at the keyboard while typing, etc.). The mean
gaze precision for the single sessions shows differences according to the optical
aid: When the participants wore no optical aid 82.9% of the eye movement were
recorded (sd: 13.9). This is a little more than what was recorded for the group
of participants who wore contact lenses (mean: 75.8%; sd: 9.4). Finally, only for
58.9% (sd: 30.8) of the eye movement was recorded in the sessions where the par-
ticipants wore glasses. The differences between the three groups is statistically
significant (p < 0.0001)1. The high standard deviation observed for the partici-
pants who wore glasses might indicate that not all participants with glasses are
difficult to record, but maybe some characteristics of the glasses complicate the
recording (e.g. the size or the thickness of the lenses, or the frames of the glasses).
Further, it was expected that less eye movement is recorded for the translation
from scratch task, because more text production is necessary and hence it may be
plausible that the participants spent more time looking at the keyboard than for
the other two tasks. However, when ordered according to task, only minor dif-
ferences can be recognised (MPE – mean: 74.2, sd: 23.7; PE – mean: 78.2, sd: 19.0;
and TfS – mean: 73.5, sd: 21.3), which are not statistically significant (p = .2941)
and hence will not be discussed further.

The subsequent three questions dealt with the background of the translators:
All participants were German native speakers and considered English their first

1The tests for significance were conducted with a Kruskal-Wallis test because the data were
divided into three groups and were not distributed normally. The exact data were Kruskal-
Wallis χ2 = 24.4967, df = 2, p = 4.793 × 10−6 for the test between the percentage of recorded
eye movement and the type of optical aid, and Kruskal-Wallis χ2 = 2.4475, df = 2, p = 0.2941
for the test between the percentage of recorded eye movement and the task.
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(83%) or second foreign language (17%). The formal translation education of the
professionals was on average 5.04 years (sd: 0.92), whereas the students had on
average 3.46 years (sd: 1.66) through their studies (see Table 8.1 – together 4.25
years on average – sd: 1.54).

Table 8.1: Years of education

Professional translators Student translators

years of education 3 4 4.5 5 6 1.5 2 2.5 4 4.5 5 6
no. of part. 1 1 1 5 4 1 4 1 2 1 1 2

According to Table 8.2, the participants had 4.71 years professional translation
experience on average (sd: 6.14). Self-evidently, the group of professional transla-
tors had far more translation experience (mean: 9 years, sd: 6.19 years) than the
students (mean: 0.42 years, sd: 0.67 years), and the professionals had a broad age
range which also explains the high standard deviations.

Table 8.2: Years of experience

Professional translators Stud. transl.

years of exp. 0 0.5 4 4.5 8 10 12 14 17 20 0 1 2
no. of part. 1 1 1 1 2 2 1 1 1 1 8 3 1

Most of the students are in themiddle or the final stage of their studies; some of
them even have professional experience. Therefore, they are not beginners and
are rather classified as semi-professionals. The high standard deviation in the
experience values – for the all participants-group as well as for the sub-groups –
are the reason for the introduction of a new figure which will better represent the
experience of the participants and will unify years at university and professional
experience. This value will be called experience coefficient (see also Nitzke 2016b).
The simple equation that is used to calculate the experience coefficient is the
following:

(1) Experience = years of education ∗ 1 + years of professional experience ∗ 2

This new experience coefficient has a number of advantages: First, we have
one figure combining experience at university and work experience instead of
two. In two cases, the professional translators have less experience than a few
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students, because they only recently received their degree and did not gather any
professional experience during their time at university. Further, the professional
experience within both groups is very inhomogeneous (see Table 8.3). Although
differentiating between students and professionals is appropriate inmany scenar-
ios, students who have studied for two years at university and students who have
studied for five years and have had one year of professional experience outside
university should not necessarily be clustered together. The same applies to pro-
fessionals who have had two years of professional experience and professionals
who have had more than ten years of experience. Finally, a single numeric figure
for experience will simplify calculation of statistics, like correlations, between
phenomena and experience and is more useful than calculating statistics only
according to the two statuses semi-professionals and professionals (e.g. Martínez-
Gómez et al. 2014 or discussion in Singla et al. 2013). Table 8.3 illustrates which
participant has which status and how much experience according to the experi-
ence coefficient at the point when the experiments were conducted.

Table 8.3: Experience coefficient

Participant 1 2 3 4 5 6 7 8 9 10 11 12
Status P S S S S P P S S S S S
Experience 14 6.5 3 4 8 45 20.5 5 2.5 6 6 5.5

Participant 13 14 15 16 17 18 19 20 21 22 23 24
Status P S P S P S P P P P P P
Experience 6 2 30 2 19 2 40 4 34 13 25 26

It is assumed that professionals translate a lot more in their everyday life than
students at the university, where they “only” attend a few translation courses per
semester (if at all) and also concentrate their studies on other topics like trans-
lation theory, linguistics, cultural studies, etc. which might indirectly improve
their translation behaviour, set the basis for responsible translation choices, and
develop the problem solving ability. These activities, however, are not as sub-
stantial as full-time translating. Hence, professional experience was weighted
stronger than years of study. Further, a learning curve was not implemented
in the calculations, because there are no studies known to the author that de-
scribe how a learning curve for professionalism in translation would look, and,
additionally, other studies used simple years of experience as well for calculat-
ing correlations between translation behaviour and experience (e.g.: De Almeida
2013).
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Moorkens & O’Brien (2015) examine in their study with nine expert transla-
tors (on average 11.3 years translation experience and 4 years PE experience) and
35 undergraduate student translators the productivity/speed of the participants,
the edit distance of their final product, and their attitude towards PE. The pro-
fessional group was much faster than the students, while the students tended to
edit less of the MT output and they had a more positive attitude towards PE –
although almost half of the students had negative feelings about PE, too. Con-
clusively, this study shows that it might be reasonable to distinguish between
professionals and novices because they displayed a different working behaviour
and different attitudes towards PE. However, the study does not specify how het-
erogeneous or homogeneous the participantswere. In the analysis chapters of the
study at hand, the differentiation between the status of the participants will not
be disregarded because visualising data in two groups is much more expressive
than according to experience. Further, the status of a participant naturally gives
a first impression of the experience. In general, students are less experienced
than professionals. When it is tested whether the experience coefficient is signif-
icantly different between students and professionals, we get a highly significant
result (W = 134.5,p < 0.00042).

The last experience-related question of the pre-experiment questionnaire asked
whether the participants had any experience with PE. In the professional group,
half of the participants had post-edited prior to the experiments, while only 17%
of the students had experiencewith PE. Unfortunately, this question does not pro-
vide any insights on how often the participants have post-edited before, whether
they do it regularly and whether they gained the PE experience recently or years
ago. In future research, this question needs to be more detailed to achieve a better
understanding of the PE experience.

The experience of the translators is quite important for the analysis, because
it influences the outcome of the translation and, from a problem solving per-
spective, it is assumed that “[t]he difference in performance between experts
and less skilled individuals is not a simple difference in accumulated knowledge
about past experience”, but also “appear[s] to reflect differential ability to react
to representative tasks and situations that have never been previously encoun-
tered” (Ericsson 2003: 57). Hence, one could expect that the more experienced
translators with no PE experience are better post-editors than semi-professional
translators with no PE experience. On the other hand, both tasks are quite differ-
ent and it also seems plausible that more experienced translators stick to already

2The test was conducted with a Mann-Whitney-U-test, because the experience coefficient is not
distributed normally.
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established translation behaviours and strategies that might not be suitable for
PE. Further, experienced translators might even be more reluctant to use MT out-
put (see e.g. Silva 2014). The PE guidelines specified, for example, that style did
not need to be addressed. However, it might be hard for an experienced trans-
lator who had to apply high quality standards to his/her translations for years
and decades to discard this aspiration, which might hinder the PE task. There-
fore, I assume that translation experience plays a vital role in problem solving
behaviour (see §6).

After collecting general information about the translation background of the
participants, the next part of the pre-experiment questionnaire dealt with expe-
rience with and opinions on MT. The questions will be stated at the beginning
of the paragraph in italics in the following.

Q1: How frequently do you use machine translation? – The participants could
choose between different answers – every day, every 2 to 3 weeks, every month,
once or twice a year, never (see Figure 8.1). These answers are ranked with differ-
ent values so that the total value for all participants reflects the answers. There-
fore, never is given the value zero, adding one point to every answer that indi-
cates an increased use of MT, ending with the value four for the answer every day.
The resulting values show that the participants use MT quite rarely (mean: 0.71,
sd: 1.08); the professionals using it even less (mean: 0.58, sd: 0.79) than the stu-
dents (mean: 0.83, sd: 1.34). The distribution of the answers is shown in Figure 8.1.
According to the numbers, the group uses MT systems less than once or twice a
year. This self-assessment of the use of MT systems remains questionable. As ex-
plained in §2.1, MT is quite common in the world wide web nowadays.Therefore,
it might be possible that participants are faced with MT much more often than
they care to admit or even realise, because they might not be aware how often
they are confronted with MT output when they visit websites. Or they consider
the question in a solely professional way and do not consider encounters with
MT in their everyday Internet use.

Q2: From your previous experience with machine translation outputs, how would
you rate your level of satisfaction in relation to machine translation? - The range
for this questions is very satisfied, somewhat satisfied, neutral, somewhat dissat-
isfied, highly dissatisfied. The distributed values have the purpose of reflecting
whether the attitude is rather negative (the value will be negative) or rather pos-
itive (the value will be positive). Therefore, the answer neutral gets the value 0
representing a neutral opinion, somewhat satisfied and very satisfied the values
1 and 2, respectively, representing a positive opinion, and somewhat dissatisfied
and very dissatisfied the values −1 and −2.
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Figure 8.1: How frequently do you use machine translation?
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Figure 8.2: From your previous experience with machine translation
outputs, how would you rate your level of satisfaction in relation to
machine translation?
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Some respondents chose not to answer to this question (see Figure 8.2). A
simple explanation for this is that over half of the participants claimed to have
never used MT. However, the number of respondents who have never used MT
and the number of respondents who did not provide an answer to the question
are not equal. More participants answered the question than claimed to have
never used MT which shows that they nonetheless have a certain amount of ex-
perience and/or opinions on MT – a sign that they might have only considered
the professional environment or that they have prejudices towards MT output.
When non-responses occurred, they were not considered in the calculated value,
i.e. the total number of answers decreased. Altogether, the general opinion on
MT is very low (mean: −0.71; sd: 1.36), which is in line with Gaspari et al. (2015:
348–350), who found in their study, which tries to draw a picture of the trans-
lation market, that 52% of the participants who have used MT judge the quality
as low or very low, 37% said the quality was medium, and only 11% perceived
the quality as high or excellent. However, this is not in line with the findings by
De Almeida (2013: 157) – most of her participants expressed a neutral or positive
opinion of MT in the questionnaire which was filled out before her experiment.
The value for the professional group is −1.25 (sd: 1.39). The value for the student
group is not as negative but still in the negative area (mean: −0.16, sd: 1.2). It is
rather hard to attach meaning to these opinions. From my subjective experience,
translators tend to evaluateMT output fromwhat theywould expect fromhuman
translations. MT systems, however, cannot deliver fully automatic high quality
translation (yet), except in very restricted domains (cf. Hutchins & Somers 1992:
147–149). Especially, unspecialised systems that are trained on all kinds of data,
which most systems available online are, cannot meet these requirements. Fur-
ther, the mistakes a MT system makes are more obvious and hence easier to
deplore than it is to value what the systems are capable of. This negative attitude
might even multiply, when the source language is known to the MT user and
(s)he can directly compare the source text to the MT output.

Q3: Do you think that you will want to apply machine translation in your future
translation tasks? - The simple yes-no question was extended with not sure (see
results in Figure 8.3).

Generally, the participants can hardly see themselves using MT systems in
their future translation jobs (17% could imagine usingMT, 50% could not, and 33%
were not sure). The professionals are not very convinced that they could use MT
for their work (58% of the professional participants decline the suggestion and
only one answeredwith yes), while the students aremore open to integratingMT
into their future translation tasks (25% of the student participants can imagine
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Figure 8.3: Do you think that you will want to apply machine transla-
tion in your future translation tasks?

using MT in the future; 42% cannot). As Figure 8.2 showed, the participants are
not very convinced of MT output in general. Therefore, the tendencies shown in
Figure 8.3 are in line with Figure 8.2.

Q4: In general, how feasible do you think it is to apply machine translation to pro-
fessional translation services? – Similar to the question about the satisfaction in
relation to MT, the answers were the following: very likely, somewhat likely, neu-
tral, somewhat unlikely, very unlikely. Accordingly, the distribution of the values
was similar: 0 points were given for neutral, 2 points for very likely, −2 points for
very unlikely. The values are quite close to zero in general (mean: −0.08, sd: 1.10)
and for both separate groups, but for the professionals the value is barely posi-
tive (mean: 0.08, sd: 1.08), while it is negative for the student group (mean: −0.25,
sd: 1.14). The distributions of the answers can be seen in Figure 8.4.

Interestingly, the participants judge this question rather neutrally, which is
contradictory to the answers from the last two questions. Professionals consider
MT (slightly) feasible for translation services, although they hardly use MT, their
general opinion on MT is very low, and they doubt that they will use MT in their
own future translation tasks. This could have various reasons. One could be that
they might have specialised in areas that are not targeted by MT (literature, ad-
vertising, marketing etc.), and can see the potential usability in other domains but
not in their own. Further, they might include in their considerations future devel-
opments in MT, meaning that they can imagine that MT output might be useful
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Figure 8.4: In general, how feasible do you think it is to apply machine
translation to professional translation services?

at some point but not now. Another aspect is that professionals are less negative
than students, although it was the other way round in the other questions. A
reason could be that professional translators are more sensitive about judging
the application of tools due to their more profound experience. Compared to the
group of professionals, the student group is rather open to MT. They use it more
often and have a better attitude towards MT. However, they are more negative
about the possibility that MT should find its way into professional translation
tasks. Again, we can only try to interpret the meaning. Maybe students are more
often confronted with MT, but cannot see how it could be used in a professional
environment (which most of them are not familiar with). There may be various
other approaches to interpret these findings, but the number of participants is
not very representative, so not too much importance should be attached to the
different directions indicated by these questions.

Further, questions Q1, Q2, and Q4 were tested statistically for a difference be-
tween students and professionals and none of the tests proved significance (t-
test or Mann-Whitney-U-test, depending on the distribution of the data): Q1 –
W = 70, p = 0.9222; Q2 –W = 21, p = 0.1342; Q4 – t = 0.7348, p = 0.4703.

Unfortunately, the metadata collected in this questionnaires did not cover the
fields in which the translators specialise or have specialised and whether they
deal with general language texts in their professional work at all. The semi-
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professional participants might even be more familiar with this text domain,
because general language translation is part of the curriculum of the B.A. pro-
gramme (and can be chosen in the M.A. programme). The translation process
might be influenced by the translators’ specialisation. As Lubart & Mouchiroud
(2003: 130) summarise, “high levels of domain knowledge can sometimes bias
problem solving, limiting the search space to readily available ideas”. They fur-
ther argue that many problems can be solved with this “canned knowledge”.
Nonetheless, creative problems often require the problem solver to break away
from what is already known. Different characteristics of individuals (character
traits, domain knowledge, motivation etc.) create the individuals’ creative prob-
lem solving ability, which explains why some people are able to work creatively
in one domain, but are not creative in others – creativity is not only necessary
for the arts and literature, but can also be found in engineering, physics, mathe-
matics etc. (ibid.: 130-136)

8.2 The retrospective questionnaire

The retrospective questionnaire was filled out directly after the experiments and
dealt mainly with a self-assessment of the performance during the experiment
and the evaluation of the machine output. The proximity of time has the advan-
tage that the participants are mentally still very involved in the TfS/PE/MPE
tasks. Moreover, the participants did not have to come to the lab a second time for
further questions. However, the participants probably were exhausted after this
quite extensive study. Hence, it is possible that they did not give much thought
to the questions (for more details on advantages and disadvantages of retrospec-
tive surveys, especially in connection with think aloud methods see Göpferich
2008). Unfortunately, one of the candidates – a professional translator - was not
able to conduct the whole experiment and therefore did not fill out the second
questionnaire. All in all, 23 questionnaires are available for assessment, eleven
from professional translators, twelve from semi-professional translators. We will
mostly continue to work with the original division of the participants in semi-
professionals and professionals for illustration reasons at this point of the study.

The first question dealt with the post-editing task: Q5: How satisfied are you
with the translation you have produced through post-editing? The participants
could choose from five answers – highly satisfied, somewhat satisfied, neutral,
somewhat dissatisfied and highly dissatisfied. The self-assessment was rather pos-
itive (mean: 0.43, sd: 1.08), especially for the student candidates. The values were
calculated in the following manner: highly satisfied gained 2 points, neutral 0
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points and highly dissatisfied −2 points.The professionals reached a general value
of 0.18 (sd: 1.25), which can be interpreted as neutral – keeping in mind that over
half of them were somewhat or highly satisfied. The students were even more
satisfied and assigned their output a general value of 0.67 (sd: 0.89). 75% of the
student participants were somewhat or highly satisfied, which is a lot.
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Figure 8.5: How satisfied are you with the translation you have pro-
duced through post-editing?

The next question was concerned with the personal assessment of the mono-
lingual post-editing task: Q6: How satisfied are you with the translation you have
produced through editing?3 The answer range was the same as in the question
above due to the similar nature of the question. Accordingly, the values were cal-
culated as in the prior question. The evaluations were more negative than for the
PE task (mean: −0.26 and sd: 1.29). The professionals were quite critical of their
work and were not satisfied (mean: −0.68, sd: 1.43). The students were in general
neither satisfied nor dissatisfied with their work (mean: 0.08, sd: 1.08), although
half of them were somewhat satisfied. The difference between both groups is not
significant for PE (W = 52, p = 0.3557) and MPE (W = 44.5, p = 0.18).

The next step was to find out whether the translators consider the MT out-
put helpful or obstructive. Q7: Would you have preferred to work on your transla-

3Unfortunately, the questionnaire did not ask for the satisfaction with the human translation
task, which would have been interesting to compare to the two PE tasks.
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Figure 8.6: How satisfied are you with the translation you have pro-
duced through (monolingual post-)editing?

tion from scratch instead of post-editing machine translation? This was a simple
yes/no question. The responses were very clear: 91% of the professional trans-
lators would rather have translated from scratch than post-edited the MT. The
general opinion among the semi-professional translators is similar, but not as
striking (75% of them would rather have translated from scratch). For the group
that means 83% of the participants considered the MT output obstructive.

Similar to one question in the first questionnaire, the translators were asked
whether they would integrate MT in their future translation tasks: Q8: Do you
think that you will want to apply machine translation in your future translation
tasks? As in the question in the prior questionnaire the simple yes-no question
was extended by not sure (see Figure 8.7).

Although it is the same question, which had already been asked in the first
questionnaire, the results are different (26% answered yes, at some point, 39%
chose no, never!, 35% were not sure – professionals: 18% yes, 36% no, 45% not
sure; students: 33% yes, 42% no, 25% not sure). Even more surprising is that the
translators were more open to the idea of using MT in future translation tasks, al-
though the participants would rather have translated the post-edited texts from
scratch than post-edited theMT output and the general evaluation of theMT out-
put was very bad (see next question). A contrast and a discussion of this question
and the different results before and after the experiment will follow in §8.3.
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Figure 8.7: Do you think that you will want to apply machine transla-
tion in your future translation tasks?

The next question was concerned with the assessment of the MT output. The
focus of this question will not be on the differences between the students and
professionals, although they will be pointed out, but rather on the average eval-
uation, which resulted in a very negative judgement (see Figure 8.8). Q8: Based
on the post-editing task you have performed, how much do you rate machine trans-
lation outputs on the following attributes - grammaticality, style, overall accuracy
and overall quality?

The following answers were possible for all four categories (in the diagram in
Figure 8.8 from left to right): well below average, below average, average, above
average, well above average. None of the translators ranked any of the four cri-
teria as well above average. For every criterion, a score was calculated in the
following manner: well below average was attributed −2 points, average got 0
points and well above average would have been 2 points. The scores given by
the translators for the individual criteria were on average all negative. Gram-
maticality was rated −1.26 (sd: 0.92; professionals – mean: −1.64, sd: 0.67; and
students – mean: −0.92, sd: 1.0); style, which is the least important in PE accord-
ing to most guidelines, was considered the worst criterion with a value of −1.43
(sd: 0.9; professionals – mean: −1.55, sd: 1.07; and students – mean: −1.33, sd: 1.07);
overall accuracy received the “best” evaluation with a value of −1 (sd: 0.85; pro-
fessionals – mean: −1.27, sd: 0.9; and students – mean: −0.75, sd: 0.75); and over-
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Figure 8.8: Based on the post-editing task you have performed, how
much do you rate machine translation outputs on the following at-
tributes - grammaticality, style, overall accuracy and overall quality?

all quality gained −1.26 points on average (sd: 0.75; professionals: mean: −1.36,
sd: 0.81; and students: mean: −1.17, sd: 0.72). It was tested whether the ratings of
both groups were significantly different, but no significant difference could be
observed: grammaticality –W = 37.5, p = 0.0595; style –W = 63.5, p = 0.8844;
overall accuracy –W = 43, p = 0.1401; overall quality –W = 55, p = 0.4844.

These results are in line with the answers from the first two questions and
the question whether they would have preferred to translate from scratch as
those assessments were quite negative, too. Apparently, the translators were re-
ally disappointed by the MT output. The results are a little surprising because
other studies have shown that the MT output is not that bad, at least in what ef-
ficiency increases are concernded (Läubli et al. 2013). First, it is doubtful whether
the participants can really judge what is above and below average when more
than half of them claim that they have never used MT before. Second, the MT
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quality assessment is very subjective and the participants may have based it on
what they would expect from human translators. Further, some questions in the
pre-experiment questionnaire already proved a rather negative attitude towards
MT or bad experience with MT output (see Figure 8.2 and Figure 8.3).

The last two questions focused again on the PE task. Q9: Based on the post-
editing task you have performed, which of these statements will you go for? The
aim of this question was to evaluate how much work was left after applying the
MT.The participants could choose whether they had to post-edit ALL the outputs,
about 75% of the outputs, 25–50% outputs, or only VERY FEW outputs. To create a
figurative value, the first answer I had to post-edit ALL the outputs was given 0
points, whereas the last answer I only had to post-edit VERY FEW outputs got 3
points.
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Figure 8.9: Based on the post-editing task you have performed, which
of these statements will you go for?

Although the distribution is a little different, professionals as well as students
agree on an average value of 1 (professionals sd: 0.89; students sd: 0.74), meaning
that in general the groups felt that they had to post-edit about 75% of the outputs.

Similarly, the next question asked: Q10: Based on the post-editing task you have
performed, how oftenwould you have preferred to translate from scratch rather than
post-editingmachine translation? The acceptable answers were similar: always; in
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8.2 The retrospective questionnaire

most of the cases (75% of the outputs or more); in almost half of the cases (approx.
50%); and only in very few cases (less than 25%) with always matching 0 points
and only a few cases 3 points.
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Figure 8.10: Based on the post-editing task you have performed, how
often would you have preferred to translate from scratch rather than
post-editing machine translation?

The value for the professionals is 0.73 (sd: 1.01) and for the students 1 (sd: 0.95).
Hence, the first group would have preferred to translate more than 75% of the
texts from scratch, while the students would have preferred to translate about
75% of the content from scratch. These last two questions showed (again) that
the participants were not very satisfied with the MT output and judged that they
hardly had any benefits from using the output. Questions Q9 and Q10 might be
influenced by the personal opinion about MT and PE even more than Q8 and its
sub-questions, because they may want to prefer TfS. As we saw in §7.3, PE (and
MPE) was (were) more efficient at least regarding time. No significant difference
between both groups was found again for the last two questions: Q9 –W = 66,
p = 1; and Q10 –W = 53, p = 0.4107.

As a final note, the last two questions were not worded properly and would
have to be adjusted if the study was replicated. The presentation of the single
response option is very blurry. When one option is I had to post-edit all the out-
puts, which can be interpreted as 100% and another I had to post-edit 25–50% of
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the outputs, the option I had to post-edit about 75% of the outputs would imply ev-
erything between 50 and 99%. Accordingly, the options are not weighted equally.
While one option only includes 1%, another includes 49%. This improper scaling,
however, indirectly shows the emotional situation of the participant. Although
the data show that they did not have to post-edit all the output, one third of the
professionals and one fourth of the students chose that option. The same applies
for the last question. While the question we just discussed left little room for in-
terpretation (95% might have been considered as all the output), the last question
directly says that always means 100%, because the next option in most of the cases
(75% of the outputs or more) directly states that everything including and above
75% is included. The option in almost half of the cases (approx. 50%) applies to 25
to 74% and only in very few cases (less than 25%) for the remaining percentage.
The weight of the single items is again unbalanced. The percentage for the par-
ticipants who opted for always is even higher than in the other question: Over
half of the professionals and one third of the students chose that option. This is
a strong statement against PE. However, we have to bear in mind that the MPE
task was the last task conducted in the experiments. Hence, the frustration might
not have been that severe for PE, but the participants could have been biased by
the MPE task.

8.3 Discussion

O’Brien (2002: 102) states that a positive attitude towards MT is one of the at-
tributes required by a post-editor to successfully complete the task. When the
translators were asked to give their opinion on their previous experiences with
MT engines, they claimed to be rather unsatisfied with the MT output (cf. Fig-
ure 8.2). The questionnaire did not ask in detail which MT engines the individual
participants had gathered experience with or when they had used them. So, it can
be assumed that their attitude towards the PE and MPE tasks was rather nega-
tive right from the beginning, which might have a negative influence on the final
post-edited target text. Further, only 50% of the professional and 17% of the semi-
professional translators had previous experience with PE, which might indicate
that some translators had difficulties with the task itself and do not have any
coping strategies, yet. It was not part of the questionnaire, but it seems probable
that the Translog II environment was new to most of the participants as the use
of Translog II is not very widespread outside of translation process research. Fur-
ther, the output was produced by an online MT system (Google Translate) that is
not customized to certain text types or the translators’ needs. When MT is used

144



8.3 Discussion

in professional translation environments, the MT engine is usually customized
to the special needs of the company (cf. §4.3). Therefore, the output of an online
MT system does not represent the quality that MT technology can provide. All
(these) additional coefficients may have contributed to the negative evaluations
of the MT output (cf. Figure 8.8)4.

Another interesting point is that although the participants were unsatisfied
with the MT output (cf. Figure 8.8), they claimed that they could hardly see any
use in the MT during PE, and would rather have translated from scratch (cf. Fig-
ure 8.9 and Figure 8.10), they were rather satisfied with the final version of their
post-edited texts (cf. Figure 8.5), and not that unsatisfied with their monolingual
post-editing task (cf. Figure 8.6 – especially concerning the self-assessment of
the students). One might have expected that the translators would be even less
satisfied if the MT output was very poor and the translators could not even refer
to the source text.These slightly contradictory assessments could be an indicator
of emotional impact and subjectivity. Although the proximity of time has it ad-
vantages, the results of this questionnaire might be coloured by the emotions the
participants experienced during the experiments. If a participant potentially had
problems with a post-editing task, his/her feelings about the MT output might
have been rather bad directly after the experiment, because (s)he may still have
been annoyed etc. Therefore, the evaluation of the MT, for example, might be
worse than it would have been after a couple of hours/days distance from the
tasks.5

Further, it is striking that the participants were more satisfied with their PE
outcome thanwith the final text of theMPE task. As the data were not distributed
normally, a Mann-Whitney-U-test was conducted which did not show significant
differences between the evaluation of PE andMPE task for both professionals and
students combined (W = 346.5, p = 0.0574), but might have with a higher num-
ber of participants. The different results in the self-evaluation might be related
to the fact that most participants were unfamiliar with the PE task and proba-
bly even less were familiar with MPE because they could not consult the source
text (as they do in TfS, too) to confirm or reject the MT output. Furthermore, the
available source text in the PE task can be characterised as a valuable aid that is
missing in the MPE task, which makes the task naturally more difficult.

4As mentioned above for the questionnaires in general, the MT system was also not adjusted,
because of the predetermined setup.

5As the setup of the experiment was predetermined by CRITT, who originally composed the
study, these considerations and decisions were not made by myself.
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In both questionnaires, the participants were asked whether they thought they
would apply MT in their future translation tasks (Figure 8.3 and Figure 8.7). After
examining the satisfaction with the MT output in the experiments, it is expected
that fewer translators could imagine using MT for their translation tasks as they
are highly dissatisfied with the PE tasks and the MT output. However, almost the
opposite is the case: Before the experiment, 8.3% (one of twelve) of the profes-
sionals could imagine implementing MT for their future translation tasks, 58.3%
could not, and 33.3% were not sure. After the experiment 18.2% (two of eleven)
could imagine implementing MT for their future translation tasks, 36.4% could
not, and 45.5% were not sure. The percentage of participants who could imag-
ine using MT in their translation tasks (about 9.9% - two translators) and who
were not sure (about 12.2% - three translators) increased, while the percentage of
people who could not imagine using MT in the translation tasks decreased about
22.1%.The only explanation that comes to mind is that some translators could not
imagine a way to use MT at all for their translation work before the experiment.
However, the question about the feasibility of MT (cf. Figure 8.4) contradicts this
assumption, because the professional translators were rather positive about it.

The tendency is the same for the semi-professional translators, but the picture
is not as clear: Before the experiment, 25% (three out of twelve) of the students
could imagine implementing MT into their translation tasks, 41.7% could not,
and 33.3% were not sure. After the experiment, 33.3% were open to using MT
in the future for translation, 41.7% could not imagine it and 25% were not sure.
Therefore, the percentage of people who would use MT increased by about 8.3%
and the number who were not sure about using MT decreased by about 8.3%.The
simple explanation would be that one student who was initially not sure about
MT in professional translation tasks would not use it. Hence, there was not much
change in the evaluation of the feasibility of MT in the student group.

Table 8.4 illustrates the (potential) change of mind after the experiments. It
is quite striking that nobody changed his/her opinion from Yes or Not sure to

Table 8.4: Changed answers in the two questionnaires

From Yes to From Not sure to From No to

Yes Not sure No Yes Not sure No Yes Not sure No

professionals 0 1 0 1 3 0 1 1 4
students 2 1 0 2 2 0 0 0 5

146



8.3 Discussion

No, which, as mentioned above, could have been expected according to the other
evaluations. Only two people went from Yes to Not sure, while the rest of the
participants retained or improved their opinion on MT as an aid for translation
tasks.This is contradictory to the negative opinions on the MT output and the PE
and MPE tasks from the other questions. One argument to explain this tendency
may be that some of the translators may have never considered MT systems
as a possible tool for their translation tasks and they changed their judgement
accordingly after they had gained experience. It would have been interesting to
know how many participants recalled the question and how this influenced the
answer to the question, but this factor was not checked for.

To summarise the results, the participants – neither professionals nor semi-
professionals - had a negative attitude towards MT before or after the experi-
ments. They did not enjoy the PE task and they ejoyed the MPE task even less.
In fact, they would have rather translated the texts from scratch. Nonetheless,
the participants would consider MT output as an aid for their future transla-
tion tasks even more than before the experiments. In general, the students had a
slightly more positive attitude than professional translators. Principally, the atti-
tude towards MT/PE seems to have a major influence in the questionnaire data.
Although the following analyses (§9 - §12) very often focus on subconscious be-
haviour, we cannot be certain whether and how much this attitude had a (nega-
tive) influence on the results of this study. This is not measurable in the scope of
this study. However, it would be very interesting to investigate whether and to
what extent this negative attitude had an influence on the participants’ behaviour
during the tasks.
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9 Lexical problem solving: Internet
research

The first problem solving strategy that will be analysed examines the instances
in which the participants looked up words or phrases in the Internet. Hence, we
will look at external resources1. This strategy is accordingly classified as a con-
scious problem solving strategy because the translators actively decide that they
have difficulties with a certain text part and therefore consult an Internet-based
resource to find help. The following sub-sections will first introduce the theme
of lexical research, theoretical assumptions, and previous studies. Then, the fo-
cus will be on the evaluation of the translation process data of the experiments
according to screen-recording, eyetracking and keylogging data.

9.1 Lexical problem solving: Introduction

The use of dictionaries and other translation aids is a topic that has already been
studied to some degree in empirical translation studies. This graspable and ex-
pressive part of the translation process can provide valuable insights to trans-
lation behaviour in general as well as differences between professionals, semi-
professional, and laypersons.

In regard to general lexical research behaviour, Müller-Spitzer et al. (2015) ex-
amine the log files from 2013 of the German version of Wiktionary to observe
the behaviour of the users. They find a relationship between corpus frequencies
of the individual words and how often these words were looked up in the dictio-
nary. Further, polysemantic words are looked up more often than monosemantic
words. Social relevance additionally impacts the lookup rate.

Risku (1998: 160–175) points out that two sources of information integration ex-
ist in the translation process: first, the existing knowledge and the referencemate-
rial provided by the client and, second, research. Research comprises much more
than only dictionaries and terminology lists. Often, translation also requires us-
ing encyclopedias, domain-specific books/texts, or parallel texts as well as ask-

1Find details on internal vs. external resources in the next chapter
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ing other translators, experts in the domain, or the client concrete questions on
contents of the text. Further, the way in which translators conduct research sup-
posedly differs significantly between beginner and expert translators. Risku as-
sumes that research strategies of expert translators are not universal and distinct,
but flexible and problem-oriented. However, three general tendencies might be
identifiable: Experts use research, draw on abstract problem representation, and
adapt their research according to needs and the available time.

In a study with professional translators and foreign language teachers, the
PACTE (2005) group analyses the types of resources used in the translation pro-
cess. They suggest two main sources: internal and external resources. Internal
resources describe the knowledge the translator already has, while external re-
sources consolidate all information gathering processes. However, it is not al-
ways one or the other type of resource that is used exclusively by the translator,
but a combination of both resources is often used to generate a translation solu-
tion. These can be identified according to the actions the translators undertake
during translation. While a total of 16 types of actions were identified in the ex-
ploratory test, five were selected to identify the resources: reading the source
text, pauses longer than five seconds, provisional solutions, definitive solutions,
and consultations. According to these actions, five sub-categories of resources
used during translation were identified (cf. ibid.: 615-616):

• Simple internal support – the translator only uses his/her knowledge;

• Mainly internal support with additional external support – translation aids
are consulted, but do not directly help to find the final translation choice;

• Balanced internal and external support – translation decisions are created
with both resources taken into account;

• Mainly external support with additional internal support – complex con-
sultation of external resources from which the solution is drawn;

• Simple external support – a bilingual dictionary is used to find the solution.

This schema was adapted in a few studies – as introduced in Alves & Liparini
Campos (2009) – according to Jakobsen’s (2005) notion that pauses indicate ei-
ther orientation or revision processes. As resources can only be used for either
orientation or revision – when a translation is drafted, a (first) translation deci-
sion has been made during orientation, which can be assessed afterwards, but is
not done during the drafting process – the following sub-categories were devel-
oped:
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• simple internal support for orientation (SISO) and for revision (SISR)

• simple external support for orientation (SESO) and for revision (SESR)

• dominant internal support for orientation (DISO) and for revision (DISR)

• dominant external support for orientation (DESO) and for revision (DESR)

This part of the study at hand will concentrate on external support, which
may or may not be used combined with internal resources. I suggest that most
external research is combined with internal knowledge, except if a problem is
purely lexical. And even then, the translator has knowledge about how this word/
phrase is syntactically and grammatically embedded in the text and knows the
context. Hence, (s)he knows how to make a decision for one or the other lexical
choice offered by a dictionary etc.

In his think-aloud study, Krings (1986b: 128) observes that the use of aids is
directly linked to problem solving and can be easily determined in think-aloud
protocols. The translators used aids in over 60% of all detected problems – when
they translated from their mother tongue into the foreign language, the partici-
pants used bilingual dictionaries in 80% of the units identified as problems. Mono-
lingual dictionaries were mainly used to find more information on a translation
unit in the foreign language (cf. ibid.: 166). However, compared to bilingual dic-
tionaries, monolingual dictionaries played a minor role – they were not used for
the translation into the mother tongue – and other aids no role at all (cf. ibd.:
218)2. Furthermore, many comprehension problems – about 75% – were solved
(or were tried to be solved) with the use of aids, and if they did not use aids, it
was mostly because the participants were convinced that the dictionary would
not contain the required entry. In only six out of 113 instances, the participants
arrived at a solution to a problem via inferences according to the think-aloud pro-
tocols.This does not mean that participants do not use inferring as a strategy, but
they hardly use it without any additional aids (cf. ibid.: 221-222). Although the
participants in Krings’ study are neither translation students nor professional
translators, the study reveals that research is a very important indicator of prob-
lems in translation.

In her empirical study on translation aids, Nord (2002) analyses translation
aids for research. She divides translation aids (or external aids) in general into

• physical aids for translation, like a desk or a chair;

2The participants were asked to bring their own printed aids, which were mainly dictionaries.
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• administration aids, e.g. software to generate invoices, data bases;

• communication aids, like a telephone or an e-mail client;

• text production aids, like pencil and paper or computer hard- and software;

• and finally the aforementioned research aids that help with the translation
itself and to expand the knowledge of the translator. (cf. ibid.: 6)

Special translation tools like translation memory systems combine both text
production and research aids. Nord explores definitions of parallel texts and dic-
tionary typologies and gives a detailed overview of the state of the art system-
atic and critical dictionary research in translation studies as well as research
on dictionary use. Concerning critical dictionary research in translation studies,
she concludes that translation scholars agree that bilingual dictionaries are not
suitable translation aids as they do not incorporate text factors, the translation
situation and the involved cultures. However, Nord criticises that, on the one
hand, scholars do not define their understanding of translations and translators
and hence consider different concepts. On the other hand she criticises3 that they
only explore the topic theoretically and not empirically (cf. ibid: 64-65). Next, she
introduces some empirical studies on translation aids and finds little agreement
in these studies. However, she highlights five fairly common results (cf. ibid.: 92):

• Less experienced translators tend to use bilingual dictionaries, while more
experienced translators use monolingual dictionaries and other aids.

• Dictionaries are used to find or check equivalents or the meaning of lexical
units, or to determine alternative translations.

• Translators use a translation aid 1.1 to 2.9 times per problem or source
text unit. Experienced translators use translation aids more often than less
experienced translators.

• Monolingual dictionaries contain 84% of the requested information, bilin-
gual dictionaries only 54–73%.

• Theuse of dictionaries hardly improves the quality of the translation (which
is measured very differently in the studies), some mistakes only emerge
from the use of a dictionary.

3I fully agree with this point of criticism.
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For her study, Nord (2002: 102–114) approached 16 professional translators
(three for the pre-study, 13 for the main study) and observed them in their usual
work environment. Every participant translated texts from his/her own everyday
workload. The participants were asked to think aloud. However, the sessions
were not recorded with a recording device but manually logged by the experi-
menter. Six parameters were evaluated: frequency of use, cause of use, reason
for use, research request, choice of aid, and consequences of use. She concludes
(cf. ibid.: 214-223) that translators need research aids and they need them very
often (on average 17 times per hour). Different reasons for using dictionaries
were found: either the translator does not understand the source text unit, (s)he
does not know how to express the source unit in the target text, (s)he wants to
recheck the own translation idea, or because the translator does not know how
to integrate the target unit into the target text. The participants mainly used aids
for lexical problems; missing domain and cultural knowledge is almost never the
reason for research. Generally, they know how to handle research aids and know
exactly which aid to use for which purpose.

The results of Nord’s study (cf. ibid.: 227-247) culminated in a theoretical frame-
work for a specific translation dictionary and implications for teaching the use
of translation aids. Her dictionary framework should be realised as a database
that includes information on text type conventions, meaning, equivalents, use,
spelling, grammar, context, synonyms, and non-linguistic information.

In the last decades, the world wide web became very influential and changed
the work environments in many jobs – translation is no exception. While trans-
lators conventionally used printed media like mono-, bi-, and multilingual dictio-
naries, encyclopedias, etc., these research media are being increasingly replaced
by electronic aids, which can be used on the computer either on- or offline. It is
argued though that electronic research tools, especially online tools, do not nec-
essarily accelerate the translation process, because the sources of the information
need to be validated and that the information you can access on the Internet may
be more error prone (cf. e. g. Albrecht 2013: 60). Nonetheless, the experimental
setup of the study at hand did not provide any printed research aids, because
it is easier to record and follow the research process with electronic aids. It is
impossible to provide all printed aids that might be helpful for the participants;
if only a selection is presented, it cannot be assumed that these are the favourite
dictionaries etc. of the participants, which creates an unfamiliar work environ-
ment; even if the participants had been contacted before the experiments and had
been asked to name their favourite printed translation aids they used most often,
it could not have been guaranteed that these would be enough to cope with all
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lexical translation problems in the texts. Another aspect is that certain kinds of
research aids like encyclopedias are hard to provide in a printed version. Bring-
ing their own dictionaries was ruled out as it would have been an extra burden
for the participants, they might have forgotten to bring their dictionaries, the re-
search behaviour would not have been comparable, and the participants were not
supposed to know which domain to prepare. Furthermore, it is assumed that the
participants are trained in and used to using electronic aids from their daily work
routine – both students and professional translators. They know which sources
and websites they can trust and know how to assess the presented information.
They were free to use everything available on the Internet, offline tools were not
provided. Further, the study at hand is part of the CRITT-TPR database and the
same texts were translated/(monolingually) post-edited in many different lan-
guages (see §7.2). Hence, allowing all participants to use the online sources they
prefer makes the study comparable.

In other translation process research studies, online tools were the only pro-
vided search aids, too. Daems et al. (2016) present a study in which they aim to
compare participants’ use of external resources during TfS and PE and to figure
out how these external resources can be used for successful problem solving con-
cerning quality and productivity. The texts were translated in CASMACAT, an
online translation and PE environment, and the research instances were recorded
with Inputlog, a keylogging tool. Ten participants who were all studying for their
Master’s degree in translation studies were asked to translate and post-edit four
newspaper texts each. All participants had no experience in PE. In the analysis,
Daems et al. grouped the used online resources into five main types, i.e. search
engines, concordancers, dictionaries, encyclopedias, and others. Next, they anal-
ysed the time the participants spent in external resources and found that the
participants spent significantly more time for research in TfS than in the PE
task. However, there was no significant relation between the types of aid used
for external research and the task (cf. ibid.: 120-121). In terms of productivity,
the participants needed significantly more time for human translation and also
spent more time on research in this task. Further, the more often external re-
search aids were used, the longer the overall session became (cf. ibid.: 123). The
final criterion they analysed was the influence of external research aids on the
quality of the text. As quality is a trait that is hard to measure, they developed a
schema that focuses on acceptability and adequacy. No significant difference for
quality was found between TfS and PE. However, the more sources were used
in PE, the worse the quality of the final target text became; while in contrast,
the more sources were used in human translation, the better the quality became.
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They explain this finding with the lack of experience in PE (as the participants
have already developed successful research skills for human translation) and the
priming effects of the MT output (cf. ibid.: 123-127). When adequacy and accept-
ability are considered individual quality criteria, no significant differences were
found between TfS and PE. A longer or more frequent use of dictionaries seems
to increase the quality of adequacy, while extensive research in encyclopedias
seems to reduce acceptability of quality4 (cf. ibid.: 127-131). They conclude their
study with the statement that “whereas search strategies during the translation
process are more effective than those used when PE, PE is still faster than human
translation without negatively affecting the final quality of the product.” (ibid.:
131).The following chapter will quantify the Internet search instances in a similar
way. However, these will not be analysed with regard to the quality of the final
texts, but will be regarded as a problem solving indicator. Hence, I will compare
the lexical problem solving behaviour expressed by Internet research between
TfS and PE/MPE as well as between professionals and semi-professionals.

To understand the nature of the problems in the texts, we will approach them
lexically on a word or phrase level and will look at broader units in the next chap-
ter (§10) on syntactic problems. In the context of the lexical analysis, I consider
a phrase a word unit that contains more than one word; these words, however,
share meaning and could be considered a semantic unit. The main focus of the
analysis will be on the differences between PE and TfS. However, the MPE task
will be analysed as well, because we can assume that most of the participants –
students and professionals – have little experience in MPE5 and therefore can-
not draw on much task knowledge. Accordingly, the analysis will focus on the
differences related to translation experience. The participants are separated into
professional and semi-professional translators so that both groups can be com-
pared. However, the groups are in themselves not uniform, which applies espe-
cially to the professional group – while one participant had only half a year of
professional experience, another had 20 years experience. To get a more in-depth
picture of the influence of experience, an experience coefficient will be used aswell
(see details in §8.1). It consists of the years of translation training plus two times
the years of professional experience. Therefore, for example, a participant who
spent five years studying translation and has 4.5 years of professional experience
achieves a coefficient of 14.

Due to technical problems, some of the sessions could not be replayed in To-
bii Studio and accordingly the Internet search instances could not be observed.

4Daems et al. (2016: 130) explicitly point out that this relationship might not be causal.
5We have to remember that only 1/3 (cf. §8.1) of the participants have PE experience.
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Although at least one session could not be replayed for every task, the total num-
ber of all sessions per tasks is almost equal and there is not a lot variation in the
number of sessions per tasks. In the following table, the number of experiments
that could be observed is listed (24 sessions should have been recorded per task):

Table 9.1: Number of session recorded

Task Professionals Students Total

MPE 20 23 43
PE 19 23 42
TfS 21 21 42

9.2 Lexical problem solving: screen recording data

This sub-chapter discuses the screen recording data with regard to the Internet
research conducted by the participants. Screen recordings of the sessions are a
useful method to protocol the use of research aids, which was traditionally done
manually either by the experimenter or by the user him/herself, or via think-
aloud protocols (cf. Nord 2002: 99). The automatised capturing of the screen is
less error prone compared to manual recordings and certainly complete if no
technical difficulties occur that might leave us with no recording at all. The pur-
pose of this analysis is to characterise the research behaviour of the participants
before the keylogging and eyetracking data are analysed. First, the hypotheses
for the screen recording data will be introduced and will be tested in the follow-
ing sections.

9.2.1 Introduction of hypotheses for lexical problem solving (screen
recording data)

The overall hypothesis is that the different tasks show different search patterns.
The MT output might suggest translations for difficult or low-frequency words/
phrases that are acceptable and the translator does not need to do any research on
the word/phrase. On the other hand, the MT might be lexically unacceptable in
the context, e.g., inappropriate or incorrect collocations or wrong lexical choices,
and might cause insecurity which, in turn, might make the translators research
words which they may have not researched without the unacceptable MT out-
put. The Internet was used for context research, as well. Further, I assume that
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with a growing level of expertise, the translators show different patterns as well
(find more details in §6), e.g., more research is done by less professional transla-
tors or less professional translators recheck their translation choices more often
than more professional ones, because they are more insecure. Hence, the main
hypothesis for external lexical research is:

• H: In the different tasks, the translators show different search patterns.The
patterns also differ according to their expertise level.

H0: In the different tasks, the translators show the same search patterns.
There is no difference between professionals and semi-professionals.

To disprove the null hypothesis, we will look at a number of subordinate hy-
potheses to cover different aspects of the topic, which are listed in the following.
This is only done to give the reader an overview of covered topics. Detailed in-
formation on the object of investigation and the motivation for the individual
hypotheses can be found in the respective section (indicated in brackets). These
subordinate hypotheses are executed in the same order in the following chap-
ters. Every hypothesis contains two sub-hypotheses – one concerning the differ-
ent tasks, one concerning the difference between students and professionals –
to keep the number manageable. This does not imply, however, that there is a
compulsory relationship between task and professionalism.

• H1: The Internet is consulted more often in TfS than in the PE task. The
Internet is consultedmore often by students than by professionals.6 (§9.2.2)

H01: The Internet is consulted as often in TfS as in the PE task and students
and professionals use it equally often.

• H2: Fewer words/phrases are looked up in the PE tasks compared to TfS.7

However, when aword/phrase is looked up, the sameword/phrase is looked
up more often in PE. (§9.2.3)

H02: The amount of words/phrases looked up is equal in PE and TfS. Fur-
ther, they are looked up equally often in both tasks.

6Wehave to keep inmind that the PE instructions specifically stated that the participants should
not “embark on time-consuming research” (see §7.2).

7H1 and H2 are similar, but H1 measures all research instance, without considering whether the
same word/phrase was looked up more then once. H2 considers only single words/phrases and
not how often a word/phrase was researched.
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• H3:The Internet is not consulted in some sessions at all.This happens more
often in the PE session than in the TfS session; and experts do not consult
the Internet more often in the entire session than students. (§9.2.4)

H03: The Internet is not consulted in some sessions at all. This happens as
often in the PE session as in the TfS, and both students and experts do not
consult the Internet in the entire session to the same extent.

• H4: The more complex a text, the more research is necessary. (§9.2.5)

H04:There is no connection between complexity level of a text and research
effort.

• H5: In both PE and TfS, the bilingual dictionary is the source that is used
most often.This being said, bilingual dictionaries and other sources are dis-
tributed differently in both tasks. Students use bilingual dictionaries more
often than professionals. (§9.2.6)

H05: In both PE and TfS, the bilingual dictionary is not the source that is
usedmost often and bilingual dictionaries and other sources are distributed
equally in both tasks. Students and professionals use bilingual dictionaries
equally often.

• H6.1: Participants needmore time for research per single word/phrase in PE
than in TfS. Students need longer to find a translation than professionals
if they research. (§9.2.7)

H06.1: Participants need as much time for research per single word/phrase
in PE as in TfS. Students and professionals need equally long to find a
translation if they research.

H6.2: Participants spend more time on research in TfS than in PE in the
overall session. Students spend more time on research than professionals.
(§9.2.7)

H06.2: Participants spend as much time on research in TfS as in PE in
the overall session. Students and professionals spend the same time on
research.

• H7: Translators do most research in the drafting phase in TfS, while they
do most research in the orientation and revision phase in PE. (§9.2.8)

H07: Translators do research equally often in the same phases in TfS and
PE.
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• H8: Students re-check their translations more often than professionals.
(§9.2.9)

H08: Students and professionals re-check their translations equally often.

Both the grouping of the participants into professionals and students as well
as the experience coefficient introduced in §8.1 will be used to analyse the data.
This is due to the simple reason that the experience coefficient is a new value that
needs assessment for its general usability. Hence, both will be used throughout
this book so that an assessment of the experience coefficient is possible at the
end of this book.

9.2.2 Number of research instances

H1: The Internet is consulted more often in TfS than in the PE task. The
Internet is consulted more often by students than by professionals.

As I assume that the MT output already solves some lexical problems, it is
reasonable to predict that the translator has to consult the Internet more often in
the TfS task than in PE, which was also already observed by Krings (2001: 318–
320). Throughout all experiments, the Internet was consulted 685 times - this
quantification includes a) opening the browser, b) using a new research resource
(in the same or a different tab), c) switching between tabs, d) searching for a new
word in the same research resource. The distribution can be seen in Figure 9.1
according to task and status.

MPE PE TfS
0

100

200

300
instances

MPE PE TfS
0

100

200
Student
Professional

Figure 9.1: Total amount of websites used for research per task for all
participants and for the single groups.

Participants looked up words/phrases 163 times in the Internet in MPE, 185
times in PE and 336 times in TfS. As was suggested, there is more research con-
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ducted for TfS compared to PE (and MPE) of the MT output. This is still true if
the data is divided into professional and semi-professional translators: Although
the numbers are different, the look up instances conducted between PE and TfS
is equally significant: A Chi-Square-Test shows that the number of website use
per task differs significantly between students and professionals, taking into ac-
count all three tasks (χ 2(2,N = 684) = 17.34, p < 0.0002) as well as only
PE and TfS (χ 2(1,N = 521) = 4.17, p = 0.0412). When we compare MPE to
PE (χ 2(1,N = 348) = 16.22, p < 0.0001) and to TfS (χ 2(1,N = 499) = 6.38,
p = 0.0116), both differences become significant, too. Accordingly, as we can see
in Figure 9.1, professionals research less in all three tasks compared to students.
Interestingly, professionals research more in MPE than in PE, which is contrary
to the student group andwhatwas expected.This reasonmight not be that profes-
sionals experience more lexical problems, but that they look up one problematic
item more often than they have to in the PE because of the missing source text.
The first sub-hypothesis can be confirmed regarding both the difference between
the tasks – more research is conducted in TfS than in PE/MPE – and regarding
the two groups – students research more than professionals.

In the following, I will also take time into consideration. In Appendix A, Ta-
ble A.1 presents an overview of how many words were processed on average be-
tween two research instances and how much time passed between two research
instances. Let us first look at the average times that passed between two research
instances by dividing time by research instance as was done by Nord (2002: 117).
For the overall data, 298.2 seconds (sd: 240.5 s) lay between two research in-
stances. However, as the high standard deviation already indicates, there is a
high variation in the data. These differences become obvious, when the data
are divided according to status of the participant (professionals – mean: 348.9 s,
sd: 282.5 s; students – mean: 265.2 s, sd: 205.0 s) and according to task (TfS –
mean: 223.3 s, sd: 224.2; PE – mean: 320.4 s, sd: 234.5 s; MPE – mean: 383.3 s,
sd: 250.8 s) and for both parameters (see Table 9.2).

Table 9.2: Time in seconds between two research instances according
to task and participant group

TfS PE MPE

mean sd mean sd mean sd

professionals 309.6 316.5 448.5 310.0 255.9 74.0
students 162.9 97.0 241.0 125.5 461.8 290.0
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The problemwith this method is that therewere sessions in this study inwhich
the participants did not use the Internet for research at all (see §9.2.4), which did
not happen in Nord’s study. As numbers cannot be divided by zero, these sessions
were not included in the calculation (value=n.a.). Hence, to adjust the calcula-
tions, I divide time by research instance plus one ( t

n+1 ) so that the sessions with
no research are represented by the overall time of the session ( t

0+1 ). If research
was done once, it is assumed to be in the middle of the overall session ( t

1+1 ) etc.
The data change in the following manner: 320.5 s (sd: 248.9 s) passed on average
between two research instances. Similarly, values differ for status (professionals
– mean: 400.2 s, sd: 288.5 s; students – mean: 246.9 s, sd: 178.1 s) and task (TfS
– mean: 290.4 s, sd: 319.9; PE – mean: 275.9, sd: 188.3 s; MPE – mean: 393.4 s,
sd: 207.3 s) and both parameters (see Table 9.38)

Table 9.3: Adjusted time in seconds between two research instances
according to task and participant group.

TfS PE MPE

mean sd mean sd mean sd

professionals 429.9 399.4 372.2 225.1 395.9 207.1
students 151.0 97.0 196.4 100.0 391.1 212.2

As we have seen in the analysis above, students research much more than pro-
fessionals. The differences between students and professionals becomes much
more obvious, when calculating on the basis of research instance plus one in
the TfS task. Although the difference was clear from the beginning, the gap be-
comes greater when no-research instances are included in the comparison9. The
data do not change much for PE, naturally the values become smaller, but the
difference between the two groups is not considerably different. The values are
very similar for both groups in MPE, which again might be explained by the lack-
ing experience of both groups in the task and non-recognisable connections to
regular translation tasks. When the time per research instance (plus one) is cor-
related with the experience coefficient to achieve a more fine grained impression
of the relation between experience and time between research instances, there is

8When the mean numbers become smaller than in the former calculations, it indicates that
the assessed sessions usually included a research instance. When the mean number becomes
higher, it indicates that no research was done in a number of sessions.

9The data become significant for n + 1 in a Mann-Whitney-U-test (W = 330.5, p = 0.006), in
contrast to the data for n (W = 183, p = 0.1385).
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a positive small but significant correlation for the overall data (rτ (4.11) = 0.256,
p < 0.0001), for TfS (rτ (3.28) = 0.363, p = 0.001) as well as PE (rτ (2.37) = 0.261,
p = 0.0179). As was to be expected, no significant correlation can be found in
the MPE task (rτ (1.13) = 0.122, p = 0.2602). When the data are divided by group,
the tests are also significant considering all tasks (W = 2707, p = 0.0008), TfS
(W = 330.5, p = 0.0059), and PE (W = 320, p = 0.0096), but not for MPE
(W = 237,p = 0.8948).

While O’Brien’s (2006 – find more details on the study in §4.2) participants
were not allowed to research using the Internet or printed aids, she used the
dictionary component of Translog10 to provide some terminology for the par-
ticipants. The participants used the internal dictionary remarkably seldom: two
participant did not use the dictionary at all, seven participants used it once, and
two participants used it five times. Although they received instructions on how
to use the dictionary tool before the experiment, only one participant succeeded
in looking up a term – one participant looked for words that were not included
in the dictionary, while five did not remember how to use the dictionary prop-
erly. The students in her pre-study, however, used the dictionary much more
often: One student did not use it at all, one used it twice, one 16 times, one 24
times, one 27 times, and one 42 times. Further, the ratio between successful and
unsuccessful look ups was much more balanced. Nonetheless, the unsuccessful
research trials were also caused by misusing the dictionary component (cf. ibid.:
160). Considering the text length of altogether 1777 words, the student use of dic-
tionary behaviour is much closer to the findings of this study than the behaviour
of the professionals (although missing knowledge of how to use the dictionary
might have prevented more research in the main study).

The participants in Nord (2002: 117) are classified as professional translators
and consulted an aid on average every 203 s. In the study at hand, professionals
used online research aids only every 309.6 s (leaving out the sessions with no
research – when they are included it is only every 429.9 s, although this value is
calculated with one extra research instance per session). The students group in
this study, however, does more research (every 162.9/151 s)11 than the professional
translators in Nord’s study. Nord’s participants might have researched more in
a certain amount of time, because they had to deal in general with more domain-
specific texts than our participants. Further, the texts/sessions were longer in
Nord’s study and were taken from the participants’ everyday work. Therefore,
these sessions might not include (prolonged) orientation and revision phases (on

10She used a now outdated Translog version and the component is not part of Translog II.
11( n

n+1 )
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orientation, drafting, and revision phases see Jakobsen 2002), but only or mostly
translation drafting, which includes most of the research instances (see §9.2.8 for
the analysis of phases in this study). Figure 9.2 visualises these and the upcoming
results.

As became apparent in the later analysis, the results are more meaningful
when they are calculated with research instances plus one. Therefore, the same
method will be applied when calculating the number of source words translat-
ed/(monolingually) post-edited between two research instances. The average is
60.6 (sd: 49.0) source words processed per research instance for the overall group
and for all tasks. Dividing the group by status, professionals processed 74.9 words
(sd: 51.0) and students 47.4 words (sd: 43.4). A total of 84.2 words (sd: 46.7) were
processed on average per research instance in MPE, 55.4 (sd: 45.3) in PE, and
41.5 (sd: 45.9) in TfS. The differences considering group and task are outlined in
Table 9.4.

Table 9.4: Words translated/(monolingually) post-edited between two
research instances according to task and participant group

TfS PE MPE

mean sd mean sd mean sd

professionals 61.0 54.4 75.2 48.0 88.3 48.8
students 22.0 23.7 39.1 36.3 80.3 45.3

Whenwe look at the correlations between experience coefficient of the partici-
pants and the number of words processed between research instances, most tests
proved significant – for the total group (rτ (3.51) = 0.220, p < 0.0005), for the TfS
(rτ (2.58) = 0.286, p < 0.01), and for the PE task (rτ (2.36) = 0.263, p = 0.0183).
Only the data for the MPE task (rτ (1.25) = 0.14, p = 0.2129) did not prove sig-
nificant. Similar results can be seen when the results are tested according to the
groups. The difference between professionals and students is significant for the
total group (W = 2690.5, p = 0.0011), for TfS (W = 323.5, p = 0.0099), and for
PE (W = 332.5, p = 0.0041). However, no significant difference can be found for
MPE (W = 248, p = 0.6877) between the groups. These results are in line with
the data of the time passed between research instances.

Interestingly, the data show more consistency for the parameter words pro-
cessed per research instance compared to time passed per research instance (see
Figure 9.2). While the downward trend is very linear for professionals fromMPE
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Figure 9.2: Time passed (left) and words processed (right) between re-
search instance (plus one)

to PE to TfS in words translated/(monolingually) post-edited – a decreasing num-
ber of words processed per research instance – this tendency cannot be observed
for time passed between two research instances, even though the number of re-
search instances is equal. Less time passed in PE compared to MPE, but the most
time passed in TfS. The research instances increase for TfS, but the time needed
for the whole translation increases even more (see §7.5 for the session times) –
a phenomenon which cannot be observed for student translators. When we take
the time between two research instances of professionals into account, the most
time passes between research instances in TfS, then in MPE and least in PE, but
the least words are processed between two research instances in human transla-
tion. This means that professionals refer to their internal resources (see categori-
sation of PACTE 2005 earlier in this chapter) much more in TfS than they might
do in the other two tasks and do it more often than student translators, because
their internal resources are not that extensive and they tend to refer to external
resources. Of course text production time needs to be taken into account, as well.
While in PE the participants can use the available MT output, the target text has
to be created from scratch in TfS, which is also the factor that prolongs the time
span between two research instances in professionals’ TfS sessions.

The analysis of the time passed and the words processed between two research
instances also proved that hypotheses H1 can be confirmed. The Internet is con-
sulted more often in TfS than in PE, which is true for professional and student
translators. Further, it can also be confirmed that students use the Internet more
often than professionals. Only in MPE, so professionals and students use the In-
ternet almost equally often.
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9.2.3 Research effort

H2: Fewer words/phrases are looked up in the PE tasks compared to TfS.
However, when aword/phrase is looked up, the sameword/phrase is looked
up more often in PE.

All MPE PE TfS
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Figure 9.3: Average amount of words/phrases looked up per task and
status.

Thefirst part of the hypothesis, namely that fewer individual words are looked
up in a PE session, is based on the observations of the previous chapter. How-
ever, I assume that the participants need more search attempts for an individual
word in MPE/PE compared to TfS, because the MT system already produces a
translation suggestion. If the participant is not satisfied with this suggestion and
cannot provide a satisfying suggestion him/herself, the lexical itemmight be par-
ticularly difficult and hence need more research. In all tasks, an average of 3.2
words/phrases were looked up (see summary and SD values in Table 9.5). When
separated into the different tasks, an increase of looked up words/phrases is ob-
vious throughout the tasks (MPE – mean: 1.4 words/phrases; PE: 2.9; TfS: 5.3).
When the expertise level is considered, the same pattern is observable: Although
students generally tend to look upmore words/phrases than professionals, the in-
crease from MPE to PE to TfS remains consistent. The difference between MPE
and PE is more eye-catching for students (light in Figure 9.3) than for experts
(dark in Figure 9.3), though. Interestingly, the values for MPE are almost the
same for professionals (mean: 1.35) and students (mean: 1.43). Editing MT output
without the help of the source text might be as unusual and new to professional
translators as to translation students. Therefore, it might be plausible that both
groups show similar patterns. Further, the least research takes place in MPE in
both groups. Therefore, the counts naturally become more balanced. While the
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research instances in this study suggest that much more dictionary research was
needed in TfS than in PE, the total numbers seem to be much more balanced
in Daems et al. (2016: 117) for both tasks. More research was conducted in their
study, in general, but the difference between the tasks is less striking compared
to the study at hand.

Table 9.5: Average mount of words/phrases looked up per task and sta-
tus.

Mean SD

Total All Prof Stud All Prof Stud

All 685 3.2 2.28 4 3.37 2.91 3.58
TfS 339 5.3 3.71 6.95 3.95 3.78 3.49
PE 183 2.9 1.68 3.87 2.63 2.03 2.7
MPE 163 1.4 1.35 1.43 2.03 1.93 2.15

Some words and phrases were looked up not only on one but on several web-
sites to confirm the results of one website or to continue research. A summary
of the mean- and sd-values can be found in Table 9.6. The results, which are visu-
alised in Figure 9.4, resemble the results of the looked up words/phrases. When
we look at the correlation between both values, the similarity of the correlation
with the experience factor can be explained easily (rτ (125) = 0.872, p < 0.0001).

Table 9.6: Amount of every look up instance according to task and sta-
tus

Mean SD

Total All Prof Stud All Prof Stud

All 685 5.4 3.72 6.88 5.9 4.63 6.52
TfS 339 8 5.14 10.86 6.52 5.19 6.57
PE 183 4.4 2.26 6.17 4.29 2.62 4.62
MPE 163 3.8 3.6 3.96 5.88 5.22 6.51

When the experience coefficient is taken into consideration, the experience
and the amount of look ups can be correlated. The correlation between research
and experience is significant, when the tasks are not considered, and negative,
but very low (rτ (−3.41) = −0.222, p = 0.0007), meaning that the more experi-
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Figure 9.4: Total amount of look ups according to task and status

enced the translators are, the less words they look up. The correlation between
the amount of search instances and experience shows the expected differences
when separated by task: amount of search instances per individual word in TfS
and experience correlate the strongest (rτ (−2.98) = −0.34, p = 0.0028), meaning
that the more experience a participant has, the less (s)he researches. PE look ups
and experience correlate a little less (rτ (−1.86) = −0.214, p = 0.0629), and MPE
look ups and experience correlate the least (rτ (−1.46) = −0.172, p = 0.1436). The
correlation for both PE and MPE, however, does not reach statistic significance.
This means that, as opposed to TfS, experience has no statistically significant
influence on the research behaviour of the participants in PE and MPE and that
we cannot rule out that the weak negative correlation occurred by accident. All
participants (probably) have the most experience in the TfS task, because they
are trained in the task and most professional translators perform TfS12 as their
main work. Therefore, the more experience they have, the more confident they
are in TfS and the less research they require. On the other hand, a bigger data set
might prove significant at least for PE, as the overall data suggest a significant
correlation between experience and look up rate. When the data are divided by
group, the difference between professionals and students reach significance for
all data (W = 1332, p = 0.0009), for TfS (W = 104, p = 0.0033), and for PE
(W = 97.5, p = 0.0022), too. The difference between both groups is again not
significant for MPE (W = 200.5, p = 0.4333).

The correlation between the amount of single words/phrases that were looked
up and the experience factor is very similar (all tasks combined: rτ (−3.71) =

12Here, translation from scratch (TfS) does mean translation without any automatic pre-
translations by a system. Hence, working with Translation Memory Systems is included in
translation from scratch.
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−0.244, p = 0.0002; TfS: rτ (−2.94) = −0.335, p = 0.0033; PE: rτ (−2.42) = −0.281,
p = 0.0155; MPE: rτ (−1.63) : −0.195, p = 0.1036) to the correlation between total
look up instances and experience, and can be explained in a similar way.TheMPE
task is again not significant, so it does not correlate with experience. However,
the data for PE proved significance in this test, which supports the assumption
that a larger data set might have turned significant for the test on the previous
words/phrases looked up, as well. The tests for the single groups delivered the
same results, the difference is significant for all three tasks (W = 1340.5, p =
0.001), for TfS (W = 115, p = 0.0079), and for PE (W = 105, p = 0.0039), but not
for MPE (W = 204.5, p = 0.4955).

There can be different reasons why students look up words/phrases in more
instances than professional translators. One might be that learning and improv-
ing the second language is a life-long process as long as the learner practises his/
her second language.Therefore, professional translators might have more knowl-
edge in their second language. However, professionals are probably more trained
in the TfS task and accordingly more confident about their decisions, while stu-
dents might look up words/phrases to make sure they translated them correctly.
Hence, some lexical units are problematic for student translators, while profes-
sionals can make informed decisions on the translation choice according to their
mental lexicon and their knowledge about register, text type/domain etc. On the
other hand, there is no significant correlation between experience and MPE.This
might have two reasons: First, both groups are not trained in this task and sec-
ondly MPE has less similarities to TfS than PE, because of the missing source
text. While experienced translators might have some advantages in PE because
they can apply their translation skills to some degree to the task, this experience
probably does not help much for the monolingual task, or in other words, ac-
quired problem solving behaviour and strategies cannot be adapted to the MPE
task, while some can be adapted for the PE task.

Next, the focus will be on the questions of how many websites were or how
often a website was consulted for one word/phrase. This means that it is also
considered as two counts when one website was consulted twice for the same
word/phrase, because this could imply that one difficult word/phrase was looked
up, but the translation that was chosen first does not fit in the context or was not
the perfect solution. It could also mean that the translator first had to deal with
another translation unit and then had to come back to the lexical problem or that
(s)he was not satisfied with his/her decision when revising the target text.

The diagrams in Figure 9.5 show that the search effort per word/phrase is al-
most the same for PE and TfS. It is a little higher for semi-professional transla-
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Figure 9.5: Websites per researched word (mean)

tors than for professional translators, but not very much and the difference is not
significant when experience is correlated with the effort per word/phrase for all
data (rτ (0.19) = 0.02, p = 0.851) – nor for the single tasks (TfS (rτ (−1.41) = −0.18,
p = 0.1577), PE (rτ (0.78) = 0.10, p = 0.4377), MPE (rτ (0.80) = 0.13, p = 0.4246)).
Further, the effort is much higher in MPE than in the other two tasks for both
groups of translator. One reason for this higher rate could be a particular pattern:
It was observed in the replays that translators often back translated the German
MT output (single words/phrases or the whole text), then looked for a conve-
nient hypothetical source word/phrase or considered the whole back translation
of the text and finally use this as a basis to find a new target text solution. Hence,
at least two steps are necessary.

The hypothesis H2 that fewer words/phrases are looked up in PE than in TfS
can be confirmed. Further, it is true that students research more than profes-
sionals in both tasks and that experience correlates with research behaviour: the
more experienced a translator is, the less (s)he needs to research. This does not,
however, apply to the amount of words/phrases looked up in PE and experience,
where correlation did not prove significant, but could nonetheless have proved
significant if the participant group had been larger. This finding is contradictory
to Nord’s (2002: 118–119) study in which no distinct relation between experience
of her professional participants and amount of research was found, but is in line
with De Almeida (2013: 180)13. She found in her PE study that her less experi-
enced participants do more research than her more experienced participants. Fi-
nally, no significant differences could be found between status/experience and
amount of research in MPE. This shows that translation experience might have

13Find detailed description of the study in §4.2
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a positive influence on PE, but not on MPE – assuming that less research means
less effort and more confidence in personal abilities.

9.2.4 Non-use of the Internet

H3: The Internet is not consulted in some sessions at all. This happens more
often in the PE session than in the TfS session; and experts do not consult
the Internet more often in the entire session than students.

Consulting the Internet is a strategy that can be used for solving various trans-
lation problems like lexical, context, or grammatical problems (in this study most
research was conducted to solve lexical problems though). However, it is not
obligatory to use the Internet. Either no problem occurred in the respective ses-
sion at all or the participant could draw on his/her internal resources to solve
the problem (see PACTE (2005) as described at the beginning of this chapter).
Accordingly, many participants did not need to consult the Internet at all during
the experiments for one or more sessions in this study, because they did not feel
the need to research a word or a phrase. It can be assumed that this is linked to
experience and self-confidence in the respective task, as well.
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Figure 9.6: Percentage of texts which were translated/post-edited with-
out Internet research

In Figure 9.6, the dark bars show the results for professional translators, the
lighter ones the results for the semi-professionals. It is visible that the profes-
sional translators managed without consulting the Internet more often than the
semi-professionals. However, the difference is not significant according to a chi-
square test (χ 2(4,N = 38) = 6, p = 0.1991); more sessions would probably be
necessary to prove a statistically significant difference if the difference visible in
Figure 9.6 did not emerge by accident. Further, the Internet was consulted less
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9.2 Lexical problem solving: screen recording data

often for the MPE task than for the PE and TfS tasks. However, a difference be-
tween PE and TfS is hardly recognisable and due to the small numbers, a statis-
tic test is not reasonable. The professional translators did not use the Internet
slightly more often in the TfS than in the PE task, while the semi-professional
translators did not use the Internet slightly more often for the PE task than in TfS.
These differences are assumed to be accidental. If the status of the participant is
disregarded, we have an equal percentage for PE and TfS: 19.1% of all participants
did not use the Internet at all for PE or TfS. In Nord’s (2002: 117) study, all partic-
ipants used some research aids at some point; the sessions were, however, about
two hours long. One participant, for example, used a translation aid only every
18.75 minutes, while some of the translation sessions did not last for over 18 min-
utes in the study at hand. Therefore, it is likely that the participants in this study
might have consulted an online resource as well at some point if the texts had
been longer. Further, the participants in Nord’s study were concerned with their
own translation jobs, which probably were in most (or all) cases more domain
specific than the texts used in this study and might cause more problems and an
increased need for research.

A Mann-Whitney-U-test showed that there is a significant experience differ-
ence between participants who decide to not use the Internet for research and
participants who do use it (W = 16129, p < 0.0001) as opposed to the results
we found when the test was only conducted according to groups. In detail, the
mean experience coefficient of the participants who used Internet research is
9.88, while the mean experience of the no-research group is 20.66. Conclusively,
the first part of hypothesis H3 cannot be verified as there is no difference between
PE and TfS. However, the second part proves to be right, namely that profession-
als do not need the Internet at all more often than students. There are only very
few instances, where the students do not consult the Internet for help at all, while
the professionals need no help in about 1/3 of the cases. Finally, there were a cou-
ple of participants who did hardly any research in all six sessions, e.g. P15 only
investigated one word twice in one PE session. (S)he did not do any further re-
search in the whole experiment; the same applies to P3, who only investigated
one word in one TfS session. Hence, there seem to be individual preferences,
whether or not to use the Internet for research. And this is not only dependent
on the experience of a participant, e.g. P17, who has an experience coefficient of
19, did a lot of research in the MPE tasks as well as in one PE session (in one PE
session no research was necessary at all) and the TfS tasks, while P3 has only an
experience coefficient of two and did only research in one TfS session. Hence,
the use/non-use of the Internet might also be an indicator of self-confidence.
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9.2.5 Research effort in relation to the complexity level

H4: The more complex a text, the more research is necessary.

In §7.6, the complexity levels of the different texts were introduced. The texts
were ranked in the following order (least complex to most complex):

Text 1, Text 2, Text 5, Text 4, Text 6, Text 3.

Although the tests that were conducted only calculated the reading scores for
the six texts, one could assume that lower reading scores also imply less research
because the texts are easier. Further, in his complexity calculations for Text 1 to 3,
Hvelplund (2011: 88–93) also included amongst others word frequency as a factor
(see §7.6), making Text 1 the least complex and Text 3 the most, which is in line
with the complexity calculations. Hence, it is expected that the less complex a
text the less research is necessary to translate or (monolingually) post-edit the
text: The less complex the texts the easier the texts should be to translate – for
the human translator as well as for the MT system.
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Figure 9.7: Research effort per text

When we simply look at the research effort (words looked up) per text, the
text can be ranked as follows according to research effort taking all participants
into account:

Text 1, Text 2, Text 5, Text 4, Text 3, Text 6.

This is almost the same ranking as for complexity level, except that Text 3 and
6 swap places – however, the difference between Text 3 and 6 is very small and
values for complexity levels do not only represent lexical components, but also
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grammatical and syntactic components. Further, the different complexity scores
that were taken into consideration did not agree in terms of which text is the
most complex.

Interestingly, when the research effort is divided by group, the picture is quite
different. The ranking for the professional group would be:

Text 1, Text 4, Text 5, Text 6, Text 2, Text 3;

while the ranking for the semi-professional group looks like this:

Text 1, Text 2, Text 5, Text 3, Text 4, Text 6.

The ranking for the semi-professional translators is closer to the automatically
calculated complexity scores, except that Text 3 is in position four. In the profes-
sional group the ranking is a little more mixed. However, the only remarkable
change in the ranking is that Text 2 is the second most research intensive for the
group, although it was estimated to be the second least complex text. Further, it
is interesting to see that the differences between the groups seem quite similar
for texts one to three and that the increase of required research seems to grow
equally linearly between both groups. The differences between the groups for
Texts 4 to 6, however, do not show any similarities. Students looked up many
more words than professionals and many more words than for Text 3 (except
for Text 5, which had twelve words less than text three). However, the amount
of research is lower for Texts 4 to 6 compared to texts two and three when pro-
fessionals worked with the texts and the research amount is almost equal for all
three texts.

The semi-professional group looked up words/phrases on the Internet more
often than the professional group for every text. We have to keep in mind that
the texts were randomised, which means that not every participant started with
Text 1 and worked his/her way to Text 6, but the text order was different for
every participant; although the texts were equally distributed across the tasks,
they may not have been equally distributed to status of the participant.

Nord (2002: 119) observed in her study that the more domain-specific a text
was, which also implies more domain-specific characteristics like terminology,
the more research the participants conducted. Hence, it seemed promising that
there is a connection between complexity level and research effort. However, the
connection is too vague to draw this conclusion, when we take all participants
into account, because when the participants are separated into the two groups
(professional and semi-professional), research effort and text complexity do not
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seem connected. Hence, the hypothesis that complexity of a text and research
effort are connected cannot be confirmed. One certain conclusion that can be
drawn is that Text 1 is the least complex and the one that causes least research
effort, although it was the longest in terms of the number of words. This might
indicate that Text 1 is the least complex regarding lexical choices. Further, the
differences between the professional and the student group – both in amount
of research and in how many words required research – indicate that research
habits develop and change with growing translation experience. Last but not
least, the conducted comparison of text complexity and research behaviour was
very simple and more fine-grained texts – including statistical tests – would be
necessary to prove a causality.

9.2.6 Types of websites consulted

H5: In both PE and TfS, the bilingual dictionary is the source that is used
the most often. However, bilingual dictionaries and other sources are dis-
tributed differently in both tasks. Students use bilingual dictionaries more
often than professionals.

Similar as in Daems et al. (2016), the different websites that were accessed
during the experiments were clustered into different groups. These clusters were
created based on categories of traditional printed aids and will be introduced in
the following.

Bilingual dictionaries, also referred to as dictionaries of equivalence, are one of
the most important aids for translators, although they have a bad reputation in
translation science, because they do not offer translations, but translation prepo-
sitions at most. Further, they do not offer any definitions and explications (cf.
Albrecht 2013: 60-61). Translators, however, are supposedly trained to use bilin-
gual dictionaries sensibly. This subgroup also includes websites that offer bilin-
gual information and additional corpora information. Monolingual dictionaries
can be used for the source and the target language and usually contain much
more information for the single words than bilingual dictionaries. Synonym dic-
tionaries list words that usually have very similar, but not necessarily the same
meaning as the word in question. They are categorised as a sub-group of ono-
masiological dictionaries, because the word groups are content-oriented (ibid.:
69). The category machine translation refers to online MT systems. As these aids
are based on electronic word processing, they do not have an equivalent printed
aid. Encyclopedias can help with context research as they describe an issue in a
broader context, but also with direct translation suggestions; the encyclopedia
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website used most often connects entries between languages. Therefore, the user
can e.g. switch from the English entry to the German entry if available and if con-
nected. Search engines can be used to find additional, more detailed information
on the context. Furthermore, they are a great way to find words in the context
they are used in and can verify or refute a translation for a word/phrase. Similar
to encyclopedias, news websites can help to find out more about the context an
event occurred in.

Other resources like websites that focus on grammar or pictorial dictionar-
ies could not be identified and will therefore not be mentioned. Contrary to
Daems et al. (2016), no distinction was made between concordancers and bilin-
gual dictionaries, because only one website was used that could be characterised
as a concordancer – though it was used quite frequently – and this website also
presents regular lexicographic entries, before the bilingual corpus data are dis-
played. Hence, it would exceed the scope of this analysis, although possible in
some cases through the eyetracking data, to reconstruct whether the decision
for a particular translation was made on lexicographic data or corpus data (or if
both influenced the problem solving process).

Bilingual dictionaries are the source that is used most often (511 of 685 in-
stances – 74.6%), including all tasks and sessions as visualised in Figure 9.8. How-
ever, the other sources were consulted as well: monolingual dictionaries (15 in-
stances – 2.2%), synonym dictionaries (7 instances – 1.0%), MT engines (18 in-
stances – 2.6%), encyclopedia (44 instances – 6.4%), search engines (80 instances
– 11.7%) and newspaper websites (10 instances – 1.5%). This relative website dis-
tribution changes according to the different tasks as can be seen in Figure 9.9.

This result concurs with Nord’s (2002: 95–96) conclusion on the state of the
art of translation aids research. The empirical studies showed that bilingual dic-
tionaries are used most often, although critical dictionary research is very scep-
tical towards them. Although Daems et al. (2016: 116–117) did not differentiate
between monolingual and bilingual dictionaries, the overall results on types of
websites used seem to be comparable: The largest group of used aids is by far
concordancers and dictionaries (which are represented in monolingual and bilin-
gual dictionaries in this study). Search engines and encyclopedias were the two
resources next in line of the aids used most often – although search engines seem
to play a more important role for Daems et al.’s participants than for the partic-
ipants of this study. News websites were used in both experiments and played
a minor role. Interestingly, MT was used by Daems et al.’s participants as a re-
search aid, although the study looked at TfS and PE, while MT was only used in
MPE by the participants of this study and never for TfS or PE (see Figure 9.8).
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Figure 9.8: The use of online aids in all tasks
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What becomes obvious at first glance is that bilingual dictionaries are used
more often in TfS (82.6% of all TfS research) than in PE (71.0%) and finally in MPE
(62.0%) in relation to other consulted resources. As mentioned before, it is very
striking that MT engines were only used in the MPE task (11.0%). The reason is
simple:The replays reveal that MT engines were consulted to recreate the source
text so that the participants could use the back translation to make more sense of
the rawMT output. It is inexplicable why the behaviour between the participants
of this study and the study of Daems et al. (2016) differs so much concerning MT
systems as an aid. Maybe the translation training of their participants was more
focused on MT systems and hence they acknowledge MT systems as a valuable
aid. Or MT systems have a better reputation for their participants than for the
participants of this study. This, however, is mere speculation.

The data were tested for independence with Chi-Square Tests to find out if dif-
ferent patterns of the websites were used in the respective tasks. All tests turned
out to be significant (all three tasks: χ 2(12,N = 1186) = 85.17, p < 0.0001; TfS
vs. PE: χ 2(5,N = 522) = 18.3, p < 0.003; MPE vs. PE: χ 2(6,N = 346) = 28.22,
p < 0.0001; and TfS vs. MPE: χ 2(6,N = 502) = 51.68, p < 0.0001). Hence, the
behaviour of the participants varies significantly in the different tasks, although
similar patterns can be recognised such the preference for bilingual dictionaries.

Next, the research behaviour between the two groups will be analysed accord-
ing to the tasks. The use of bilingual dictionaries is the research choice number
one, independent of task and status.

Figure 9.10 shows that the types of websites used for research differ visibly in
MPE and in TfS according to status. Keeping in mind that translation students
performed much more research than professionals (see also Table 9.8 for total
numbers and proportion values), professionals use encyclopedias and search en-
gines more often than students in these two tasks. This is a trend which cannot
be detected in PE. The chi-square test confirms this impression – the differences
between both groups turn out to be significant in MPE (χ 2(6,N = 163) = 25.61,
p < 0.0003) and in TfS (χ 2(5,N = 339) = 42.24, p < 0.0001). Further, the test
did not prove significant for the PE task (χ 2(4,N = 183) = 8.59, p = 0.0721).
Additionally, it is quite striking that students use bilingual dictionaries far more
often as a research tool in TfS than they do in MPE and PE.

It is hard to explain, why the research patterns for MPE resemble the patterns
of TfS more than the PE patterns concerning the kinds of websites used. Espe-
cially if we keep in mind that the analysis so far showed similar patterns for PE
and TfS and deviating patterns for MPE.
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Figure 9.10: Different kinds of websites used for research accord-
ing to the participant’s status (green: professionals; purple: semi-
professionals)

Table 9.7: Count of types of websites used for research according to
task and status – Research Times

MPE PE HT

Website type Prof. Students Prof. Students Prof. Students

Bilingual
dictionaries

40 (0.56) 61 (0.67) 29 (0.67) 101 (0.72) 79 (0.68) 201 (0.9)

Monolingual
dictionaries

1 (0.01) 3 (0.03) 1 (0.02) 1 (0.01) 8 (0.07) 1 (0.00)

Synonym
dictionaries

0 (0) 4 (0.04) 0 (0) 0 (0) 0 (0) 3 (0.01)

MT 4 (0.06) 14 (0.15) 0 (0) 0 (0) 0 (0) 0 (0)

Encyclopedia 10 (0.14) 1 (0.01) 2 (0.05) 16 (0.11) 13 (0.11) 2 (0.01)

Search engine 13 (0.18) 8 (0.09) 8 (0.19) 21 (0.15) 16 (0.14) 14 (0.06)

News 4 (0.06) 0 (0) 3 (0.07) 1 (0.01) 0 (0) 2 (0.01)
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9.2 Lexical problem solving: screen recording data

Moreover, it seems very peculiar that students use bilingual dictionaries by
far the most for TfS and encyclopedias most often in PE. While professionals
use bilingual dictionaries in the same relation in TfS and PE, the consistent use
of bilingual dictionaries in TfS probably indicates a lower proficiency in the stu-
dents English skills. Lexical problems arise in TfS, which are already partly solved
by the MT output in the PE tasks. Students seem to consider bilingual dictionar-
ies the most valid tool to overcome lexical problems, while they might encounter
other kinds of problems in the PE tasks. The use of encyclopedias, however, in-
dicates semantic research, which may have been useful in MPE, but no reason
comes to mind why semantic research might be more important in PE than in
TfS. Finally, the number of participants is very low. Hence, this tendency might
only have occurred by chance.

9.2.7 Time spent on research

H6.1: Participants need more time on research per single word/phrase in PE
than in TfS. Students need longer to find a translation than professionals if
they research.

When we look at productivity and effort, we also have to consider the time
translators spent on every research instance. I assume that – if research is con-
ducted – research for oneword/phrase takes longer in PE than in TfS, because the
translator is primed by the MT output and has to overcome this first translation
suggestion. At first glance, there appears to be no difference between the time
needed for research in all three tasks (see Figure 9.11). The mean research times
per research instance are very similar – MPE: 13.42 s, PE: 12.33 s, TfS: 13.04 s.
Further, the standard deviation is very high for all three tasks (MPE: 13.89, PE:
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Figure 9.11: Mean time per research and task
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8.74 s, TfS: 11.33 s), which shows that there is a lot of variety between the indi-
vidual subjects, but also between the individual search instances.

When dividing the data by time, both groups need on average a similar amount
of time for each research instance in MPE (professionals mean: 13.53 s, sd: 15.78 s;
students mean: 13.32 s, sd: 12.12 s) and PE (professionals mean: 12.51 s, sd: 11.36 s,
students mean: 12.27 s, sd: 7.62 s). However, the difference is noticeable in TfS
(professionals – mean: 14.99 s, sd: 15.33 s, students – mean: 11.94 s, sd: 8.12 s).
Also, there is no significant correlation between experience and research time
neither for the whole data set, nor for the separate tasks (see Table 9.8).

Table 9.8: Correlation tests between task and experience for research
time

Total MPE PE HT

r r(741) =−0.0572 r(186) =−0.0622 r(153) =−0.0589 r(357) =−0.051
p 0.1194 0.3962 0.4132 0.3348

The research process takes equally long in all tasks and does not depend on
experience. The participants read the website output and then decide whether
it is useful or whether they have to consult another aid. However, with many
more participants it might be possible to detect significant differences. Hence,
the hypothesis could not be confirmed.

H6.2: Participants spend more time on research in TfS than in PE in the
overall session. Students spent more time on research than professionals.

Next, we want to have a look at how much time the participants spent on
average for Internet research according to task, status, and experience. On aver-
age, the participants spent 9.03% (sd: 11.07%) in MPE, 7.95% (sd: 5.24%) in PE, and
10.49% (sd: 7.08%) in TfS of the total session duration on Internet research.

In total, the least time for research compared to the total session duration is
spent during PE, followed by MPE, and most time is spent on human translation
as can be seen in Figure 9.12. Professionals and students spent a similar amount
of time on Internet research compared to the total session duration in the MPE
task (professionals – mean: 8.34%, sd: 10.96%; students – mean: 7.65%, sd: 11.65%).
However, professionals spent less time on the Internet relative to the total session
duration for PE (mean: 4.43%, sd: 3.28%) and TfS (mean: 8.24%, sd: 6.66%) than
the student group (PE – mean: 9.37%, sd: 5.63%; TfS – mean: 12.74%, sd: 6.76).
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When we look at the correlation between experience and time related to total
session length, there is no statistical significance for MPE (rτ (−1.17) = −0.184,
p = 0.243) and PE (rτ (−0.96) = −0.151, p = 0.3349), but for TfS (rτ (−2.47) =
−0.367, p = 0.01357). On the other hand, when the statistical test is performed by
grouping the participants into students and professionals using aMann-Whitney-
U-test, the test turns out significant for PE (W = 28.5, p = 0.0409) and not sig-
nificant in TfS (W = 44, p = 0.122). The test for MPE remains non-significant
(W = 64.5, p = 0.9499).14

Here again, we can see that MPE seems to be equally unfamiliar for students
and professionals as they spent an equal percentage of the total session duration
on research. While students spent more time on research for PE and most for
TfS, professionals spent less time for research in the TfS task and the least for
PE. This, again, might have two reasons. First, the professionals may be more
proficient in English than the student translator, because they have more work
experience and second, they might be more confident about lexical choices, both
for the choices they make from their own knowledge as well as for the choices
from the research suggestions.

The first hypothesis of H5.2 cannot be confirmed as the participants spent al-
most equally long on research instances, no matter which task.There seems to be
a tendency that professionals need longer for research in general and especially
in TfS than students. However, the correlation between experience and time did
not become significant. So, the second part of the first hypothesis cannot be con-
firmed, either. The second hypothesis, on the other hand, can be confirmed. Par-
ticipants spend more time on research in PE than in TfS and students spent more
time on research than professionals.

14See discussion of the different statistical results in §9.4
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9.2.8 Research according to phases in translation process

H7: Translators research most in the drafting phase in TfS, while they con-
duct most research in the orientation and revision phase in PE.

In newer versions of the TPR database, three phases are indicated for keylog-
ging and eyetracking data (Version 2.310 was used for this particular analysis) –
an orientation, a drafting and a revision phase, which were probably appointed
automatically, as well (see discussion below). Here, we assume a macro-level
of phases, meaning there is only one orientation phase at the beginning, one
drafting phase and a concluding revision phase.Therefore, the research instances
were assigned to the single phases (see Table 9.9). Orientation and revision on
micro-units that might be indicated by pauses as suggested by Jakobsen (2002)
is not taken into consideration in this analysis. I suspect that the participants
resort to Internet research on demand in TfS when they want to translate the
problematic source text unit, because only few problems are recognised during
the orientation phase. Further, research in the revision phase is only necessary
to recheck their translation decision. In MPE/PE, on the other hand, research is
much more distributed among the orientation and revision phase, because the
MT output might produce translation suggestions that are not trustworthy, and
which have to be approved before and after the drafting phase.

Table 9.9: Mean Research Instances per Translation Phase

Orientation Draft Revision

Mean SD Mean SD Mean SD

MPE 0.16 0.57 0.93 1.47 0.30 0.64
PE 0.12 0.33 2.45 2.36 0.38 0.73
TfS 0.20 0.46 3.88 3.83 1.51 2.17

As more research took place in TfS than in PE, and least in MPE, the numbers
will be compared in total numbers and proportions:

• MPE: Orientation: 7 (0.12), Drafting: 40 (0.67), Revision: 13 (0.22)

• PE: Orientation: 5 (0.04), Drafting: 103 (0.83), Revision: 16 (0.13)

• TfS: Orientation: 8 (0.03), Drafting: 159 (0.69), Revision: 62 (0.27)
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The most research was done in the drafting phase in all three tasks, followed
by the revision phase, and the least research was done in the orientation phase.
When we compare the phase distribution of the research instances with the expe-
rience of the participants, we find no significant difference for neither the orienta-
tion phase (rτ (−1.92) = −0.145, p = 0.05437) nor the revision phase (rτ (−0.74) =
−0.053, p = 0.4593), but instead for the drafting phase (rτ (−2.91) = −0.196,
p < 0.004). Similar results can be found when testing whether there is a signifi-
cant difference between the groups (orientation phaseW = 1759.5, p = 0.06684,
drafting phaseW = 1320.5, p < 0.001, revision phaseW = 1994.5, p = 0.9173;
see discussion in §9.4). This means that the research behaviour in the orientation
and revision phase is very similar, independent of the experience, but the more
experienced the translator, the less research (s)he does in the drafting phase. The
correlation is very low though.

Unfortunately, we have to assume that the mapping of the phases in the data
might have been defective in a few cases. For example, participant 22 translated
Text 4 and the orientation phases was only defined as 0.59 minutes, the drafting
phase lasted another 0.04minutes and the rest of the session consisted of revision
according to the tables. However, based on common knowledge, we can assume
that the drafting phase in a translation session would take longer than two to
three seconds. Accordingly, much of the research became part of the revision
phase. Hence, the results would have been even clearer if the mapping had been
100% accurate. As, on the one hand, excluding the obvious mistakes would only
have reinforced the result and not shifted it, and on the other hand knowing
when to set the limit to exclude data or not would be difficult. Hence, no data
points were dismissed.

Conclusively, H7 cannot be confirmed, because most research is conducted in
the drafting phase in all three tasks, although this is done to different degrees.

9.2.9 Research ending in no obvious result

H8: Students re-check their translations more often than professionals.

There were a number of instances in which the research instance did not end
in any immediate results, i. e. research took place, which did not effect the trans-
lation product directly, but is part of the translation process. Four categories of
these instances, which did not lead directly to a translation result, were found in
the data: The Internet was used for context research (CR), the word/phrase was
not translated (no translation – NT), the participant read the MT of the machine
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translated target text (read back translation – RBT – only occurred in MPE), and
the translator stuck with his/her former translation (SFT).

Table 9.10: Amount of research instances ending in no (obvious) results

Status CR NT RBT SFT Total

Professional 10 6 0 30 46
Student 3 13 1 48 65
Total 13 19 1 78 111

All in all, there were 111 instances in which the participants did some research
in the Internet without any direct results (see Table 9.10), which is 14.9% of all
instances. Looking at simple counts, this occurred mostly in student research -
professionals: 46, students: 64. However, if it is put in relation to the total in-
stances during which each group conducted research, it occurred more often for
professionals (17.2%, students: 13.4%). Further, the categories were differently dis-
tributed. Most of the times, the non-direct-result research ended in SFT (70.3%),
then NT (17.1%), CR (11.7%), and finally RBT (0.01%). When the status of the par-
ticipant is taken into consideration, the distribution changes a little. While SFT
(professionals: 65.2%, students: 73.9%) occurs themost in both groups, NT is more
often the result for students (20%, professionals: 13.0%) and professionals domore
CR (21.7%, students: 4.6%). RBT only occurred once in a student translation (1.5%,
professionals: 0%).
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Figure 9.13: Distribution and amount of research instances ending in
no (obvious) results according to status (left) and kind of non result
(right)

Interestingly, over 70% of the research conducted without any obvious result
was caused by the translators’ deciding to stick with their former translation
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or the MT output which can be seen as an indicator of insecurity in their own
translation or the MT output. A similar observation was already made by Krings
(1986b: translated by J. N.) were he states that “the participants could improve the
inferencing solution in 15 cases (39.5%) by using a dictionary, the solution was
confirmed in 20 cases (52.6%), and in three cases (7.9%) the solution was impaired
by using a dictionary.”15 Although Kring’s group of participants (see §5.3) is not
comparable to the participants of this study, it shows that insecurity with the
translation first rendered is a common phenomenon. Similarly translators’ inse-
curity was described by Prassl (2010: 59–60). She describes that emotions like
intuition can make even very convincing possibilities for translation decisions
seem unsuitable, which can lead to insecurity towards this possible translation
choice. “In translation, we encounter situations in which the subject has already
written down a piece of TT [=target text, J.N.] and suddenly stops to go on search-
ing, very often wisely so.” (ibid.: 60)

Further, a non-translation does not necessarily mean that content was omit-
ted, but can also mean that redundancies were avoided, because the content was
already delivered in another part of the sentence or another phrase. Finally, con-
tent research and reading the back translation can be seen as positive instances
of research with no direct result, because the translator familiarises him/herself
with the text or the context of the text. When both groups are separated we can
see the different patterns the groups used (Figure 9.14).

CR NT RBT SFT
0

20

40
Student

Professional

Figure 9.14: Types of no-research according to status of the participant

While both groups predominantly found no result after their research, because
they opted for their translation, it happened much more often in the students
group than in the group with professional translators. The same applies to non-

15“In 15 Fällen (39,5%) konnten die Versuchspersonen das Inferenzierungsergebnis durch die
Wörterbuchbenutzung verbessern, in 20 Fällen (52,6%) wurde das Ergebnis bestätigt, in 3 Fällen
(7,9%) wurde es durch die Wörterbuchbenutzung verschlechtert.”
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translations. However, the professionals found no results more often due to con-
text research than students. More context research was done in the MPE task (7
instances), than in PE (5 instances) and only one context research instance could
be found in TfS.

Table 9.11: Distribution of research instances ending in no (obvious)
results according to task

Task CR NT RBT SFT Total

MPE 7 7 1 16 31
PE 5 3 0 36 44
TfS 1 9 0 26 36

Total 13 19 1 78 111

Table 9.12: Distribution of research instances ending in no (obvious)
results according to task and status

Task CR NT RBT SFT Total

Status S P S P S P S P

MPE 1 6 6 1 1 0 9 7 31
PE 1 4 3 0 0 0 29 7 44
TfS 1 0 4 5 0 0 10 16 36

Total 3 10 13 6 1 0 48 30 111

Table 9.11 shows the distribution of no-result research according to task, Ta-
ble 9.12 according to task and status. Interestingly, students chose their initial
translation much more often in the PE task than in the TfS task and much more
often than professionals in general.This indicates that students aremore insecure
about the MT output than professionals. Further, professionals conducted more
context research in MPE than students, while students left more words/phrases
untranslated. However, there were too few research instances to call this a pat-
tern.
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9.2.10 Summary and conclusion – screen recording data

Three main reasons for consulting the Internet can be singled out from the pre-
vious analysis: The look up of lexical problems in bilingual and monolingual dic-
tionaries, the search for more context information (two typical sources are the
consultation of search engines and the websites of newspapers), and the genera-
tion of the source text with the help of MT.The latter is only used in theMPE task
in the study at hand (in contrast to the research behaviour of the participants in
Daems et al. 2016 study). There was no evidence in the data that the participants
sought any help on syntactic or grammatical problems.

Participants do more research in TfS than in PE and professionals do less re-
search than students both in TfS and PE, confirming H1. This shows that fewer
lexical problems occur in PE, because some are already solved by the MT output
and some lexical mistranslations in theMT output can easily be corrected by con-
sulting the target text. Interestingly, professionals research more in MPE than in
PE, which indicates that the source text is often necessary to improve theMT out-
put. While simple lexical errors can be remedied easily in PE due to the source
text – making the improvement a task, not a problem if the source lexical item is
known to the translators – lexical flaws in the MT output can become a problem
in MPE. Further, I detected that professionals refer much more to their internal
resources in human translation than students do, because they have long spans
between two research instances, but not many words are processed. Similar to
H1, the most words per session are looked up in TfS, then PE, as well as MPE;
and students look up more words per session than professionals confirming the
first part of hypothesis H2. Finally, more research instances are necessary per
word in MPE than in PE and TfS, because of the missing source text. The differ-
ence between PE and TfS is very narrow, hence part two of H2 was disproved.
Experience does not influence how the look up behaviour is performed.

A whole session went by without the help of any online sources most often
in MPE, then in PE, and least often in TfS. While professionals did not need
the Internet in over 30% of the sessions in PE and TfS, students did not use it
in less than ten percent. Surprisingly, there is no significant difference between
PE and TfS, so that H3 cannot be confirmed. Further, the complexity of a text
measured by reading scores does not seem to influence research behaviour (so
H4 cannot be supported). Complexity does not only refer to reading scores and
lexical complexity, but also syntactic complexity or length of sentence etc. Hence,
further studies need to be carried out to investigate the topic properly.

As the study has shown, the most important research aid for all three tasks
were bilingual dictionaries, both for student and professional translators. Fur-

187



9 Lexical problem solving: Internet research

ther, students use bilingual dictionaries more often than professionals in all three
tasks, confirming H5. Hence, I consider it unreasonable to proclaim bilingual dic-
tionaries to be useless for translators, as has been put forward so often in the-
oretical translation studies according to Nord (2002). Empirical analyses prove
the discrepancy (see also Daems et al. 2016) – translators are trained to use bilin-
gual dictionaries and trained to use them to combine their internal and external
knowledge. The research behaviour is statistically different in TfS and MPE be-
tween the two groups concerning types of websites used for research, while their
was no significant difference for PE.

The time a participant needs for each single research instance is almost the
same in all three tasks and is not correlated with experience, although there are
some indications that student translators are slightly faster in TfS. However, this
did not prove significant. Hence H6.1 cannot be confirmed.The participants spent
most time of the total session on research in TfS, then in MPE, and least in PE.
Separated by status, the picture is a little different: Professionals spent most time
on research in relation to the total session duration in MPE, then in TfS, and
least in PE. Student translators, however, spent the least time in MPE, then PE,
and then TfS, confirming H6.2 which did not include MPE. However, the relative
time is approximately equal for both groups in MPE, which again shows that
professionals are much more confident in PE and TfS as they do not do research
as randomly as student translators.

Most research took place in the drafting phase in all three tasks, which dis-
proves hypothesis H7. Finally, there were instances when the participants re-
searched a word/phrase, but did not transfer this new knowledge into a target
text unit immediately. These instances can be grouped as context research, no
translation of the source unit, reading the back translation of the MT output,
and choosing the initial translation. Rechecking and opting for the own transla-
tion or MT output occurred most often, which indicates insecure behaviour (the
risk of a mistranslation is averted). Accordingly, this occurred most often for
student participants, which supports hypothesis H8. Context research was con-
ducted most often by professionals and no translation of the source unit occurs
most in student translations.

Two of the arguments Nord (2002: 92) summarized from other empirical stud-
ies were analysed in the study at hand as well. First, that less experienced trans-
lators tend to use bilingual dictionaries, while professionals use other aids. It is
true that in the study at hand professionals used bilingual dictionaries less often
than students, and used monolingual dictionaries, encyclopaedias, and search
engines more often in TfS, but this does not apply for PE. Professionals use less
of all sources (except news items, which are hardly used anyway) in PE than

188
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students. The second argument that professionals do more research on one prob-
lem/source text unit cannot be confirmed. There was no statistically significant
correlation between experience and research instances per word/problem.

The research patterns seem very similar for all participants in MPE, indepen-
dent of their experience as translators. This shows that patterns between PE and
TfS are different and also differ according to experience; translation experience
influences the PE behaviour, while it has no influence on MPE behaviour. As was
already mentioned in the analysis, it is assumed that MPE cannot be connected
to the translation task, because strategies and behavioural patterns acquired in
TfS cannot be transferred. Compared to the TfS task, the MT output solves prob-
lems in the PE task. If the MT output is not acceptable, a look at the source text
unit helps the translator to either find an acceptable translation, which can be
categorised as a task, or (s)he has to research to find a fitting target text item.
However, it can be assumed that the translator would have needed to conduct
research for this item in the TfS task, too. However, if the MT output is mislead-
ing in the MPE task, a new problem arises which may not have been a problem
in the TfS task, because the translator cannot check the source text. Hence, mis-
leading MT output creates new problems only in MPE, but not in PE.

9.3 Lexical problem solving: Eyetracking data on most
researched words/phrases

This chapter analyses the eyetracking data of the most researched words/phrases
in the six texts. The aim is to investigate whether there is a significant difference
between certain eyetracking parameters when words/phrases were looked up in
the Internet compared to when they were not. It is assumed that when a word/
phrase needs investigation, the translator lacks some vital information on how
to paraphrase the instance in the target language or, in other words, how to solve
the translation problem. Therefore, more mental effort is needed and more gaze
time is allocated.

The CRITT-TPR database (see §7.2) contains tables with keylogging and eye-
tracking data for each translator and task (Carl & Schaeffer 2013). To compare the
data, three parameters were chosen, one concerned with production time (Dur)
and two with gaze data (GazeS and GazeT ):

Dur Duration of unit production time […]

GazeS Total gaze time on source text unit […]

GazeT Total gaze time on target text unit […] (ibid.: 22)

189



9 Lexical problem solving: Internet research

Dur, GazeS, and GazeT include all instances in which the target word/phrase
was produced or the source/target word/phrases was looked at. Therefore, these
parameters can be used to compare technical effort (i.e. production time) and indi-
cations of mental effort (i.e. gaze time on source and target text) of the particular
unit in the overall session. It is important to investigate the whole translation
session because the word/phrase may not have been considered problematic in
the first encounter. It is also not possible to imply that the word/phrase became
unproblematic after the research instance or the (first) production of the target
word/phrase.The following hypotheses are proposed for the keylogging and eye-
tracking data:

• H1: Longer production times and more gaze time can be found for a word/
phrase when it has been researched in an online aid than when no research
was conducted.

H01: Production time and gaze data are independent of conducted research.

• H2: Longer production times and more gaze time is needed for TfS com-
pared to PE.

H02: Production time and gaze data are independent of the task.

• H3: Further, student translators need longer production times and more
gaze than professional translators or, phrased differently, less experienced
translators need longer production times and more gaze than more experi-
enced translators.

H03: Production time and gaze data are independent of status/experience.

First, all words/phrases were filtered that had been looked up in the Internet at
least four times to make sure that the word/phrase is considered problematic by
at least some participants and, hence, worth investigating and that the number
of instances is enough to conduct first tests for significance. In the second step,
troublesome words/phrases were excluded from the list. The following reasons
were taken into account:

• Words/phrases that concluded the heading or the textwere excluded.When
the eyetracking data were assigned, some gaze points were mapped incor-
rectly. This error occurs particularly often at the end of the headline, be-
cause all gaze that occurred in the rest of the empty line was mapped on
the last word of the line; and the end of the text, because all gaze that oc-
curred on the rest of the empty window was mapped on the last word of
the text.
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• Words/phrases that appear more than once in the source text were ex-
cluded, because it is impossible to narrow down the problematic instance
or whether or not all appearances were equally problematic, etc.

• Some words/phrases were only used for content research, usually proper
nouns. Therefore, the word/phrase itself was not problematic lexically, but
was used to find more information on the topic. For example, participant
P17 entered “Stephen Spielberg Olympic Beijing” into a search engine and
read a news article about it afterwards.

After excluding the research instances that were not interesting for the follow-
ing analysis, a total of 27 words/phrases can be analysed (see Table 9.13 and Ap-
pendix II Table B.1). These include six phrases, two two-item words (i.e. “below-
inflation” and “pull out”) and 19 words. All single words were content words, in
particular nouns, adjectives, and verbs.

Table 9.13: Number of Analysed Words distributed per Text

Text 1 Text 2 Text 3 Text 4 Text 5 Text 6

No. Words/Phrases 1 3 10 8 2 3

When phrases were looked up, the gaze data were collected for the whole
phrase and not only for the words that were actually looked up. For example,
in the dependent sub-clause “which includes one minister charged with crimes
against humanity by the International Criminal Court in The Hague” some transla-
tors researched Criminal Court, International Criminal Court, International Crimi-
nal Court inTheHague, etc. Hence, the production time and gaze data of thewhole
phrase the International Criminal Court in The Hague was taken into considera-
tion, even if only Criminal Court was looked up, so that the different research
instances can be compared, no matter how the translator decided to gather infor-
mation on the phrase.

This chapter summarizes and discusses the results and provides examples from
the actual data. In Appendix B, all words/phrases used for analysis are listed as
well as the corresponding mean and the standard variation (which is in most
cases very high again; see the discussion in §9.3.1. Further, tests for statistical
significance were conducted via non-directed t-tests for normal distribution or
Mann-Whitney-U-tests for not normally distributed data, and correlations with
experience coefficient were calculated (see §9.3.2). As the data points were so

191



9 Lexical problem solving: Internet research

few and the main focus of the study at hand is on the difference between PE and
TfS, not all analyses were performed for MPE as well. However, a more detailed
discussion on the participants research behaviour in the MPE task can be found
in Nitzke (2016b).

9.3.1 Mean values of eyetracking data

In most cases, the mean value for all three parameters (Dur, GazeS, GazeT ) is
higher for research instances than for no-research instances (find exact values
in Appendix B, Table B.2). This was expected because researching a lexical item
on the Internet indicates effort. However, the mean values were higher for the
following words/phrases for one or more parameter when they were not looked
up on the Internet:

• One parameter higher in no-research instances:

– Dur – pull out, compromise, bureaucrats

– GazeS – embarrass

– GazeT – associate, bureaucrats, full-time leader, artisan

• Two or three parameters higher in no-research instances:

– Dur, GazeS and GazeT – incentives

Altogether, 78 mean value pairs were compared (26 words ∗ 3 parameters) – in
only 10 instances, the mean value was higher for no-research instances than for
research instances (12.8%). The following paragraphs will discuss some possible
explanations as to why the mean values may have been higher. However, as pre-
sented in the next chapter, none of these differences are significant. Therefore, it
is possible that these instances occurred by chance and we also cannot eliminate
the possibility of technical problems or defective gaze mapping.

Longer production times (Dur) in no-research instances may have been pro-
duced by a wide array of lexical choices that were activated in the participants’
minds, while the Internet researchmay have accelerated the problem solving pro-
cess. Instead of using the internal resources and pondering about which lexical
item to choose, the problem was resolved quicker via Internet research. As a side
note, if no Internet research was conducted, it does not necessarily mean that the
translation unit was not problematic for the participant (if it was problematic, it
would explain the high Dur time), but we do not have a distinct indicator. Two
of the words mentioned above that required longer production times are verbs
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(compromise and pull out), which often present a lot of translation choices and
need to be adapted to the grammatical and syntactic structures of the sentence.
Compromise may require additional effort, because it can be both noun and verb.
However, this should be a minor effect given the syntactic position in the sen-
tence. The MT output can be considered partly acceptable for both verbs (in both
cases parts of the full lexical or grammatical structure are missing), which may
have caused longer production times as well. Further, compromise has a (more
or less) false friend in German: kompromittieren - “damage one’s or someone
else’s reputation through a statement or a manner; to compromise sb./sth.”16 (du-
den.de17). Although kompromittieren is one of the meanings of compromise, it is
not appropriate in the context. Similarly, the word bureaucrats has a cognate –
words with similar form but different meaning – in German, which may have
caused higher production times, due to uncertain decision making (the MT sys-
tem translated the word with the German cognate version).

The longer gaze time on the source text (GazeS) for embarrass might be ex-
plained by the syntactically highly complex sentence it is set in. In general, high
gaze times on the source text could imply on a lexical level that the word/phrase
is unknown to the translator, that the word/phrase can be categorised as low fre-
quent, that the word/phrase is ambiguous, and/or that the word/phrase is used
in an unusual context or in a context it is hardly used in.

Long gaze time on the target text (GazeT) might indicate insecurity with the
(machine) translation of the source item.TheMT output for the above mentioned
words varies a lot: theMT output for associate is not acceptable, partly acceptable
for full-time leader, and acceptable for artisan. Further, all three words are not
embedded in informative context (associate is used to explain the Latin origin of
another word; full-time leader and artisan are parts of a list), which may cause
more insecurity with the MT output or the translation choice.

Incentives (a low frequency word) seemed to be a very problematic term as it
required a lot of effort when it was not researched. All three parameters were
on average higher when the word was not looked up on the Internet. The MT
system did not translate the word so the MT output was of no help in the PE
task. It could even be considered a burden – a hurdle between source and target
text – because the untranslated word has to first be deleted in the target text.

All in all, the discussion of the mean values showed that no research does
not mean that the participants did not struggle to come up with a good solution.

16“durch eine Äußerung oder ein Verhalten jemandes, dem eigenen Ansehen schaden;
bloßstellen“

17http://www.duden.de/rechtschreibung/kompromittieren, last accessed 24th April 2015
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However, the results strongly indicate that research causes more processing and
production effort because the mean values are in most instances higher for re-
search instances than for no-research instances. It would be interesting to test,
whether there is a certain threshold at which the eyetracking data would indicate
at which point translators fall back on their inner resources.

9.3.2 Statistical tests for eyetracking data

First, the data for all 27 words/phrases were compared as a whole data set. The
first point of interest was whether there is a significant difference between re-
search instances and no-research instances in those words. The tests turned out
to be significant for all three parameters: Dur :W = 21670.5, p < 0.0001; GazeS:
W = 27137, p < 0.0001; GazeT :W = 32385, p = 0.001. As the tests were not di-
rected, the mean values were taken into consideration and they showed that all
three parameters are higher for research instances than for no-research instances.
In other words, the production time of researched words as well as the gaze du-
ration on the source and target text is in general significantly higher when the
participants research the word.

In a next step, we look at different sub-tests. First, it was tested whether there
is still a significant difference between research and no-research, when only TfS
and PE are taken into consideration together (Test 1) and for the each task indi-
vidually (Test 2-4). Then, whether there is a significant difference between TfS
and PE as well as between professionals and students independent of research
behaviour (Test 5). The next tests investigated whether there is a difference in
the research/no-research data for professionals and then for students combining
the tasks (Test 6 and 7). The following three tests (Test 8, 9, and 10) considered
whether there is a difference between the status of the participants in TfS, PE,
and MPE.The last Mann-Whitney-U-tests focused on task and status (Test 11 and
12). In a final step, correlations were calculated for parameters and experience,
experience and task, experience and research/no-research instance.

To summarise the results, nine of thirteen Mann-Whitney-U-tests (69.2%) be-
came significant for the parameter Dur, and one of six (16.7%) correlations. 11
of 13 Mann-Whitney-U-tests (84.6%) became significant for total fixation dura-
tion on the source text (GazeS) and two of six (33.3%) correlations. The tests for
GazeT did not turn significant that often: three of thirteen Mann-Whitney-U-
tests (23.1%) became significant and none of the correlation tests. Dur is not sig-
nificant for status in general and, in particular, status considering the single tasks.
This means that the production times of rather problematic words do not depend
on the status of the participant.This is also mirrored in the correlation with expe-
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rience. The production time and the experience coefficient only correlate when
the words/phrases are produced without doing any research and the correlation
is very weak, too. Gaze duration on the source text (GazeS) always became sig-
nificant, except when only MPE was taken into consideration. The test for MPE
needs to be excluded though, because there was only one window in the MPE
task. Nonetheless, gaze was mapped on the source and the target text, which is
a technical error. The correlations were only significant when experience was
correlated with the overall GazeS and experience and PE. Both tests showed a
(very) very small negative correlation. This means the more experienced a par-
ticipant is the less (s)he looks at the source text item. However, the correlations
are so small that the difference is hardly recognisable. GazeT only became sig-
nificant when compared between TfS and PE, meaning that there is a significant
difference between TfS and PE concerning gaze on the target text; and when the
student data were compared for when they conducted research and when they
did not.

The next chapter provides detailed insights on the single words/phrases. Five
tests for significance were conducted for every word/phrase and for every pa-
rameter that was taken into consideration in the last chapter, which results in
twelve tests for significance per word/phrase:

• First, it was tested whether there is a significant difference between re-
search instances and no-research instances, independent of the tasks. First,
all three tasks will be considered and then only PE and TfS in a second test.

• Then, a test was conducted on whether there is a significant difference
between PE and TfS, independent of research behaviour.

• The last two tests calculated whether the difference between research and
no-research was significant in TfS and PE, respectively.

Table 9.14 summarises how often the tests proved significance for all 28 anal-
ysed words and phrases. In these calculations, most tests for significance did not
turn into a significant result. One explanation is the low number of instances
(n) that can be analysed – especially in the last two tests – and therefore, the
chances that the difference occurred by accident are too high. The data, for ex-
ample, only presented one research instance for “halt” in the PE data which was
than compared to six no-research instances. When testing significant differences
between research and no-research for the single tasks, some tests could not be
conducted, because the word/phrase was not researched in the task. However,
some tests became significant and in the following, these significant differences
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will be discussed. As the tests were undirected, the mean values were used to
identify which values were significantly higher/lower.

Table 9.14: Number of tests with p < 0.05

Parameter

Dur GazeS GazeT

research yes/no (all) 10 5 4
research yes/no (PE and TfS) 6 2 3
different tasks (PE vs. TfS) 7 8 4
research yes/no for TfS 1 1 1
research yes/no for PE 0 0 0

As the tests were not directed, it was verified whether the parameters were sig-
nificantly higher or lower when research was conducted compared to when no
research was conducted or according to task. In all cases, the parameters turned
out to be significantly higher when research was conducted. The test between
TfS and PE, however, did not compare research/no research but the tasks. Inter-
estingly, the parameters were significantly lower for PE in all cases.

The data suggest that more effort was necessary when the participants decided
to research words/phrases compared to when they translated the same words/
phrases without the help of any Internet resource, although only 52 of the 40518

tests (12.5%) became significant, which might mainly be caused by the low n-
values as mentioned above.This argument is strengthened by the fact that, when
all data from all three tasks were used for testing significance, 19 tests turned out
to be significant, while when the research instance in one single task was tested
none (for PE) and three (for TfS) proved significant.

The tests that compared TfS and PE and were significant and in favour of PE,
meaning that PE took less processing and production effort than TfS. In total,
19 of the 7819 tests (24%) turned out to be significant. Here again, a bigger data
collection might have led to more obvious results. Nonetheless, the results are in
favour of MT as an aid on the lexical level for the PE process. Accordingly, the
hurdle between source text and target text might sometimes be overcome by the

183 parameters ∗ 5 tests (research yes/no; research yes/no in TfS only; research yes/no in PE
only) ∗ 28 words/phrases – 15 tests that could not be conducted due to missing data (e. g. when
none of the participant researched the word/phrase in the post-editing task).

193 parameters ∗ 26 words/phrases
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MT output and sometimes not. However, the data do not suggest that MT creates
new hurdle.

Again, the parameter GazeT was the least productive of the three parame-
ters. However, the difference is not that obvious as it was when all words were
compared. Twelve tests for GazeT became significant, while “only” 16 tests for
GazeS became significant, which is only 33.3% more. Eleven tests became signifi-
cant for GazeS in the overall data, while only three for GazeT became significant.
Two reasons could explain these differences between single words/phrases and
overall data. First, the lower n-value might cause far fewer tests for GazeS to
turn significant. Second, there could be some words/phrases with very extreme
data that influence the overall results rather than the single words/phrases. How-
ever, most tests for single words/phrases that became significant have p-values
between 0.01 and 0.05, which does not implicate extreme values. Conclusively,
this implies that problem solving is handled rather on a source text level than on
a target text level.

9.3.3 Further analysis – Misleading machine translation

In contrast to what might have been expected, even if the participants had de-
cided that the MT output was unacceptable for the target text, processing and
production effort does not increase significantly in the PE task. Although some
mean values of the parameters are higher in the PE task than in TfS (see §9.3.1),
these few instances are more the exception than the rule. Hence, we will look at
the influence of misleading MT. The purpose of post-editing MT output is to pro-
duce a target text more efficiently. Therefore, MT should reduce lexical problems
and conclusively reduce research effort. However, practice shows that MT sys-
tems occasionally choose the wrong lexical entry for the context, which results
in misleading or wrong translations in the MT output.These have to be corrected
by the post-editor and hence a productivity gain cannot be detected.

Two of the most researched words/phrases were looked up more often in the
PE task than in the TfS task (compromise and incentives – both were already dis-
cussed in §9.3.1 on mean values). The increased research effort might be caused
by the PE task, which in a way restricts the participants. The translators have to
use the MT output as a translation frame, which makes them work less freely.
Hence, the target text representation might be primed by the MT output and
cause less associations in the brain. However, this increased research effort is
the exception not the rule – in our examples it only occurred in less than 8% of
the analysed words. Usually more research is performed in TfS. Looking at it the
other way around, this low figure rather speaks in favour of MT than against it.
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Especially, when we look at the other words/phrases that were predominantly
researched in TfS. Insistence and flaring up againwere researched only in TfS and
research was about equally distributed between TfS and PE in only a few exam-
ples like associate or serve. Hence, MT rather decreased the research necessity in
the overall sessions, which supports the assumption mentioned earlier that MT
helps to deconstruct hurdles rather than to erect new ones.

9.3.4 Comparing most researched words to least-/no-research words

In this chapter, we will compare words/phrases that were researched most of-
ten with comparable (or as comparable as possible) words/phrases that did not
require research by most participants.Three words/phrases were picked for anal-
ysis from the 27 most researched, for which comparable words/phrases could be
found in the relatively small text corpus provided by the six texts.

First, we will compare the phrase “the International Criminal Court in The
Hague” (1) which was looked up eight times and “China’s backing for Sudan’s
policy in Darfur”(2)20, where parts of the phrases were looked up in six sessions,
mostly for context research. In this respect, Phrase (2) was not considered awhole
phrase by the participants but as single units, while Phrase (1) was considered
one unit. Both phrases consist of seven words and a similar amount of characters
(45 and 44, respectively, including spaces). Further, the MT output is not very er-
ror prone for both phrases, although theMT for Phrase (2) is missing one definite
article21. Both phrases contain proper nouns, Phrase (1) an institutional name and
a location name, and Phrase (2) three location names. There are German equiva-
lents for the institutional and the location name of Phrase (1), whereas all location
names in Phrase (2) can be retained. However, Phrase (2) is grammatically more
complex. Another advantage of comparing these phrases is that they occurred
in the same text. Hence, the participants translated the phrases within the same
task and individual differences could be ruled out.

Next, the word rattle (looked up eleven times) will be compared to adapt (no
research instances occurred) and disliked (looked up twice in the human transla-
tion tasks).Adapt and disliked were chosen for comparison, because they are both
verbs, even though disliked is used in the simple past and is therefore grammat-
ically more complex; they also have comparable frequencies. The TPR-DB indi-
cates frequencies as the log10 probabilities according to the British National Cor-

20To avoid typing the entire phrases every time they need to be referred to, they will be referred
to as Phrase (1) and Phrase (2) in the following.

21(1) MT: „den Internationalen Strafgerichtshof in Den Haag” (2) MT: „Chinas Unterstützung für
Sudan-Politik in Darfur”
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pus (cf. Carl & Schaeffer 2013: 15), which are for rattle −5.5360, for adapt −5.0924,
and for dislike −5.3152. Dislike, however, is a special case because it is followed
by another verb (working) and hence is often realised as an adverb, like in the
MT output ’nicht gern […] arbeiten’ (’not willingly […] work’). Nonetheless, it
was considered for comparison.

Finally, we will look at three adjectives with similar frequencies: vulnerable –
looked up eight times, frequency: −4.7104; extra (as it occurred in text 2) – not
researched, frequency: −4.1181; extensive – researched once, frequency: −4.4829.

I compared the parameter Dur, GazeS, and GazeT for research in TfS and PE,
research in TfS, research in PE, according to task (TfS vs. PE), high research
words/phrase against low research words/phrase (general, for TfS and PE, for
TfS, for PE, for TfS and research, for TfS and no research, for PE and research,
and for PE and no research).

In total, 19 of 10822 tests (17.6%) turned out significant.Themost promising test
was comparing PE and TfS, which turned out significant in seven out of nine
instances (77.8%). As the tests were undirected, the mean values were evaluated
and it was always the PE sessions that showed less keylogging activity or eye
movement. The parameter Dur is the most meaningful in the verbs chapter and
turned out significant seven out of twelve times, while it was hardly significant
for adjectives and phrases. Surprisingly, Gaze S and GazeT turned out significant
equally often for all word/phrase-categories, namely five times (which is still not
much), but no tendencies for one word/phrase-category can be detected.

In a final test series, a high frequency verb and a high frequency adjective
were compared to the highly researched verb and adjective as the latter were
low frequency words (vulnerable vs. new and rattle vs. have). The tests were con-
ducted both with the original data and normalised to the number of characters.
The most promising parameter was again Dur. Interestingly, the results of the
tests were not as extreme as expected as only three of the 36 normalised tests
turned significant for both verbs and adjectives.

9.3.5 Status and experience

In this chapter, we will analyse how experience (considering both the partici-
pants’ status and experience vector) influences the parameter comparing highly
researched words and low researched words as introduced in the previous chap-
ter. Again, one aim of this analysis is to compare which measurement for expe-
rience might be more helpful for statistical analysis.

223 word categories ∗ 3 parameters ∗12 test conditions
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When we compare professionals and students, statistically significant differ-
ences cannot be observed often. Differences only appear in GazeS, if at all, for
all tasks or only for TfS or PE. Dur becomes significantly different in the verbs
chapter for students and professionals considering research and no-research, no
matter whether we compare low-frequency verbs or low- and high-frequency
verbs. The students group shows a significant difference in Dur and GazeS, when
we compare low- and high-frequency adjectives, which is not observable for pro-
fessionals. When we look at the differences in tasks, all parameters are higher in
TfS for students and professionals. Almost the same tests became significant for
both groups, except for phrases regarding the gaze behaviour. In the latter case,
professionals needed significantly longer to read source and target text units in
the TfS task, while there was no difference for student translators. Finally, when
we compare high-research and low-research words/phrases, the difference is sig-
nificant much more often for students (six times) than for professionals (once).
Interestingly, the only parameter that became significant for professionals – Dur
for adjectives – became significantly higher for low-research words, while all
significant instances for students were higher for high-research words.

The experience factor was a not very informative value in this analysis. Three
of 18 tests (16.6%) became significant for the overall data. When we tested most
researched words against low/no-research words, only one of 168 tests (0.6%)
became significant. The test that became significant described the correlation be-
tween experience and gaze duration on the source text in the PE task when com-
paring high-research and low-research phrases. Again, we can only speculate
that the number of data points is too small to turn out significant correlations or
simply that no connection exists between experience and keylogging behaviour
as well as eye movement.

In one final attempt to find statistical significant relations, a linear mixed
model23 was created for the most researched words. The individual participants
and the different texts were set as random effects in the calculation. Task and re-
search were included in the model. The data for MPE was excluded for the GazeS
and GazeT models, because the mapping was arbitrary. There was an attempt
to integrate status and/or experience into the model, but they did not influence
the model significantly, and therefore were excluded. First, let us look at Dur.
Dur is significantly different between TfS and MPE (t = ±2.28, p = 0.0228),
but not between TfS and PE (t = ±1.61, p = 0.107) or PE and MPE (t = ±0.77,
p = 0.4426). Further, it is significantly higher when research was conducted
(t = 4.61, p < 0.0001). Total fixation duration on the source text (GazeS) is higher

23Using the packages ”effects”, ”lmerTest” (Kuznetsova et al. 2015), and ”lme4” (Bates et al. 2014).
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for TfS (t = 4.82, p < 0.0001) and when research was conducted (t = 3.05,
p = 0.0025). Finally the total fixation duration on the target text is higher for TfS
as well (t = 1.98, p = 0.0486), but no significant difference can be found when
research was conducted and when not (t = 1.60, p = 0.1108).

9.3.6 Summary and conclusion – Keylogging and eyetracking data

Themost promising process parameter appears to beDur, which seems quite rea-
sonable, because the parameter describes production duration. Hence, the partic-
ipants needed longer to produce these problematic words. This can either mean
that many changes occurred during the session or that the participants literally
needed more time to produce the word, because they might have thought about
whether the translation decision is correct or suitable, or might have considered
other options.

The eyetracking parameters were not as conclusive, but GazeS is more promis-
ing than GazeT. Higher GazeS times indicate problematic words/phrases. How-
ever, a problematic word/phrase does not necessarily trigger a higher reading
time. The problem might not be caused by the source item itself as the translator
knows what it means, but by transfer to the target text. Hence, this problematic
situation might not be reflected in the reading time of the source text item itself,
but in the whole surrounding text area, because the translator needs to grasp the
context and transfer the problematic item to the context. On the other hand, it
is reasonably safe to assume that reading time of the target text item does not
reflect on problematic translation units, although we have to consider the lack of
data points. Finally, a lot of the processing probably occurs during the research
instance itself. The translator looks for examples for a solution in a bilingual dic-
tionary. While (s)he does this, (s)he has the context in mind and integrates the
research effort into the context. Hence, a reasonable solution might already be
created during the research process, which is obviously not recognisable in the
reading data of source and target text item.

Interestingly, the differences between PE and TfS were very often significant
when similar words/phrases that caused different research behaviour were com-
pared, except for GazeT in two cases. This indicates that the MT output is helpful
for both words/phrases that were researched very often and that were not/hardly
researched.

When comparing data for single tasks and/or only for research/no research in-
stances, hardly any tests turned out significant. However, when the mean values
are compared, a difference is often recognisable. The reason for the insignificant
tests is either that there are no significant difference and/or that we do not have
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enough data points to compare the data. Some tests were not possible at all, be-
cause there were, for example, no research instances in the PE task. Conclusively,
a larger data set would be necessary to perform meaningful calculations.

In summary, when we look at the overall data set, the hypothesis can be con-
firmed. Words/phrases that were researched often required longer production
times and longer gazes on the source text unit. Research does not seem to have
an influence on the gaze duration on the target text. Hence, more mental effort is
necessary, when research is necessary. Further, there is a tendency that text units
take longer to produce and are gazed at longer in the source text for TfS. Finally,
student translators seem to need longer to produce the text unit and gaze longer
at the source text, while no effect could be measured on the target text reading
time. This, however, was not confirmed in the linear mixed model, in which no
significant difference could be determined between students and professionals
nor does the experience coefficient have a significant influence. Hence, problem
solving behaviour seems to be indicated by text production time and the total
gaze time on the source text, but not on the target text.

9.4 Overall conclusions and final remarks

Theanalyses of screen recording aswell as eyetracking and keylogging show that
sometimes different research patters can be observed both between PE and TfS as
well as between students and professionals, while other results are equal between
all participants and tasks. Participants did more research in the TfS task than
in the PE task. Similarly, students researched more than professionals. Amount
of research and experience correlate significantly for TfS and PE. Interestingly,
participants decided not to use Internet research as often in PE as in TfS; pro-
fessionals more often than students, although the test did not prove significant.
The correlation of experience and not using Internet research, however, turned
significant. When all participants are taken into consideration, the complexity
levels of the texts seem to influence the amount of research, but this result might
be accidental, because the distribution is different when the participants are sep-
arated into groups of professionals and students. Bilingual dictionaries are used
most often for research by both groups and in all tasks. The research instances
were about equally long, independent of status of the participant and task.The re-
lation between research time and total session duration is almost equal between
professionals and students in the MPE task, while it is higher for students than
for professionals in PE and TfS. Testing for significance with a Mann-Whitney-
U-test and correlations presented contradictory results (see discussion below).
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Most research takes place in the drafting phase and, in most cases, translators
choose their first translations if the research instance does not result in a direct
target text decision. Students rechecked their translation choice or theMT output
much more often than the professionals, which indicates insecurity.

In 87.2% of cases, the mean values of the eyetracking and keylogging parame-
ters were higher for research instances than for no-research instances. When the
parameters were tested for significance for the single words/phrases, they were
not as productive, which is probably caused mainly by the low n-numbers. This
argument is strengthened when we look at the overall data set. The tests for sig-
nificance all resulted in p far below 0.05 when comparing research instances and
no research instances, and also by the linear mixed model. When single words/
phrases are examined, the most reliable parameter is Dur. Hence, long produc-
tion times might indicate problematic words. The gaze parameters are not that
productive.This might have two reasons: First, the problemmight become visible
in the reading times of the whole phrase around the problematic word/phrase,
because the translator processes the context simultaneously; and second, a lot of
processing might already occur during research, which is then not identifiable in
the gaze data. When testing between two tasks, the tests that became significant
were in favour of PE, meaning PE required less effort. Bad quality MT output
usually does not increase the writing and reading effort, but it becomes equal to
the effort of TfS instead. Hence, MT output solves some translation problems in
PE, some are not solved, but no new problems are created either. In MPE, how-
ever, new problems are sometimes created because the translator cannot refer to
the source text.

The analyses show that translation experience seems to have an influence
on PE, because the patterns between students and professionals and the corre-
lations between research behaviour and experience factor often suggest differ-
ences. However, this result could not be confirmed by the linear mixed model. A
larger data set might be helpful to reinvestigate the issue. There were no implica-
tions that translation experience influences the MPE task. The task was probably
new to all participants meaning they could not apply their usual strategies due
to the missing source text.

A high standard deviation could be observed in screen-recording, keylogging
and eyetracking data. This points to high individual differences in all data. There
might be a tendency, towards what is perceived as a translation problem and
therefore leads to higher production times and gaze data. Furthermore, less ex-
perienced participants might demonstrate different behavioural patterns than
more experienced translators. Nonetheless, what is problematic for the individ-
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ual varies a lot according to their internal knowledge – a parameter which could
not be measured in this study.

In general, the experience vector was very helpful for the screen-recording
observations as it often revealed significant differences. However, the parameter
was less productive for keylogging and eyetracking data, which might be caused
by the data sparseness. Another interesting aspect that was discussed in §9.2.6 is
that statistical tests turned significant for different tasks, depending on whether
they were grouped according to status (professional vs. students) or correlated
with experience. The example in §9.2.6 considered the time spent on research in
relation to the total session duration. The test turned out to be significant for PE
when the required timewas grouped according to status, but not when correlated
with experience. Further, the opposite applies when TfS is tested: no significance
when comparing groups, but a significant correlation between time and experi-
ence. That the tests turned out differently depending on the chosen test is more
the exception than the rule. However, I assume that testing the correlation with
the experience factor is a more valid test than testing with the groups, because
the experience factor takes the individual differences into account more than
grouping the participants according to status. As discussed in §8.1, both groups
are very homogeneous and more details of personal experience would be desir-
able. However, as was shown in this chapter on research behaviour, it is still very
useful to group the participants into professionals and students, on the one hand
for visualisation reasons, and to arrive at a valid impression of the data distribu-
tion on the other. In another example, the results were comparable: In §9.2.8, we
analysed the distribution of research instances on phases, whichwas analysed ac-
cording to the experience of the participants.The results were for the orientation
phase: rτ (−1.92) = −0.145, p = 0.05437, the drafting phase: rτ (−2.91) = −0.196,
p < 0.004, and the revision phase: rτ (−0.74) = −0.053, p = 0.4593, while the re-
sults according to status for the orientation phase are:W = 1759.5, p = 0.06684,
the drafting phaseW = 1320.5, p < 0.001, and the revision phaseW = 1994.5,
p = 0.9173. These results are very similar and point in the same direction. In
the following chapters, I will further investigate whether grouping according to
status or experience coefficient is more informative.
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After investigating conscious problem solving activity, the focus will now be on
potentially subconscious problem solving in regard to syntax. In the next chap-
ter, wewill discuss the influence of theMT output on syntactic processing, which
might lead to problem solving activities. Statistical MT systems seem to have dif-
ficulties with syntactic structure, because word order (especially verb position-
ing) follows different rules in English and German (e.g. Kolss et al. 2008: 178).
Hence, syntax might be of particular interest in regard to problem solving in
PE. On the one hand, it might be possible that syntactic structures are primed
by the source text structure in all tasks and the MT output in PE and MPE (cf.
Bangalore et al. 2016). On the other hand, syntactic error prone MT output might
complicate the PE process. It is hypothesised that regular syntactic structures do
not cause problems in the translation process for trained translators. However,
as the MT system sometimes disarranges syntactic structures in the target lan-
guage, syntax becomes a problem that the translator has to consciously solve in
the PE task. Hence, syntactically unacceptable MT output should cause longer
production and processing times.

• H1: The production and processing data are significantly different accord-
ing to the quality of the MT output regarding syntax.

H01: The quality of the MT output regarding syntax has no influence on
the production and processing data.

• H2: Syntax requires conscious problem solving in the PE task, while it is
not considered a problematic feature in the TfS task. The processing data
are statistically different between professionals and students (or between
participants with different experience coefficients), as more experienced
participants can handle syntactically less high quality MT output better
than less experienced participants.

H02: Syntax cannot be categorised as problematic both in PE and TfS. The
experience of the participants – independent of the quality of the MT out-
put – has no influence on production and processing times.
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First, the MT output at a sentence level was evaluated in terms of syntax for
all six texts by three raters. The syntax in the MT sentence was categorised as
either acceptable, partly acceptable, or not acceptable.This evaluationwas done on
a sentence basis, which might be subject to discussion, but as Krings (1986b: 197-
198, translated J. N.) emphasises in his study on problem solving in translation:

Apart from those two examples, the translators adhere to sentence bound-
aries unconditionally. […] This might be one of the most exciting results
in respect to the translator’s problem solving order […]. Despite the strong
textual relation between all sentences in both texts, the sentence is – simply
characterised by ending with a dot – next to single translation problems the
ultimate translation unit for the participants.1

The MT output was considered acceptable when syntactic structures did not
include any mistakes, partly acceptable when some clauses were without errors,
but some included errors, e.g. the main clause contained syntactic errors, but the
subordinate clause did not, and not acceptable when most or all the clauses in-
cluded errors. We have to keep in mind that the evaluation only considers syntax
and no other aspect of the MT output. Hence, if a sentence was categorised as
acceptable, it only means that the syntax of the sentence was acceptable, it may
still include lexical or grammatical errors. Further, the PE instructions (see §7.2)
did not specify any direct rules regarding how the participant should treat syn-
tax. However, they were instructed to use “as much raw translation as possible”
and change MT “only where absolutely necessary”. However, whether adapting
the target syntax is absolutely necessary is very subjective. An inter-rater agree-
ment was calculated with Fleiss’ kappa. A total of 41 sentences were assessed
by 3 raters. The results were κ = 0.52, z = 8.09 and p < 0.0001, which can be
interpreted as a moderate agreement.

All in all, the six texts comprise 41 sentences, of which 10 were categorised
as acceptable, 20 as partly acceptable, and 11 as not acceptable (find the detailed
evaluation in §C Table C.1). The MT system retained the sentence boundaries,
meaning that there is a target sentence for every source sentence.This influenced
the post-edited target text as well. While one source sentence was split into two

1Original text: „Abgesehen von diesen beiden Beispielen halten sich die Übersetzer un-
eingeschränkt an den Satzrahmen. […] Dies ist vielleicht eines der erstaunlichsten Ergebnisse
im Zusammenhang mit der […] diskutierten Reihenfolge in der Problembehandlung. Trotz der
starken textuellen Verflechtungen aller Sätze untereinander in den beiden ausgewählten Tex-
ten ist der Satz, und zwar rein interpunktorisch verstanden, für die Versuchspersonen neben
dem einzelnen Übersetzungsproblem die Übersetzungseinheit schlechthin.“
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target sentences in 18 instances in the TfS task, this only happened nine times in
the PE task. Similarly, two source sentences were joined to one target sentences
twelve times in the TfS task, but in only six instances in the PE task. In the
following, we will discuss keylogging and eyetracking data for the difference in
syntactic quality of the sentences.

10.1 Overview production and processing times

To analyse production and processing in the different tasks, the same parameters
are used as in §10.3 on lexical analyses – Dur, GazeS, GazeT. Further, we will add
two new parameters, namely FixS and FixT, because they will provide further
insight into the processing of the sentences and different behaviour in the tasks.
These two parameters are defined as the following:

“FixS: Number of fixations on source text unit […]

FixT: Number of fixations on target text unit […].” (Carl & Schaeffer 2013:
22)

When I dealt with lexical items, I usually considered one word or phrase (i.e.
multi-word units). However, I will deal with sentences on the syntactic level,
which leads to longer production and processing times, which are influenced by
many additional factors other than only syntax. Hence, we will normalise the
parameters on a character level for mean values, standard deviations, and first
statistical tests. Further, eyetracking data on the source and target texts will be
disregarded in the following chapters for theMPE, although they were accessible
in the database. When the task was conducted, the participants only worked in
one window in the editor. Hence, it is inexplicable why the eyetracking data were
separated into source text and target text data and how this separation was con-
ducted. However, the existing eyetracking data were combined to total fixation
counts (TFix) and gaze durations (TGaze) on the whole text – introducing two
additional new parameters to the analysis. When the fixation data are combined
and normalized per character, the differences between the mean values are not
extremely different between the tasks (see Table 10.1), however the differences
are highly significant (see Table 10.2).

In the following, Table 10.1 provides an overview of the mean values of the
parameters per character according to the tasks. It is hypothesised that the PE
and MPE task should take less time to produce the target sentences than the TfS
task. Further, as the source text becomes less important in the PE task, the gaze
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data on the source text (GazeS and FixS) should be smaller than in the TfS task.
Finally, gaze on the target text (GazeT and FixT ) should be about the same for
both tasks or higher for PE as the MT output is the main source of information.
The data for MPE should behave similarly to the PE data. The difference between
MPE and PE data is expected to be low.

Table 10.1: Mean and SD of the Parameters per Task and per Character

Mean SD

Parameter MPE PE TfS MPE PE TfS

Dur 693.33 739.22 1077.58 585.3 535.74 690.82
GazeS – 303.17 506.56 – 792.83 907.77
GazeT – 590.57 612.81 – 1018.37 792.64
FixS – 1.75 2.74 – 4.59 4.82
FixT – 3.59 3.17 – 7.03 4.76
TFix 2.21 2.75 2.95 5.06 5.80 4.61
TGaze 470.19 457.57 559.90 1760.07 1018.37 792.64

The mean values in Table 10.1 confirm that the parameters are highest for TfS,
except for FixT which is on average higher in PE. Further, the data for MPE are
always the lowest, except for TGaze which is slightly lower for PE. Interestingly,
the total fixation count is higher in PE compared to MPE. This shows that single
fixations take longer in MPE than in PE (and also as in TfS), which indicates that
processing takes longer in MPE than in the other tasks. This seems reasonable
as there is no source text to compare the MT output to, which is expected to
be cognitively more demanding when the participants encounter problematic or
error prone MT-output. The missing source text on the other hand also explains
why there are less fixations in total, because there is less text that the participants
need to process.

When longer processing results in longer fixation durations but smaller fixa-
tion counts, it also explains the high fixation counts and the low total fixation
duration on the target text in PE compared to TfS, because TfS could be consid-
ered more cognitively demanding. Furthermore, the higher fixation counts and
total fixation durations in the target text in TfS might indicate that the target
text becomes more important in the revision task – the source text is only con-
sulted when doubts about the translation arise – and hence is fixated more often
and longer in the total session than the source text. Finally, the extraordinarily
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high standard deviations are very striking and might indicate great differences
between individuals and/or segments.

Table 10.2: Mann-Whitney-U-Tests for the Parameters comparing the
three tasks (statistically significant results are printed in bold)

MPE vs. PE MPE vs. TfS PE vs. TfS

Parameter U p U p U p

Dur 43374 0.088 29070 <0.0001 31479 <0.0001
GazeS – – – – 27342 <0.0001
GazeT – – – – 43180 0.143
FixS – – – – 28406.5 <0.0001
FixT – – – – 47453.5 0.6146
TFix 34600.5 <0.0001 29100.5 <0.0001 39212 <0.001
TGaze 41241 0.0075 31270 <0.0001 35280 <0.0001

The tests for significance confirm the impressions (Table 10.2). The data were
not distributed normally. Therefore, a Mann-Whitney-U-test was conducted.The
tests between PE and TfS turned out to be significant for Dur, GazeS, and FixS
but not significant for GazeT and FixT as was expected. For the combined param-
eter TFix and TGaze the tests prove significant differences again. To put it in a
nutshell, all parameters are significantly higher in TfS when comparing it to PE,
except for the eyetracking data on the target text, where there is no significant
difference. There is also a significant difference between MPE and TfS for the
tested parameter, proving that the parameters are higher for TfS and hence TfS
is (at least technically2) more demanding. The eyetracking data show significant
differences between MPE and PE. The total fixation count is significantly lower
for MPE (caused by the missing source text), while the total fixation duration is
significantly lower for PE.This result supports the assumption that MPE requires
more mental effort as was already discussed above.

The tests in Table 10.2 were also conducted on the parameter per character
to rule out that the length of the sentences influences the results. However, as
mentioned above, the values show high standard deviation values (Table 10.1).
Next to individual differences, this might be caused by the different complexities
of the sentences in the tasks and the quality of the MT output for the MPE/PE

2Krings (2001) differentiates between temporal, technical (meaning the text production effort)
and cognitive effort in PE. This differentiation is also used in e.g. O’Brien (2006).
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task. Therefore, the next chapter will analyse single sentences with regard to MT
quality.

10.2 Analysis of the influence of syntactic MT quality

The aim of this chapter is to analyse the syntactic structures on a sentence level.
The same parameters will be used for keylogging and eyetracking data that were
used in the previous analysis (Dur,GazeS, FixS,GazeT, FixT, TFix, TGaze). Further,
the syntactic quality of the MT output will be taken into consideration.

10.2.1 Analysis of production and processing data concerning the
quality of the MT output

As mentioned in the introduction, the quality of the syntax of in MT output was
rated as acceptable, partly acceptable, and not acceptable. Further, it was also
shown that the keylogging and gaze data differ for PE and TfS. The hypothesis
is that the quality of the MT output influences the data. While Dur, GazeS, FixS,
TGaze, and TFix are still significantly lower for acceptable and partly acceptable
MT output in the PE and MPE task in contrast to the TfS task, there is no sig-
nificant difference when the MT output is considered not acceptable. This does
probably not apply for FixT and GazeT, because there is no significant difference
between the two tasks, even if the quality of the MT output is not considered.
First, I will look at the mean values for the parameters according to the MT out-
put quality for all three tasks combined in Table 10.3, excluding MPE for GazeS,
GazeT, FixS and FixT, because only one text was available in the MPE task, and
then the values will be separated per task.

As Table 10.3 shows, the mean values for production time (Dur) increase for
partly acceptable and unacceptable quality of the MT output compared to ac-
ceptable MT output. However, the highest mean value is assigned to sentences
with partly acceptable MT output. One reason could be that partly acceptable
sentences are more complex than unacceptable ones. For the remainder of the
data, the mean value was the lowest when the MT output was partly acceptable,
which is contrary to the result of the production times. We have to keep in mind,
though, that the MT output does not influence the TfS task and, therefore, this
might (partially) explain why the values are lower for partly acceptable output.
Including all three tasks, however, provides the advantage of enabling a general
impression on sentence subset. Further, partly acceptable sentences tend to be
long, because they often include two or more clauses (of which one is acceptable
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Table 10.3: The Mean and SD values of the parameters according to
syntactic quality per character (excluding MPE for GazeS, GazeT, FixS,
FixT)

Acceptable Partly Acceptable Not Acceptable

Mean SD Mean SD Mean SD

Dur 628.01 658.35 939.04 648.16 831.53 514.43
GazeS 605.13 1263.54 331.21 712.23 364.37 598.04
GazeT 753.37 1209.84 535.59 796.9 591.11 787.83
FixS 3.34 6.63 1.87 4.15 1.97 3.41
FixT 4.13 8.24 3.1 5.37 3.25 4.58
TFix 3.51 6.58 2.27 4.62 2.51 4.64
TGaze 649.71 1133.48 419.11 799.68 499.08 907.1

in terms of syntactic MT output, while the other is not). Hence, the effect of this
one syntactic error might be compensated by the length of the overall segment.
Maybe sentenceswith no (syntactic) flaws aremore suspicious to the participants
than those with few errors and therefore are checked more often. However, why
the gaze values are the highest for acceptableMT output is hardly explicable. One
would assume that the sentences for which the MT system produces a syntacti-
cally acceptable output are less complex and therefore less difficult to process
in TfS as well. Other factors such as lexical complexity and the position of the
sentence in the text might, however, cause these high gaze values.

Another interesting observation is that the gaze duration and fixation count
on the source text in relation to the target text is higher for acceptable quality
than for partly/not acceptable quality. Oneway to explain this could be that more
target text reading is necessarywhen theMToutput is bad in PE. Hence, the focus
shifts from the source text to the target text, while not especially much attention
is necessary for good syntactic quality – neither on the source nor target text.
Instead both texts are considered and checked whether they contain the correct
information. If the MT output has flaws, however, the participants focus on the
target text. Hence, the fixation count and fixation duration on the the source text
decreases. Next, will we assess the mean values for the parameters according
to the the tasks to see whether they shed more light on the unexpected result
presented in Table 10.4.

First of all, Table 10.4 shows that all parameters are the highest for TfS when
the MT output is syntactically acceptable, which shows that the participants ben-
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Table 10.4: The Mean and SD values of the parameters per character
according to syntactic quality and task

MPE PE TfS

Mean SD Mean SD Mean SD

Acceptable

Dur 373.80 483.52 468.21 515.70 1059.68 736.11
GazeS – – 458.99 1039.36 751.27 1446.36
GazeT – – 712.19 1203.41 794.56 1223.29
FixS – – 2.7 5.98 3.98 7.20
FixT – – 4.39 10.07 3.87 5.92
TFix 3.05 5.20 3.61 8.12 3.88 6.23
TGaze 589.79 1021.66 593.41 1116.35 770.09 1263.19

Partly Acceptable

Dur 864.7 620.40 833.89 529.35 1114.55 741.42
GazeS – – 234.49 681.17 426.05 731.26
GazeT – – 506.6 930.97 564.02 640.66
FixS – – 1.37 4.08 2.36 4.17
FixT – – 3.11 6.10 3.09 4.57
TFix 1.77 4.49 2.29 5.03 2.74 4.30
TGaze 380.98 941.05 378.81 794.68 495.75 638.01

Not Acceptable

Dur 679.91 472.88 802.83 488.98 1021.12 528.93
GazeS – – 292.81 722.83 439.61 421.55
GazeT – – 638.42 994.61 541.38 485.92
FixS – – 1.64 3.95 2.34 2.71
FixT – – 3.79 5.16 2.68 3.82
TFix 2.21 5.81 2.82 4.54 2.5 3.14
TGaze 521.06 1234.84 483.32 866.97 492.54 424.05
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Figure 10.1: Visualisations of Table 10.4 according to production time
Dur
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Figure 10.2: Visualisations of Table 10.4 according to total fixation du-
ration on GazeS, GazeT, TGaze
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Figure 10.3: Visualisations of Table 10.4 according to total fixation count
on GazeS, GazeT, TGaze
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efit from the use of the MT system if it works properly.The only exception is fixa-
tion count on the target text (FixT ), which is higher for PE.This again shows that
the focus in PE shifts to the target text. Many fixations are necessary to assess the
MT output, but the fixations are short if the MT output is acceptable, which leads
to a relatively low total fixation duration on the target text. However, when the
MT output is not acceptable, the gaze data on the target text (GazeT ) are higher
in PE than in TfS, which is in line with previous results. Further, the production
times (Dur) are much lower in MPE and PE compared to TfS when the MT qual-
ity is acceptable. The production time remains the highest in TfS independent of
the MT output, which is understandable, because the complete target text has to
be produced in TfS but the time increases for PE and MPE and the differences
are no longer as obvious. There are no indications, yet that syntax needs to be
considered a problem in the translation process. However, the low production
times in PE and MPE show that the MT output accelerates the text production
task when it is syntactically acceptable.

What we can also observe in Table 10.4 is that the gaze data on the source text
as well as the gaze data on the total text decrease in all three tasks for partly ac-
ceptable quality (when data were collected) and increase again for unacceptable
quality, except for TfS. Note, however, that the gaze values on the source text
are the highest for the sentence in TfS, in which the MT output quality would
be acceptable in the PE and MPE task. This indicates that the processing data are
also influenced by the sentence itself and not only by the task. It might be rea-
sonable, for example, to expect that the sentences with partly acceptable quality
are often considered less problematic or less complex than the ones with accept-
able syntactic MT quality. The latter may include other issues that are not syntax
related. The sentences with low syntactic MT output quality might also be the
most problematic or most complex, which would also explain why the MT sys-
tem struggles. On the other hand, the gaze data are even higher for acceptable
syntactic quality sentences than for low quality sentences in TfS, which indicates
that problems occur in the sentences that are not MT related – both categories
result in almost the same processing duration.

Although text production (Dur) was still the longest in TfS for unacceptable
MT output, which is reasonable because the target sentence had to be produced
completely from scratch, while in MPE and PE there was still some usable MT
output, TFix was highest for PE when the MT output was not acceptable and
almost equal inMPE and TfS. It was highest, however, in TfSwhen theMT output
was acceptable and partly acceptable and almost equal in PE and MPE, which
again indicates that more effort was necessary in MPE, because the participants
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did not need to process the source text and still the value per character is as
high as for PE. Further, TGaze was highest for MPE when the MT output was
not acceptable, and almost equal for PE and TfS, which supports the argument
that much effort was necessary in MPE, especially when the MT output was not
acceptable. The total gaze duration was also almost equal for MPE and PE when
the MT output was acceptable and partly acceptable. These results prove that
the decreasing quality of the MT output had a negative influence on the gaze
behaviour for the PE and MPE task. The high standard deviations of the gaze
data in all three tasks also show that there were many individual differences and
differences in the segments.

All data in Table 10.5 were not in a normal distribution. Therefore, a Mann-
Whitney-U test was conducted. Further, the tests were not directed, but the mean

Table 10.5: Tests for significant differences between the tasks according
to quality and parameter (statistically significant results are printed in
bold)

Quality of MT output
Acceptable Partly Acceptable Not Acceptable

Parameter U p U p U p

PE vs. TfS

Dur 1289 <0.0001 8539 <0.0001 2359 0.0042
GazeS 1840 0.0027 6277 <0.0001 1791 <0.0001
GazeT 2469 0.6245 10147 0.0547 3283 0.773
FixS 1954.5 0.0109 6418.5 <0.0001 1866 <0.0001
FixT 2622.5 0.9046 10742 0.2507 3920 0.0138
TFix 2299 0.2425 8884.5 0.0004 6183 0.9198
TGaze 2096 0.0477 8233 <0.0001 2612 0.0456

MPE vs. PE

Dur 2381.5 0.1352 11419 0.9014 2792.5 0.0613
TFix 2600 0.5147 7442.5 <0.0001 2186 0.0001
TGaze 2910 0.6014 8792 0.0008 2903 0.1316

MPE vs. TfS

Dur 1077 <0.0001 8717 0.0002 1861 <0.0001
TFix 2344 0.1044 5721.5 <0.0001 1974.5 <0.0001
TGaze 2398 0.156 6094 <0.0001 2252 0.0012
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values can be verified in Tables Table 10.3 and Table 10.4. When comparing TfS
and PE, the results of the tests all proved significance except for GazeT, and FixT
for acceptable and partly acceptable MT output, which confirms the hypothesis
for the difference between TfS and PE – except for gaze on the target text. The
fixation count on the target text (FixT ) is significantly higher in PE, which in-
dicates that a lot of effort is required to process syntactically unacceptable MT
output. TFix was only significantly different for partly acceptableMT output.The
parameters were higher for TfS when there was a significant difference, except
for FixT as mentioned.TheMT output was helpful in the PE process and reduced
both production time and processing effort.The gaze behaviour on the target text
is not statistically different between the two tasks, which was expected, due to
the previously discussed special role that the target text plays in the PE task. Sur-
prisingly,GaseS and FixS are still significantly lower for unacceptable MT output.
This could be interpreted again by the fact that the participants do not use the
source text in PE to correct syntactic mistakes. They rather use the target text to
rearrange the MT output into syntactically correct structures.

Although gaze data are available for source and target text in MPE, those data
will not be used for the analysis because they were mapped incorrectly, as men-
tioned above. However, the parameter Dur, TFix, and TGaze will be compared for
the remaining task. It is expected that no significant difference can be observed
when comparing MPE and PE, because they originate from the same MT output,
which is confirmed by the data, except for three parameters, namely TFix and
TGaze for partly acceptable quality and TFix for not acceptable quality. These
parameters are all higher in the PE task, which might be caused by the existing
source text. When the syntactic quality is low(er), the participants might refer to
the source text more often and hence more and longer fixations are generated.

Finally, we will compare MPE and TfS. It is expected that the difference is sig-
nificant for acceptable and partly acceptable quality, but not for not acceptable
quality. The assumptions is only partly confirmed by the data (see Table 10.5),
because the difference in TGaze and TFix for acceptable MT output is not signif-
icant. The difference between Dur for MPE with unacceptable MT output and
TfS is still significant (significantly higher for TfS). This might indicate that less
changes are made in general in MPE and hence the difference is still significant.
The fixation counts are still significantly higher for TfS evenwhen theMT output
is syntactically not acceptable. The total gaze duration, however, is significantly
higher for theMPE task when theMT output is syntactically unacceptable.These
two results show that more content needs to be processed in TfS as the target
text still needs to be produced (hence, the fixation counts are higher), but the
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low quality MT output needs longer to be processed reflected in the high TGaze
numbers. The total fixation durations (TGaze) and total fixation counts (TFix) on
source and target text are lower in MPE and PE than in TfS, when the syntactic
MT output is acceptable or partly acceptable. This implies that the mental effort
is lower in those tasks, when the syntactic MT output is at least partly accept-
able. When the MT output, however, is not acceptable, it does not support the
translator, but makes the translation task more difficult.

Finally, a multiple linear regression was calculated to evaluate the influence
of different independent variables (task, status/experience, length of source and/
or target text, and acceptability of the MT output) on the parameters (Dur, TFix,
TGaze for all tasks and FixS,GazeS, FixT, andGazeT for PE and TfS).The different
participants were set as random effects in the models. As the length of the source
(TokS) or the target text (TokT) are included in the model as control variables, the
parameters do not have to be normalised.

First, we will consider the parameter Dur. The regression reported that neither
status nor experience have a significant influence on Dur. With the help of an
ANOVA, it was tested whether the regression model would be improved if the
variables were added, but both status (χ 2(1) = 0.65, p = 0.4191) and experience
(χ 2(1) = 1.36, p = 0.2443) did not show significance. Hence, the model was cal-
culated considering task and qualitative acceptability as fixed effects, length of
source and target text as control variables and participants as random effects.
Task has a significant influence on Dur, but this depends on the tasks that are
compared. When TfS is compared with PE (t = ±7.373, p < 0.0001) and MPE
(t = ±9.20, p < 0.0001), the differences are significant. However, when MPE
and PE are compared, the tasks do not show a significant difference (t = ±1.83,
p = 0.0683). The latter result, however, may have become significant if more
data points were available. Those results confirm what was expected from the
previous results:The production duration of the target text is significantly higher
for the TfS task, as the target text has to be produced completely from scratch.
The differences between the MPE and PE tasks are not significant as they start
with the same MT output. Acceptability also has a statistically significant influ-
ence. While the difference between acceptable and partly acceptable is signifi-
cant (t = ±0.84, p < 0.0001) as well as the difference between acceptable and

3When we have a parameter in a linear mixed model that is not numeric, the regression takes
one factor as a reference. When e.g. TfS is the reference in the parameter task, PE and MPE are
tested on TfS and the results are presented for comparing TfS and PE as well as TfS and MPE.
However, PE and MPE are not compared. Therefore, we can change the reference. When PE
is the reference task, it is compared to MPE, but also again to TfS. The latter yields the same
result as the first test, but with a different algebraic sign for t.
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not acceptable sentences (t = ±3.69, p = 0.0002), the difference between partly
acceptable and not acceptable sentences is not significant (t = ±1.43, p = 0.1518).
This implicates on the one hand that a syntactically flawless MT output does im-
pact the production time significantly. On the other hand, this shows that the
production time for sentences with which the MT system had some syntactic
problems is not statistically different to those for which the MT Output is not ac-
ceptable. Further, the control variables are both significant, too (TokS (t = 2.09,
p = 0.0371) and TokT (t = 5.28, p < 0.0001)), which means that the text produc-
tion of target text depends on the length of source text and the length of target
text, which seems reasonable.

For the next four parameters, we will exclude the MPE task because of the
missing source text and the previously mentioned mapping mistakes. First we
will look at the gaze on the source text. The model for FixS is only influenced
by the tasks of the MT output, while quality (χ 2(1) = 0.69, p = 0.7086), status
(χ 2(1) = 1.58, p = 0.2093) and experience (χ 2(1) = 2.31, p = 0.1283) do not have
an impact. Further, the control variable TokT has no additional influence on the
model (χ 2(1) = 0.85, p = 0.357), when TokS is included, which is to be expected
when analysing the fixation on the source text. Fixation counts on the source text
are significantly different between PE and TfS (t = ±5.11, p < 0.0001). The source
text loses its essence in the PE task because of the target text outline provided
by the MT output. The source text is only used as a reference and hence less
fixations are necessary. For the same reason, the quality of the MT output has no
statistical significant influence on the total fixation duration on the source text
either. The control variable TokS has a statistical influence on the fixation count
(t = 3.67, p = 0.0003), which is plausible because the longer the segment, the
more fixations are expected.

The influence of status and experience of the participants on the model for
GazeS is hard to judge. When both parameters are tested via the ANOVA, both
seem to add to the model (as a single parameter, not both parameters in the
model; status (χ 2(1) = 4.11, p = 0.0425) and experience (χ 2(1) = 3.93, p =
0.0473)), although the p-value is very close to 0.05. However, when they are both
integrated into the model, they do not become significant (status (t = ±2.04,
p = 0.0539), experience (t = ±2.00, p = 0.0582) – when the task is part of
the model). It is not possible to finalise the observation whether or not the gaze
duration on the source text is dependent on the status/experience of the partic-
ipant. More participants or data may have produced a more obvious result and
the assumption has to be re-tested in another experiment. However, the data
point towards a potential statistically significant influence, which could not be
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observed for fixations on the source text. The difference between PE and TfS is
again significant (t = ±5.98, p < 0.0001). Similarly as for FixS, the model is not
influenced by the syntactic quality (χ 2(1) = 1.74, p = 0.4183), which indicates, as
above, that improving the syntactic flaws has no impact on the gaze duration on
the source text and that the source text is probably not required to repair syn-
tax in the MT output. The control variable TokS is again statistically significant
(t = 5.65, p < 0.0001) in the model for the same reasons as mentioned for FixS.

Finally, the gaze data on the target text will be analysed. Fixation counts on
the target texts (FixT ) are only influenced by the control variable TokT (t = 5.87,
p < 0.0001), the other parameters do not add to the model (quality (χ 2(1) = 0.89,
p = 0.6417), task (χ 2(1) = 0.17, p = 0.4686), status (χ 2(1) = 0.23, p = 0.6338), and
experience (χ 2(1) = 0.12, p = 0.7283)). Interestingly, the task is not important
for the model. However, this is in line with the former results we found for gaze
data on the target text. There is no significant difference between TfS and PE as
the MT output is more important than the source text in the PE task. Again, the
quality of the MT output does not play a significant role. Finally, we will exclude
TokS as a control variable, as we focus on fixation counts on the target text and
TokS does not add to the model (χ 2(1) = 0.23, p = 0.6345) when TokT is already
included.

We find very similar results for GazeT : Only the control variable TokT influ-
ences (t = 6.88, p < 0.0001) the model (ANOVA results for the non-influencing
data: task (χ 2(1) = 2.58, p = 0.1085), quality (χ 2(1) = 3.15, p = 0.2074), sta-
tus (χ 2(1) = 1.13, p = 0.2888), and experience (χ 2(1) = 1.33, p = 0.2494)) and
we exclude the length of the source text as this would not add to the model
(χ 2(1) = 0.12, p = 0.726) when TokT is already taken into consideration.

Starting with TFix, we will now analyse the influence of the variables on fix-
ation counts and fixation duration on the whole text, for which MPE is again
taken into consideration. Again, status and experience do not enhance the model
(the models were tested again with an ANOVA with the following results: status
(χ 2(1) = 0.00, p = 0.9732) and experience (χ 2(1) = 0.32, p = 0.5702)). The dif-
ference between the fixation count is significant when comparing all three tasks
with each other (TfS vs. PE (t = ±2.04, p = 0.0418), PE vs. MPE (t = ±2.73,
p = 0.0065) and TfS vs. MPE (t = ±4.76, p < 0.0001)) with the highest mean
value for TfS, followed by PE, and the lowest for MPE (see Table 10.1). This indi-
cates that the most information needs to be processed in TfS in comparison to PE
and MPE, which is again very plausible. The source text needs to be processed
thoroughly in the TfS task, can be referenced in the PE task and is not available
in the MPE task. The fixation counts are again not significantly influenced by the
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syntactic quality of the MT output (χ 2(1) = 0.50, p = 0.7807). Intriguingly, the
length of the source text or the target text significantly add to the model, but not
when both factors are included in the model. Hence, it was decided to include
TokT in the model as the length of the target text seems to be (slightly) more
influential when added to the model (t = 4.364, p < 0.0001) and exclude TokS
(value for adding TokS when TokT is already included: χ 2(1) = 0.03, p = 0.8524).

The results for TGaze are very similar to those of TFix. The status of the partic-
ipants does not add to the model (χ 2(1) = 1.69, p = 0.1934), and neither does the
experience coefficient according to the ANOVA test (χ 2(1) = 3.89, p = 0.0486).
The quality categorisation of the MT output of the sentences does not add to
the model (χ 2(1) = 3.19, p = 0.2024). The tasks differ significantly when com-
paring TfS and PE (t = ±3.68, p = 0.0002) as well as TfS and MPE (t = ±4.46,
p < 0.0001). Between MPE and PE, however, there is no significant difference
(t = ±0.77,p = 0.4446).This result is not as obvious as it may seem at first glance:
While a new text needs to be produced in TfS (which makes the total gaze data
significantly higher), the MPE and PE texts rely on the same MT output. On the
other hand, the source text is missing in the MPE task, which could lead to a
significantly shorter gaze duration on the whole text. As was already mentioned
above, the fixations are on average longer in theMPE task than in the PE task (see
Table 10.1), which reflects the fact that there is less to process in MPE as there
is only a target text. However the target text is harder to process, because of
the missing source text, which prolongs the fixations. The control variable TokT
will again be used to enhance the model (t = 4.24, p < 0.0001) as it is slightly
more influential than TokS, but adding the latter to the model does not enhance
it (χ 2(1) = 0.01, p = 0.9134).

In summary, the syntactic quality of the MT output only has a significant im-
pact on the production times of the sentences, but not on the eyetracking data.
This might indicate that syntactic mistakes in the MT output do not cause an
increased mental effort when participants are confronted with these mistakes.
Hence, I conclude that the MT output does not create new problems. The correc-
tion of flaws in the syntax of the MT output can be considered a task rather than
a problem. No hurdle between the source and target text is created. The partic-
ipants may have to restructure the sentence, but as they can easily assess what
the target syntax should look like, this is only a task. The different tasks, how-
ever, influence the models, except for gaze behaviour on the source text, which
is not statistically different between PE and TfS. This emphasises the importance
of the target text again. Although the MT output already created a target text
template, this template needs to be processed thoroughly by the translator.

4For TokS, t would have been 5.04.

220



10.2 Analysis of the influence of syntactic MT quality

Interestingly, neither the status of the participant nor their experience coeffi-
cient had any significant influence on the parameters. This might have different
reasons. Either the participants do not have enough experience in PE and MPE,
or syntax is generally not a factor that is influenced by translation competence
but rather by language competence and hence does not trigger higher process-
ing data. Remember that not even the production time (Dur) was influenced by
status/experience of the participants in the linear mixed models. Another rea-
son might be that neither status nor the experience vector are diverse enough
to reveal the differences between single participants with different translation
competences. Finally, as was argued before, the text type and the contents are
not very close to real life professional translations (the texts are not very domain
specific) and hence might blur the differences between the participants.

As was mentioned before, not only the syntax of the MT output influences the
quality of the MT output, but many other factors have an impact, too. Therefore,
I will contrast two sentences in the next chapter, in which the syntactic quality
is the most relevant factor in the MT output.

10.2.2 Syntactic analysis on the sentence level excluding
non-syntactic factors

As was pointed out earlier, the keylogging and eyetracking parameters are po-
tentially not only influenced by the quality of the syntax produced by the MT
system, but also by other factors. Hence, we will compare single sentences that
are syntactically correct or incorrect, but are flawless in all other aspects in this
chapter. Therefore, we will compare the first sentence of Text 4 and Text 5 (both
texts do not have a headline). The MT output of sentence one in Text 4 is syntac-
tically not acceptable, but there are no additional problems in the sentence:

ST: Although developing countries are understandably reluctant to compromise
their chances of achieving better standards of living for the poor, action
on climate change need not threaten economic development.

MT output: Zwar sind die Entwicklungsländer sind verständlicherweise zurück-
haltend, ihre Chancen auf Verbesserung des Lebensstandards für die Ar-
men, Maßnahmen gegen den Klimawandel muss nicht bedrohen die wirt-
schaftlichen Entwicklung gefährden.

Back Translation: Although are the developing countries are understandably re-
luctant, their chances of improving the standards of living for the poor,
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actions against the climate change need not threaten the economic devel-
opment endanger.

The main syntactic issue in this sentence is again verb positioning. The dou-
bling of sind in the first part is not acceptable, and the positioning in the last two
parts is incorrect as well. A possible correction of the MT output could look like
the following, when as much of the MT output as possible is used:

Improved MT output: Zwar sind die Entwicklungsländer sind verständlicherwei-
se zurückhaltend, ihre Chancen auf Verbesserung des Lebensstandards für
die Armen zu gefährden, jedoch müssen Maßnahmen gegen den Klimawan-
del die wirtschaftliche Entwicklung nicht bedrohen.

Back Translation: Although are the developing countries understandably reluc-
tant, their chances of improving the standards of living for the poor to
endanger, but need actions against the climate change the economic devel-
opment not threaten.

In comparison, the MT output of sentence one, Text 5 is syntactically unprob-
lematic as well as in other aspects:

ST: Sociology is a relatively new academic discipline.

MT output: Die Soziologie ist eine relativ neue wissenschaftliche Disziplin.

As was already mentioned at the beginning of §10, the text corpus in this study
only contains 41 sentences. Hence, the selection of MT output sentences that are
syntactically correct or not correct and are additionally not influenced by any
other factor is very small. Otherwise, two sentences would have been chosen
that were more comparable in terms of length. However, the length of the source
and target sentence are again included as control variables in the calculations.
The parameters are again tested in a linear mixed models for all participants.
An individual identifier called SegU was created for all texts and sentences. It
is composed of the text number and the segment number based on the source
text segmentation. Hence, sentence one of text four is SegU = 41 or sentence
one of text five is SegU = 51. Consequently, the following analyses only deal
with SegU = 41&51. As the sentences differ greatly in length, the length of the
source and target text are again considered as control variables. The results shall
help us understand whether syntactic quality of the MT output has an impact
on the gaze behaviour after all, when all other mistakes in the MT output that
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could influence the PE effort are excluded. This would contradict the results of
the previous chapter. Further, the effect on the production time (Dur) should be
confirmed by the results.

Table 10.6: Results of ANOVA tests adding to the model excluding MPE
for gaze data on source and target text (statistically significant results
are printed in bold)

SegU Task Status Exp TokS TokT

Parameter χ²(1) p χ²(1) p χ²(1) p χ²(1) p χ²(1) p χ²(1) p

Dur 44.61 <0.0001 13.51 0.0012 2.66 0.1032 0.67 0.4139 0 1 0.26 0.6128
FixS 1.02 0.3134 6.63 0.0100 0.05 0.8295 0.07 0.4029 1.02 0.3134 0.96 0.3283
GazeS 0.93 0.3341 7.57 0.0059 0.07 0.7863 0.95 0.3296 0.93 0.3341 0.86 0.3536
FixT 0.88 0.348 0.45 0.5031 0.03 0.8701 0.92 0.338 0 1 0.01 0.9105
GazeT 5.07 0.0243 3.42 0.0641 0.12 0.7315 0.92 0.338 0 1 0.13 0.7229
TFix 9.05 0.0026 11.13 0.0038 0 0.9908 0.82 0.3647 0 1 0.61 0.4333
TGaze 11.75 0.0006 11.47 0.0032 0.19 0.6634 0.66 0.4168 0 1 0.26 0.6113

Table 10.6 presents the results of the ANOVA tests that focus on the factors
influencing the regression model significantly. As we can see in Table 10.6, none
of the parameters are influenced by status or experience, which is in line with the
previous results. However, neither the length of the source nor the length of the
target text is determining for the two sentences. Further, Dur, TFix, and TGaze
are the only parameters that are influenced by the segments and the task ac-
cording to Table 10.6. Dur shows a significant difference between the segments
(t = −8.85, p < 0.0001) and further varies significantly between PE and TfS
(t = ±3.30, p = 0.0021) as well as MPE and TfS (t = ±3.52, p = 0.0012), but there
is no significant difference between MPE and PE (t = ±0.17, p = 0.8681). The
mean values show that the production duration is much higher for TfS (mean:
150531.0s5, sd: 153984.48s) than for PE (mean: 77874.33s, sd: 82589.05s) and MPE
(mean: 63186.80s, sd: 77378.49s). Additionally, the mean values reveal the huge
differences between the segments (low syntactic quality sentence from Text 4 –
mean: 183225.78s, sd: 109143.16s; high syntactic quality sentence from Text 5 –
mean: 13487.83s, sd: 21311.16s, which is of course also influenced by the length
of the sentences, therefore the mean values are normalised in Table 10.6), which
are even more obvious when Task and SegU are separated (see Table 10.7). While
there is only very little production effort in MPE and PE in segment 51, the pro-
duction effort for both tasks is much higher in segment 41. The differences be-
tween MPE and PE, however, are small in segment 41, which demonstrates that

5The mean and sd values are not normalised by character in this chapter if not explicitly men-
tioned as they only underpin the statistic tests and are not part of the analysis themselves.
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10 Syntactic problem solving

the source text is not necessarily vital to correct syntactic errors in the MT out-
put. Further, as the statistically significant differences between PE/MPE and TfS
show in segment 41, even numerous syntactic mistranslations in the MT output
do not prolong the overall production times, meaning that (monolingually) post-
editing the MT output was still time saving compared to the TfS task.

Table 10.7: Dur per character on segment 41 and 51 separated by task

MPE PE TfS

SegU Mean SD Mean SD Mean SD

41 655.42 262.14 701.48 266.02 1294.66 691.70
51 18.18 21.95 50.55 104.02 713.14 464.91

Although the segment was predicted to influence the model for GazeT, the
parameters did not become statistically significant, when the model was created
(t = ±2.11, p = 0.0510). Hence, we have a total of two parameters (FixT and
GazeT ) that are not influenced by any of the predictors and control variables,
which means that they are, amongst other things, not statistically dependent on
the quality of the MT output. Conclusively, the gaze behaviour on the target text
is alike no matter what was the task, the syntactic quality of the MT output, the
length of the target text, and the status/experience of the participants. Similarly,
FixS (t = ±3.01, p = 0.0108) and GazeS (t = ±3.29, p = 0.0055) differ only
significantly in the tasks6, which can be explained by the fact that PE requires
much less focus on the source text which influences the gaze behaviour, but they
are not influenced by the quality of the MT output.

The total fixation count (t = ±19.91, p = 0.0054) as well as the total gaze du-
ration (t = ±19.88, p = 0.0015) on both source and target text are influenced by
the syntactic quality of the segments. Furthermore, both parameters are statisti-
cally different when comparing TfS and PE (TFix: t = ±2.49, p = 0.0211, TGaze:
t = ±3.03, p = 0.0060) and TfS and MPE (TFix: t = ±3.29, p = 0.0035, TGaze:
t = ±2.93, p = 0.0077), but not when comparing PE and MPE (TFixT : t = ±0.54,
p = 0.5972, TGaze: t = ±0.28, p = 0.7841), which could be expected on the one
hand because of the similarity of the two tasks, but on the other hand the source
text is missing in the MPE task.

All in all, the detachment of the two segments only proved that the syntactic
quality of the MT output has an influence on production time and on the overall

6Difference between PE and TfS, MPE is excluded again.
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eyetracking data considering both source and target text, but not on the eyetrack-
ing data divided by source and target text for PE and TfS. Therefore, the result of
the analysis in §10.2.1 is confirmed regarding the production time (Dur), which
is influenced by the syntactic quality, and regarding the gaze data on the source
(FixS and GazeS) and target text (FixT and GazeT ), which are not impacted by
the syntactic MT quality. Counting and measuring gaze on both texts resulted
in significant differences, which is unexpected. These differences could either in-
dicate an influence of the syntactic quality or that the two sentences were not
comparable enough and hence further studies are necessary.

10.3 Summary

This chapter analyses the influence of the syntactic quality of the MT output
on production and processing data. The analysis was performed on a sentence
level and the quality was categorised as acceptable, partly acceptable, and not
acceptable. As was expected, the tasks have a significant influence on most pro-
duction and processing parameters as was proven by the Mann-Whitney-U-tests
and reinforced by the linear mixed models. The data are significantly higher for
TfS than for PE, except for the gaze data on the target text. Similarly, the data
are significantly higher for TfS than for MPE, except for the total gaze duration
in sentences that produced syntactically unacceptable MT for which the oppo-
site applies. The difference between PE and MPE is not significant concerning
the production times and the total fixation duration, but is significant for TFix.
Table 10.8 summarizes the results of the regression models, exploring which pre-
dictors influenced the model and which did not. For all models, the individual
participants were used as random effects on the model and the length of the
source and target text as control variables.

Surprisingly, the status and the experience of the participants had no influence
on the linear regression models. Reasons might be (as mentioned in §10.2.1) that
most participants are not experienced in the PE ad MPE task, that status and
the experience vector are not diverse enough to represent the professionalism of
the participants, that syntax is not a characteristic of a text that requires special
translation skills or that the text types are potentially not realistic translation
jobs.

As the analysis has shown, it is difficult to predict the influence of only the syn-
tactic quality on gaze behaviour, because too many other MT defects can occur
in a sentence that are not syntax related but influence the gaze data, too. The re-
gression models for the overall data set do not yield an influence of the syntactic

225



10 Syntactic problem solving

Table 10.8: Summary of the influential predictors in the linear mixed
models (!: statistically significant,%: not statistically significant)

Tasks Quality

MPE vs. PE MPE vs. TfS PE vs. TfS a vs. p p vs. n a vs. n TokS TokT

Dur % ! ! ! % ! ! !

FixS – – ! % % % ! %

GazeS – – ! % % % ! %

FixT – – % % % % % !

GazeT – – % % % % % !

TFix ! ! ! % % % % !

TGaze % ! ! % % % % !

MT output quality on the gaze values, which was affirmed by the direct com-
parison of one sentence with syntactically defective MT output and one flawless
sentence in §10.2.2, which proved that the syntactic quality influences process-
ing time but not gaze behaviour directly. The reason for this might be that error
prone syntax in the MT output does not cause new problems for the translator
when (s)he has to (monolingually) post-edit a text. Although these errors need
correction and therefore increase the editing effort, which was shown by the in-
creasing production times (Dur), they do not cause problems in the sense defined
in Chapter 5, namely that no new hurdle is created between the source and the
target text. Correcting the syntax of MT output can therefore be categorised as
a task solving instead of a problem solving activity.

Curiously, the length of the target text as a control variable is often a better
predictor than the length of the source text, except (obviously) when we look at
the gaze data on the source text. For the two parameters that dealt with the gaze
data on the whole text, TokT might be a better predictor because German trans-
lations tend to be longer than the English source texts and hence require longer
production times and more processing. Further, both text lengths were only es-
sential for Dur. When the single segments were compared in §10.2.2, neither the
length of the source nor the target text influenced the parameter, which is on the
one hand reasonable as there is not much overall variety; on the other hand, the
two sentences vary drastically in length.

The first null hypothesis suggested at the beginning of this chapter cannot be
rejected in most cases because the syntactic quality of the MT output only influ-
ences production times. Hence, the first hypothesis is only true for production
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10.3 Summary

times, which are influenced by the quality of the syntactic MT output, but not for
gaze behaviour. However, as the status/experience of the participants does not
have a significant impact on production and processing data, the second null hy-
pothesis cannot be rejected. The second hypothesis could not be proved. In short,
syntactic corrections in PE sessions are not categorised as problem solving but
as part of a task, which is not dependent on the experience of the translator.
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11 Hidden problem indicators

Chapter §9 and §10 presented examples of explicit problem indicators, i.e. re-
search behaviour and the quality of the syntactic MT output. In this chapter, I
want to explore further parameters that are included in the TPR-DB which can
be used as indicators for problems, and which are not as obviously identifiable
as problem indicators, such as research instances and the syntactic quality of the
MT output. The aim is to find predictors for problems without consulting screen
recording or using think-aloud protocols in the experiments, but to identify prob-
lems from mere keylogging data. First, I will look at additional parameters that
might reveal problem solving activity. Or in other words, parameters that help
identify problematic source text units taking into account the entire data set as
well as single Part-of-Speech (PoS) classes as it can be assumed that the values for
the parameters vary a lot between individual PoS classes.Then, those parameters
will be matched to the production times and gaze behaviour of the participants.
Finally, I will check how the results of those parameters behave for the most
researched words. Version 2.310 of the database will be used as this newer ver-
sion includes more parameters than the previous versions due to the fact that the
range of available, automatically calculated parameters is sometimes expanded
with updates to the database.

11.1 Discussion of problem identifying parameters

The TPR-DB offers many keylogging and eyetracking parameters that are au-
tomatically calculated from the raw keylogging and eyetracking data. I already
used parameters concerning production times and gaze data, such as Dur, GazeS
or GazeT, in previous chapters to analyse keylogging and eyetracking behaviour.
In this chapter, I now want to focus on additional parameters that potentially
help identify problematic source text units because they mirror the behaviour of
the participants. These parameters are further analysed as to whether they are
statistically influenced by the tasks, the status and the experience of the partic-
ipants. The analysis will be conducted on a word level, referring to the source
text word.
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The first parameter that might be promising for problem identification is Mu-
nit, which states how many micro units were necessary to produce the source
text unit, i.e. how often a participant worked on the unit (cf. Carl, Schaeffer &
Bangalore 2016: 51). It provides no indication whatsoever of how many charac-
ters were changed/edited, or when the participant worked on the target text unit.
A value of 1 would imply in TfS that the unit was produced and not changed in
the remaining session; a value of 3 on the other hand represents that the unit
was produced and changed twice during the session. A value of 0 is only possi-
ble in TfS if the source text unit was not produced in the target text. However,
a value of 0 is common in PE and MPE, because this means that the MT output
was accepted and left unedited. Hence, Munit is usually higher than 1 in TfS, but
this is not necessarily always the case. This is also reflected in the high standard
deviation of the values: TfS – mean: 1.12, sd: 0.68; PE – mean: 0.55, sd: 0.70; MPE
– mean: 0.45, sd: 0.67. This shows that once the translation was produced, less
changes were made to the translation draft than to the MT output in the PE and
MPE tasks. An analysis for a linear mixed model (only including the tasks con-
ducted as well as the status and experience of the participants) shows that Munit
is influenced by the task and the difference is significant between all three tasks
(TfS and PE: t = ±47.01, p < 0.0001, TfS and MPE: t = ±55.28, p < 0.0001, PE
and MPE: t = ±7.87, p < 0.0001). The status of the participant does not add to
the model as was tested with an ANOVA (χ 2(1) = 0.57, p = 0.4508) and neither
does the experience (χ 2(1) = 1.74, p = 0.1865). In this and the following analysis,
the individual participants and the different texts are set as random effects in the
calculation.

Next, I will concentrate on the parameter InEff, which “measures the ratio of
the number of produced characters divided by the length of the final translation”
(Carl, Schaeffer & Bangalore 2016: 26). A value of 1 is added to the token length
of the final translation to cover the space that usually follows a word. However,
sometimes a word is not followed by a space, e.g. at the end of a sentence or when
the word is followed by a comma. Nonetheless, the extra value for the space is
added automatically to the length of the final translation. Hence, the InEff value
can become lower than 1 for a word (cf. ibid.). P05, e.g., edited the MT output
schwer for the source word hard to schwierig. According to the recordings, (s)he
did not delete any letters, but inserted the letter i and the syllable ig. Three letters
were added, the final word has nine letters plus one space, which equals 3

10 = 0.3
for the InEff value. When a word was not edited in PE and MPE, it receives a
value of 0. Usually, one would expect a value of at least around 1 for all words
that were produced in TfS. However, some words also received an InEff value
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11.1 Discussion of problem identifying parameters

of 0 because they were not realised as single words in the target text. P06, e.g.,
realised the phrase tend to have with the German tendenziell; all final editing
effort for this word was mapped on the source word have, which received an
InEff value of 1.83, while tend and to received a value of 0. In contrast to Munit,
InEff reflects how many characters were edited, but neither whether those edits
were made during target text production or in the editing/reviewing phase nor
how often the participant went back to the unit and changed/edited it. The mean
values (0.76, sd: 2.67 for all tasks) of InEff are again higher for TfS (1.15, sd: 2.97)
compared to PE (0.61, sd: 2.15) and MPE (0.50, sd: 2.78), because the target text
first needs to be created in TfS. Again, the parameter is influenced by the task in
a linear mixed model, but the differences are only significant between TfS and
PE (t = ±11.65, p < 0.0001) as well as TfS and MPE (t = ±7.19, p < 0.0001),
and between PE and MPE (t = ±13.95, p = 0.0277). Again, the parameter neither
statistically differs between students and professionals (χ 2(1) = 1.22, p = 0.2687),
nor does the experience vector have an influence (χ 2(1) = 0.15, p = 0.6993).

Two more values that will be considered in the following analysis are HTra
and HCross. Both parameters refer to the concept of entropy – a term coined by
Claude E. Shannon for information entropy, which describes the uncertainty of
the content of a message. The higher the value, the more uncertain is the in-
formation in a message. In translation, a high entropy value “represents a set of
co-activated translation possibilities that are equally good choices for the transla-
tion of a source text item” (Bangalore et al. 2016: 213).Themore variance between
the individual translations, the higher the entropy value becomes. However, en-
tropy not only represents the amount of different translation possibilities, but
also weights them according to their frequency. “[I]t captures the distribution
of probabilities for each translation option, so that more likely choices and less
likely choices are weighted accordingly.” (ibid.: 214; see also for more information
on calculating entropy values) The first parameter (HTra) provided information
about the word translation entropy of a source text unit (mean: 1.70, sd: 1.15).
Entropy expresses how many different word translations were used within the
data set considering how probable one translation choice is, i.e. it “is the sum
over all observed word translation probabilities (i.e. expectations) of a given ST
word […] into TTwords […] multiplied with their information content.” (ibid.: 31)
The higher HTra, the higher the word entropy, and the more translation variety
can be found in the data set for the particular source word. The second parame-
ter (HCross) expresses the entropy of the word order (mean: 1.47, sd: 0.94). If it is
0, all participants chose the same word position for the word in the target text
(cf. Carl, Aizawa, et al. 2016). As the two parameters are not calculated indepen-
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dently of the task and the participants – one value per word was calculated for
the whole data set – they will not be analysed statistically themselves in a linear
mixed model.

11.2 Problematic part-of-speech categories

In the following chapters, the parameters will be analysed according to PoS class
to identify if certain PoS classes causemore effort than others. Punctuationmarks
were excluded from the analysis because they are not interesting for the research.
In §11.3, the parameters and PoS classes will then be related to production times
and eyetracking data.

11.2.1 Indications in Munit

This chapter will analyse the first indicators of problematic word classes accord-
ing to their mean values of the parameters introduced in §11.1 (Munit, InEff, HTra,
and HCross). An explanation of all part-of-speech abbreviations and an overview
about all mean and sd values can be found in Appendix D, Tables D.1 and D.7.

First, I will consider Munit, which indicates how often a word was visited dur-
ing one session. As can be seen in Figure 11.1 (the concrete numbers can be found
in Table D.7 in Appendix D), the parameter is the highest in TfS for all PoS classes.
This is expected because, in contrast to the PE tasks, the target text first has to be
produced. Hence, Munit is usually higher than 1 and for this reason Figure 11.2
shows the same data but with Munit −1 for TfS to present the mere editing effort.
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Figure 11.1: Munit according to PoS class and task

Figure 11.2 provides a very different impression than Figure 11.1. Here, Munit
is the highest for PE in most cases, except for RBR and WDT, for which Munit is
higher in MPE. However, as both word classes occured less than five times in all
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11.2 Problematic part-of-speech categories

texts, this can be considered an exception1.TheMT system translated the superla-
tive the most vulnerable (countries) with am meisten gefährdeten (Länder) (literal
translation: the most endangered (countries)), which can be considered a lexical
mistranslation rather than a problematic translation of the grammatical form. In
other words, the problem is not the PoS class itself, but the lexical item. Further,
some PoS categories become negative for TfS when one is subtracted from the ini-
tial value, which indicates that some words or phrases were not realised as such
in the target text, e.g. comparative adjectives (JJR). P03, for example, translated
the phrase […] can support population densities 60 to 100 times greater than […] as
kann die 60- bis 100-fache Bevölkerungsdichte ermöglichen (literal translation: can
the 60 to 100 times population density enable).The comparison that needs the com-
parative adjective (JJR) in this sentence is paraphrased and hence a comparative
adjective is not necessary in the target text any more.
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Figure 11.2: Munit −1 for TfS according to PoS class and task

Conclusively, I can see that more changes are made in the PE and MPE task
when I compare Figure 11.1 and Figure 11.2. If I assume that the first translation
can also be considered as the first draft that is improved in the revision phase,
this first translation draft is much more reliable than the MT output, as far fewer
changes are made in the TfS task.This is one additional argument why PE cannot
simply be compared to reviewing or proof-reading tasks as it requiresmanymore
changes.

When I look at the results in Figure 11.2, Munit is the highest for particles (PR)
in all three tasks. This PoS class, however, only occurred once in Text 2 and is
furthermore a part of a verb construction (to cough up). Hence, I cannot conclude
that this word class is especially hard to process without any further testing. The

1Table D.1 in Appendix D presents how often which PoS class occurred in the total data set
(counting each participant) and how often they occurred in which source text. The categories
JJR, JJS, POS, RBR, RBS, RP, WDT, WP, and WRB occurred less than five times. For this reason,
some of them will be summarised or grouped with another category in the upcoming chapters.
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Munit value is very similar for all other word categories in TfS ranging between
−0.17 and 0.38, except for the wh-adverbs (WRB), which have a negative value
of −0.75, but also only occurred once in Text 5. Another eye-catching result in
the TfS data is the negative value for VBP (non-3. person singular present verbs).
When looking into the data, the reason for this seems to be primarily that this PoS
class was sometimes realised simultaneously with other classes and, therefore,
the production and editing effort was mapped on the other involved PoS classes.
In contrast to the TfS task, striking differences are visible between PE and MPE.
These refer to modal words (MD), nouns (NN and NNS) with the exception of
proper nouns (NNP), verbs (VB, VBG, VBN, VBP, VBZ), the preposition to, which
is in most cases part of a verb construction, too, and finally wh-determiners and
-pronouns. The latter two categories can be disregarded in this analysis as well
because they occur only once in Text 2 and in Text 5. Therefore, a larger data set
would be necessary to confirm those impressions.

It was tested whether the tasks influence the outcome of Munit. Further, it
was tested whether status and/or experience of the participants contribute to
the model, i.e. if they also statistically influence the parameter. The ANOVA test
did not suggest that status and/or experience add to the model. If only status or
experience add to the model, the values of the regression are indicated for the
respective parameter. If both potentially add to the model, but only separately
and not when they are both integrated in the model, the one that contributes
the most is chosen. Finally, the individual participants and the single texts were
set as random effects. The analysis was not possible for five PoS categories (RBR,
RBS, RP, WDT, WRB) because there were not enough data points to be anal-
ysed. When the Munit value was chosen for which the production of the word
is not included (Munit−1), Munit was always significantly higher for PE than for
TfS, except for superlative adjectives (JJS). Similarly, the parameter was always
higher for MPE than for TfS, except for superlative adjectives (JJS) and for pos-
sessive endings (POS). These exceptions might be caused by the few occurrences
in the texts or by insufficient quality of the MT output. Further, the difference is
significant between PE and MPE for prepositions and subordinate conjunctions
(IN), adjectives (JJ), singular or mass nouns (NN), plural nouns (NNS), adverbs
(RB), the preposition to (TO) and past participle verbs (VBN). These PoS classes
were modified more often in PE than in MPE. The reasons can either be that the
necessary changes were not detectable without the source text or that they were
overedited in the PE task. It is hard to explain why the latter would happen in
PE. One would expect this phenomenon in MPE as the participants might feel
insecure about the meaning of the translation unit and hence edit it more often.
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11.2 Problematic part-of-speech categories

On the other hand, it is conceivable that the participants improve MT units that
would not necessarily need editing because they know the source text and hence
are not satisfied with an acceptable target text unit, but rather choose a better
translation equivalent.

Conclusively, the PoS categories that show statistically different values for
Munit might indicate problematic MT output that requires changes, but these
changes may not be that clearly related to the individual PoS. For the categories
IN (preposition / subordinate conjunction) and TO (to), it is also possible that
they themselves are not that problematic, but that they introduce problematic
text units and hence, must be changed as part of the overall translation unit. The
status of the participants has a significant influence only on adjectives (JJ) and
singular proper nouns (NNP),2 the experience coefficient has no statistically sig-
nificant impact.

The tests were also conducted for the initial Munit value, i.e. the parameter
originally found in the table, where the production of the translation in TfS is
still reflected in the value (remember that I subtracted a value of 1 from Munit
to exclude the different approaches to the task) to verify that no patterns are
missed. As was expected, the values were all statistically significant when com-
paring TfS and PE as well as TfS and MPE, even for superlative adjectives (JJS).
The only exception is the value for wh-pronouns (WP), where there is no sta-
tistical significant difference between TfS and PE. The difference is that Munit
is statistically higher for TfS in these analyses, while it was statistically smaller
in the initial test. As the Munit values for PE and MPE are not changed, the re-
sults of the statistical tests obviously do not change, either. Further, the status of
the participants again has a significant influence on adjectives (JJ) and singular
proper nouns (NNP). It is not surprising that the status of the participant is such
a negligible indicator in the linear regressionmodels for the single PoS categories
and that the experience vector has none at all. Especially when I consider that for
the overall data, the experience vector had no significant influence as well as the
status of the participant. This might point in the direction that not enough data
have been gathered in this experiment to distinguish the influence of status or
the experience of the participants. Another reason might be that this influence
simply cannot be measured on a word class level.

In summary, the Munit value is influenced by the different tasks, but usually
not by the characteristics of the participants’ level of professionalism. While no
particular PoS class of those I could analyse seems to increase the Munit value in
the TfS task, the participants had to change the MT output more often for modal
words, nouns and verbs than for other PoS classes.

2Plural proper nouns did not occur in the data set.
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11.2.2 Indications in InEff

The parameter InEff is also influenced by the task because a target text has to
first be produced in TfS, while there is already the MT output in PE and MPE.
Therefore, similarly as for Munit, I will take the raw values for InEff into account
(Figure 11.3) and will then again subtract the value 1 for TfS (Figure 11.4).
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Figure 11.3: InEff for TfS according to PoS class and task

The values in Figure 11.3 are usually the highest for TfS, as was expected. How-
ever, the values are very similar between TfS and PE or even higher in PE for
personal pronouns (PRP), particles (RP), some verb categories (VBG, VBN, and
VBP), and wh-pronouns (WP). However, the occurrences of RPs and WPs is very
low and can therefore be disregarded as more data would be necessary to make
reasonable assumptions.

C
C

C
D

D
T IN JJ

JJ
R JJ
S

M
D

N
N

N
N
P

N
N
S

al
lN PO
S

PR
P

PR
P$ R
B

R
B
R

R
B
S

R
P

T
O V
B

V
B
D

V
B
G

V
B
N

V
B
P

V
B
Z

W
D
T

W
P

W
R
B

−1

0

1

2

3
MPE
PE
TfS

Figure 11.4: InEff −1 for TfS according to PoS class and task

As I can see in Figure 11.4, some InEff values drop below 0 when the initial
production value of 1 is subtracted in TfS. This may indicate two things: First,
it is possible that the PoS categories are sometimes not realised in the target
text. Second, it indicates that for those PoS categories, most translators decided
to retain their initial idea of the target word. If I assume that an InEff −1 value
higher than 0.23 expresses high production effort, this applies to only nine PoS

3Assuming that this would represent a correction of one letter (one deletion activity and one
extra insertion activity) in a ten-letter word: 12

10 − 1 = 0.2.

236



11.2 Problematic part-of-speech categories

categories (CC, CD, JJS, NNS, POS, PRP, PRP$, WDT, WP). Further, the InEff −1
value is still the highest for TfS in coordinating conjunctions (CC), superlative
adjectives (JJS), possessive endings (POS), and wh-determiners (WDT).

The figures also show that the InEff values are usually very close between PE
and MPE with some exceptions (CD, JJR, JJS, NNS, PRP, RBR, RP, VB, VBD, VBG,
VBN, WDT, and WP), which are then usually higher for PE, except for CD, RBR,
and WDT – the latter two, however, occur seldom in the data. When the values
are higher for PE, however, this might indicate that the MT output contained
mistakes that could not be corrected without the help of the source text.

In the following, I will again test whether the task as well as the status and/or
experience of the participants has a significant influence on the parameter InEff
with linear mixed models. As was done forMunit, the individual participants and
the texts are taken as random effects. A dash ”–” again marks when there was no
significant result, or the ANOVA test did not suggest that status and/or experi-
ence add to the model. In this analysis, I will examine both result tables, one for
the regular InEff value and one for InEff −1 because Figure 11.3 and Figure 11.4
suggest that the the differences between TfS and PE/MPE are not that obviously
influenced by the task as forMunit. With some exceptions, most data show statis-
tically significant results when comparing TfS with PE and MPE. As can be seen
in Table D.7 in Appendix D, no significant differences can be found at all for
possessive markers (POS), personal pronouns (PRP), and non-3. person singular
present verbs (VBP) for InEff. Furthermore, the difference is not significant for
base form verbs (VB), past participle verbs (VBN), and wh-pronouns (WP) when
comparing TfS and PE, nor for cardinal numbers (CD) when comparing TfS and
MPE. When the differences are significant, they are significantly higher for TfS
with the exception of particles (RP), which, as mentioned above, only occurred
once in one text and hence no reasonable conclusions can be drawn from this.
The difference between PE and MPE data is only significant for plural nouns
(NNS), base form verbs (VB), and gerund verbs (VBG), which are all higher for
PE.

The differences between PE and MPE obviously do not change when I subtract
1 from the InEff value for TfS. Although most differences are still significant, but
then statistically higher in PE and/or MPE, some changes become visible when
comparing TfS and PE/MPE. The tests show no significant difference at all for
coordinating conjunctions (CC), cardinal numbers (CD), superlative adjectives
(JJS), possessive endings (POS), possessive pronouns (PRP$), and wh-pronouns
(WP). This shows that post-editing the MT output takes similar typing effort
for those PoS classes as it does when translating the word from scratch. The
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11 Hidden problem indicators

differences are only significant for TfS and PE in personal pronouns (PRP) and
comparative adjectives (JJR), but not between TfS and MPE.

Status and experience of the participants did not play a significant role in all
tests. Hence, the efficiency (or inefficiency) on a word class level of the partici-
pants may not be dependent on their professional experience for the same rea-
sons mentioned in §11.2.1 on the parameter Munit.

11.2.3 Indications in HTra and HCross

As was already mentioned in §11.1, HTra and HCross were calculated across the
different tasks, including all tasks into the calculations. The values were calcu-
lated per source text item, including all sessions, independent of the tasks. Hence,
I will first look at the mean values of the parameters (see Figure 11.5, Figure 11.6,
and also Table D.7 in Appendix D).

I assume that higher HTra values might indicate longer production and pro-
cessing times because the participant has more translation choices in his/her
mental lexicon. Similarly, Schaeffer et al. (2016) hypothesise that the more literal
units (identical word order, translation items correspond one-to-one, only one
translation possible for the ST item) are translated, the easier they are to process
and the stronger the priming effects. They therefore analyse whether Cross (the
absolute numbers with which HCross is calculated) and HTra have an influence
on early gaze behaviour, which would also support that reading for translation
differs from reading for understanding. The results show that Cross and HTra
have a positive significant influence on the first fixation duration, and Cross also
on first pass gaze duration (ibid.). Accordingly, it seems plausible that higher
HTra values might also indicate problem solving activity. On the other hand, a
broad range of possible translations might also just be part of solving a task –
deciding on one translation choice rather than solving a problem. In summary, I
will include HTra in the analysis and will then decide whether it is an indicator
for problem solving activity or not according to the results.

As I can see in Figure 11.5, the HTra values differ a lot regarding the PoS class.
While I have only one word class with no entropy (comparative adverbs - RBR),
superlative adverbs (RBS), gerund verbs (VBG), and past participle verbs (VBN)
are on average higher than 2.5 and particles (RP) even have an average HTra
value of more than 3. An obvious question arises: Why is there no entropy for
comparative adverbs and a very high entropy for superlative adverbs? The only
(and convincing) explanation is that both PoS classes only occurred once in the
texts and hence no overall conclusions can be drawn. The same accounts for par-
ticles which only occur once in the texts, too. Most word classes range between
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Figure 11.5: Mean values of HTra according to PoS class

1.5 and 2.5 (DT, IN, JJ, JJR, MD, NN, NNS, POS, PRP$, RB, TO, VB, VBD, VBN,
VBP, VBZ, WDT, WP, WRB) and only coordinating conjunctions (CC), cardinal
numbers (CD), superlative adjectives (JJS), proper nouns (NNP), and personal
pronouns (PRP) are below 1.5. With the latter word classes, one might wonder
how cardinal numbers (CD) and proper nouns (NNP) even received an entropy
value above 1 at all. While the latter still seems plausible, because one can imag-
ine that proper nouns might be translated in different ways as they have to be
explicated or simplified, or have different grammatical properties in German, dif-
ferent translations for cardinal numbers cannot be explained easily. The data set
was consulted to find examples. The phrase Beijing Olympics in text 3 - both
words tagged as NNPs – was often translated as Olympischen Spielen in Peking
(Olympic Games in Beijing; the phrase is grammatically adjusted to the sentence),
whereOlympischen Spielenwas tagged onOlympics and in Peking on Beijing. One
participant, however, decided to translate the unit asOlympischen Sommerspielen
in Peking (Olympic Summer Games in Beijing), which is also a valid translation.
When I look at the data for cardinal numbers, some variation appears as well.
The phrase four life sentences (four being tagged as CD) in Text 1 cannot be trans-
lated literally into German, but was translated as vierfach lebenslänglich, viermal
lebenslänglich, vier Mal lebenslänglich etc., which all basically express the same
meaning. Finally, it is striking that the HTra values for verb categories in general
seem higher than for other word classes, which might indicate that verbs natu-
rally occur with many different translation choices (and therefore might be more
difficult to translate).

In general, HCross values seem to be relatively high (see Figure 11.6), which in-
dicates that translations from English into German require a lot of restructuring.
On the other hand, repositioning one word in a sentence also affects the Cross
value of the remaining words in the sentence. Except for JJS, NNP, RBR, and
WDT the values for mean HCross are higher than 1. These exceptions, however,
can again be explained by the low occurrences in the overall data set.The value is
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Figure 11.6: Mean values of HCross according to PoS class

more than 2 for four of the PoS classes. It is striking that of those four, three are
verb categories, which reflects the different position of the verb in subordinate
clauses in English and German and additionally often seems to be problematic
for statistical MT. HCross will be integrated in the problem analysis because it is
possible that it predicts problematic units. However, it also seems plausible that
structural changes can only be categorised as part of the translation task rather
than as a translation problem as was already indicated in §9.

11.3 Influence of problem indicators on keylogging and
eyetracking data

In the following analysis, some PoS categories are condensed because they hardly
appeared in the texts, as was mentioned in the preceding sections. Adjectives (JJ)
now also include comparative adjectives (JJR) and superlative adjectives (JJS).The
same applies for adverbs (RB), which now also comprise comparative (RBR) and
superlative adverbs (RBS). Finally, wh-determiners (WDT), wh-pronouns (WP),
and wh-adverbs (WRB) are summarised under the abbreviation WDT. Further,
two additional categories are introduced that comprise all nouns (NN + NNP +
NNS) and all verbs (VB + VBD + VBG + VBN + VBP + VBZ) to gain more in-
sights into the overall results of these word classes. Linear mixed models were
calculated to evaluate the influence of the parameters on the production and
processing data, namely production duration, total fixation duration and total
fixation count on the source and target text separately and combined. Two dif-
ferent approaches were tested in R to find the best fitting models, both including
the individual participants and the individual texts as random effects. Finally, the
models were created to include all significant parameters and exclude those that
do not have a significant influence on the behavioural parameters, and follow-
ing this formula (if all parameters were included; the example uses Dur as the
parameter to be predicted):
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11.3 Influence of problem indicators on keylogging and eyetracking data

(1) summary(lmer(Dur ~ Task + Munit + InEff + HTra + HCross +
(1|Part) + (1|Text), data = dataset))

Colour patterns were created (Figure 11.7-Figure 11.114) that visualise the statis-
tic results. When a square is green, the predictor influences the behavioural pa-
rameter significantly, when a square is grey, no significant influence could be
detected. When no test could be conducted because of the missing data for MPE,
the squares are hatched. First, the results are discussed for the overall data set,
independent of PoS classes (see pattern in Figure 11.7). Dur is influenced by all
parameters, but there is no significant difference between MPE and PE. Gaze be-
haviour on the source text (GazeS and FixS) is influenced by the tasks andHCross.
Fixation duration on the target text (GazeT ) can be predicted by Munit, InEff,
HTra and HCross, while fixation counts (FixT ) on the target text are only influ-
enced by Munit and InEff. It seems reasonable that the tasks do not influence the
gaze behaviour on the target text because previous chapters have already shown
that the eye movement behaviour on the source text is similar in TfS and PE.
Finally, total fixation duration and fixation count on the whole text is influenced
by the tasks, Munit and HCross – for TGaze the difference is only significant be-
tween both PE tasks and TfS, while for TFix it is only significant between MPE
and TfS as well as between the PE tasks. Conclusively, HCross, Munit, and Task
are the most promising indicators for cognitive effort. HCross, however, is nega-
tively directed, meaning that the higher HCross, the shorter the production time
becomes, which is surprising and contrary to what would be expected. Further,
if the task plays an influential role, the production time becomes higher in TfS
than in the PE tasks. In TFix, the production time is higher in PE than in MPE.

P&T M&T M&P Munit InEff HTra HCross

GazeS

Dur

FixS

GazeT

FixT

TGaze

TFix

Figure 11.7: Pattern for statistical influence of predictors on parameters
for all data

Coordinating conjunctions (CC) are only influenced by Task (all but eye move-
ment on the target text),Munit (all but eyemovement on the source text and total

4T = translation from scratch; P = (bilingual) post-editing; M = monolingual post-editing
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11 Hidden problem indicators

fixation duration on the target text) and InEff (except on GazeS), while HTra and
HCross do not predict production time or gaze behaviour (see patterns for CC,
CD, DT, IN, JJ, and MD in Figure 11.8). Cardinal numbers (CD) are seldom in-
fluenced by the tasks (only in FixS, TGaze, and TFix) or by Munit (only in Dur
and FixT ). Further, HCross had to be excluded from the model, although it often
also became significant because the correlation between HTra and HCross is too
strong for this PoS category.5 InEff – except for FixS – and HTra – except for
Dur – are very predictive. The cognitive effort for determiners (DT) can hardly
be predicted by the examined parameters. Only Dur is influenced by Munit and
HTra and the gaze behaviour on the source text is influenced by HCross (with
a negative direction). Production duration and gaze behaviour on both source
and target text can be predicted by Task, InEff (except gaze on the source text
and FixT ), and HTra (except Dur and FixS) for prepositions and subordinate con-
junctions (IN). Munit only played a role in Dur, and HCross only in FixS (though,
HCross was the only foretelling parameter for FixS). Adjectives (JJ) hardly show
a consistent pattern. They are influenced by the tasks, especially concerning the
difference between PE and TfS, but not when considering the gaze data on the
target text. Dur, GazeT, and TFix are influenced by Munit, Dur and FixT by InEff,
gaze on the target text and on both texts combined is impacted by HTra, and, fi-
nally, GazeS is additionally influenced by HCross. The production time of modals
(MD) is influenced by Munit and InEff, the gaze data on the source text by Task,
FixT by Munit, and GazeT, TGaze and TFix by InEff.

When all noun categories are considered, the production time is influenced by
Munit, InEff, and HTra and gaze data on the source text by Task and HTra (see
patterns for all nouns and single noun categories in Figure 11.9). Total fixation
duration on the target text can be predicted by Munit and InEff, while fixation
count on the target text is only influenced by Munit. However, when combining
source and target text, only InEff is statistically significant. When I divide nouns
into singular (NN) and plural (NNS), the patterns are quite similar. Task influ-
ences gaze on the source text and both texts, Munit has an impact on Dur and
eye movement in the target text, InEff additionally on gaze on both texts, and
HTra on Dur, GazeS and TFix in singular nouns. Plural nouns are significantly
impacted by Task (Dur, gaze on source text), Munit (gaze on target text and TFix),
InEff (GazeT, TGaze), HTra (Dur, gaze on source and both texts), and HCross in-
fluences TGaze. However, proper nouns (NNP) induce different behaviour and
only Dur is influenced by Task and InEff, while none of the parameters has a
significant impact on the gaze behaviour.

5Which was tested for all significant parameters with the vif.mer() function, see https://github.
com/aufrank/R-hacks/blob/master/mer-utils.R, last accessed 11 March 2017.
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Figure 11.8: Patterns for statistical influence of predictors on parame-
ters for CC, CD, DT, IN, JJ, MD

Possessive endings (POS) rarely occurred in the data set, but still show statis-
tically significant results for Task (GazeS, FixS, GazeT ), Munit (Dur, FixT, TGaze,
TFix), and InEff (Dur,GazeT, TGaze).The production and processing effort of per-
sonal pronouns (PRP) is determined by Task and HTra when considering gaze on
the source text, and usually by Munit, InEff, and/or HTra for the remaining vari-
ables. TFix is additionally influenced by Task, but only when comparingMPE and
PE/TfS. Task (except for Dur and GazeT ), Munit (gaze on target text & on both
texts), InEff (Dur, FixS, gaze on the target text), and HCross (gaze on source text
and TGaze) impact possessive pronouns (PRP$), whileHTra is not important.The
production times of adverbs (RB) can be predicted by Munit, InEff, and HTra val-
ues. Gaze on the source text is influenced by Task and HTra, while all parameters
except Task have an impact on GazeT. FixT is influenced by none of the parame-
ters. The gaze behaviour on both text parts is affected by Task, and Munit has an
additional impact on the total fixation duration. Problem indicating parameters
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Figure 11.9: Patterns for statistical influence of predictors on parame-
ters for all nouns

cannot be analysed for particles (RP), because only one particle occurred in the
data set. The participant’s behaviour for the word to in its different functions can
be influenced by all parameters, but very differently: Task for all except Dur and
FixT, Munit for all except gaze on the source text and TFix, InEff for Dur and
GazeS, HTra for FixT and gaze behaviour on both text parts, and finally HCross
for gaze on the source text and GazeT (see patterns for POS, PRP, PRP$, RB, RP,
and TO in Figure 11.10).

When I look at all verb categories combined, most behaviour is influenced
by Munit (except FixS). Task are also important except for Dur, which is quite
surprising, and FixT. Production time and gaze on the source text are further in-
fluenced by InEff (also influential in TGaze) and HTra (also influential in TFix).
Finally, HCross has an impact on GazeT and TGaze (see patterns for all verbs and
single verb categories in Figure 11.11). Verb bases (VB) are influenced by Task,
except for Dur and FixT, by Munit, except for gaze behaviour on the source text,
and by HTra, except for FixS and gaze on the target text. InEff only has an im-
pact on Dur, while HCross has an influence on the gaze behaviour on the target
text. For past tense verbs (VBD), Task and InEff have an influence on produc-
tion time and gaze data, excluding FixT. Munit plays a role for TFix and HCross
for TGaze and TFix. Gerund verbs (VBG) were only influenced by Task (gaze on
source text and both texts), Munit and InEff (gaze on target text and both texts,
plus Dur for the latter). Past participle verbs (VBN) are influenced by Task in Dur,
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Figure 11.10: Patterns for statistical influence of predictors on parame-
ters for POS, PRP, PRP$, RB, RP, and TO.

GazeS, TGaze, TFix, as well asMunit and InEff considering gaze on the target text
and TFix. TGaze is also impacted by InEff and additionally by HCross. Non-3rd-
person-singular present verbs (VBP) and 3rd-person-singular present verbs (VBZ)
are influenced by Task when regarding gaze on the source text and on both texts.
Dur for VBP is influenced by InEff, while it is in addition influenced by Munit,
and HTra. Wh-words(WDT) can be predicted everywhere by InEff, except for
gaze behaviour on the source text. Gaze behaviour on both texts is additionally
influenced by Task and FixT by Munit. FixS is solely impacted by HTra (see Fig-
ure 11.12).

In the models that include Task as a significant parameter, the production and
processing times become higher in TfS than in PE andMPEwith three exceptions:
Fixation counts on the target text in possessive pronouns and total fixation dura-
tion as well as total fixation count on thewhole text in coordinating conjunctions.
The differences in coordinating conjunctions became significant only for TfS and
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Figure 11.11: Patterns for statistical influence of predictors on parame-
ters for verbs and WDT
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Figure 11.12: Patterns for statistical influence of predictors on parame-
ters for verbs and WDT
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PE, not TfS and MPE. Consequently, the times are never significantly higher for
MPE than for TfS. The same applies to MPE and TfS. If the difference between
the data is significant, it is always significantly higher for TfS than for MPE. The
three mentioned exceptions may indicate that the MT output is especially error
prone in these PoS classes.

The experience and/or status of the participant were added to the model if
they were significant. Altogether, one of these characteristics was added to the
model 16 times – 13 times the status of the participants had a significant influ-
ence, while the experience of the participants had only a significant impact in
three cases. Both status and experience have a significant influence only in the
production duration of cardinal numbers, and only if one of them is added to
the model, not if they are both added, because they are closely related. In most
cases, the results were as expected. Every time the status of the participants be-
came influential, the students produced higher production and processing times.
Also, the production duration of the cardinal numbers became lower, the more
experienced the participants were. However, the total fixation duration and to-
tal fixation count on source and target text in wh-words became higher the more
experienced the participants were.This might indicate that those words are espe-
cially delicate to translate and that an experienced translator perceives that they
must be translated especially carefully.

In summary, some parameters predict production times and gaze behaviour
more than others in the 175 models that were tested (see Table 11.1). Task (87
times) and InEff (81 times) are the most productive as they occurred in almost
half of the models (49.7% and 46.3% respectively). Munit (65 times – 37.1%) and
HTra (59 times – 33.7%) can be considered the second best parameters to predict
production and processing times, because they occurred in around one third of
the models. HCross is, in comparison, not very productive for determining typ-
ing and gaze data, because this predictor hardly became significant (25 times –
14.3%) and was often even directed negatively (10 times). The reason might be
that reordering and restructuring is naturally necessary in English and German
translations and hence cannot be considered a problem, but can rather be re-
garded a task. Furthermore, it hardly seems influential when single PoS classes
are considered, but it had much influence when the whole data set was consid-
ered.

Table 11.1 presents how often which parameter became significant for which
behaviour measurement. The different tasks have a huge influence on the source
text gaze behaviour and on the gaze behaviour when combining source and tar-
get text as, in 68–76% of the models, Task plays a significant role. However, it
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hardly has an influence on the gaze behaviour on the target text with only one
significant model for fixation count (4% of all models) and five for total fixation
duration (25% of all models). This confirms earlier results that gaze on the source
text is much less intensive in PE than in TfS. However, gaze on the target text
is similar in both tasks and hence gaze behaviour on the target text is hardly
influenced by the tasks. Accordingly, gaze behaviour on the target text cannot
help in finding problems in the different tasks if I assume that longer production
times indicate a problem in the translation of a unit. Finally, Task only influences
production time in 32% of all models. One might have expected more influence of
the tasks on the production times, but higher production times do not necessarily
indicate that the unit was translated from scratch, nor do they help in indicating
different problems in the different tasks.

The production time is often influenced by Munit (56% of the models), which
was expected, because the total production time becomes longer if the word is
changed after the first production (or if the MT must be edited). The values for
Munit have (almost) no influence on gaze behaviour on the source text. One
might have expected that the source unit is fixated more often and longer when
the text is revised, but this is not the case. This indicates that revisions are often
made only within the target text by considering the context and collocations of
the translation rather than the source text unit. Another interpretation could be
that the attention on the source text is equally distributed, but when problems
arise more and longer fixations on the target text are necessary. Consequently,
Munit has a more important role in target text gaze behaviour and becomes sig-
nificant in over half of the models (52% for total fixation duration models and
64% for fixation counts). When both source and target text are considered, Munit
has a significant impact in 44% and 40% of the models, respectively.

The values of InEff show a similar pattern as the values of Munit. However, In-
Eff is a better problem indicator than Munit, although they are both keylogging
values that show that the translation unit needed more work than simple pro-
duction or that the MT output needed editing because InEff played more often a
significant role in the models.The reasonmight be that InEff is more precise than
Munit. In 84% of all models, the InEff value has a statistical impact on the pro-
duction time. Similar toMunit, InEff has a very low influence on source text gaze
behaviour (it became significant in 16% of the models for TrtS and FixS), while
it played a bigger role for the models of the target text gaze behaviour (64% and
44%). InEff had a significant influence on 52% and 44% of the models combining
source and target text.

HTra is not as influential as the previously analysed parameters. It has a con-
siderable influence on production time and the gaze behaviour on the source text
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(it became significant in 44% of the models for each measure). However, it played
a minor role for predicting gaze behaviour on the target text (24% and 20% of the
models were influenced by HTra) and on the combination of source and target
text (28% and 32%). This might show that the decision process for one translation
is settled in the source rather than in the target text. As the word entropy repre-
sents how many different and equally reasonable translation choices existed, it
seems that decision making already takes place when the participants consider
the source text, which would also support Schaeffer et al.’s (2016) assumption
that reading for translation influences the source text reading. Furthermore, this
provides evidence that HTra indicates decision making behaviour rather than
problem solving behaviour. Many choices might become a problem, but usually
the translators can easily decide on one translation according to context and col-
location.

HCross is not very productive as a problem indicator, because it only became
significant in 4% of the models for Dur and FixT, 13% of the models for TFix, and
20% of the models for TrtS, FixS, TrtT, and TGaze.

Table 11.1: Number of significant results according to parameter per
production time or gaze behaviour measure

Parameter Dur TrtS FixS TrtT FixT TGaze TFix

Task 8 19 19 5 1 17 18
Munit 14 1 0 13 16 11 10
InEff 21 4 4 16 11 14 11
HTra 11 11 11 6 5 7 8
HCross 1 5 5 5 1 5 3

Conclusively, production time is best predicted by the InEff value. The gaze
behaviour on the source text is highly influenced by the tasks, while the gaze be-
haviour on the target text is best predicted by InEff and Munit. The pattern is not
that clear for source and target text combined. Task plays an important role again,
but this might be further influenced by the MPE task, which was not included
for gaze behaviour on the source and on the target text. Additionally, Munit and
InEff might help to predict higher or lower fixation counts or shorter and longer
fixation durations with InEff being a little more productive. The word entropy
also has an important impact, but it is not as productive as Munit and InEff. Fi-
nally, a different position of a unit in the target than in the source text does not
seem to be a very productive problem indicator (HCross) for single PoS classes,
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but when considering all data. Figures D.1–D.5 in Appendix D display visualisa-
tions for all predictors and separately for all parameters and all PoS classes. They
are constructed in the same pattern in which Figures 11.8–11.12 were constructed.

11.4 Mapping the parameter with the results of the
analysis of the research behaviour

Research was already identified as a primary problem solving indicator in Krings
(1986b). Hence, the following section will compare the analysed parameters of
the most-research words (see §9.3) according to the problem solving indicators
introduced in the previous section.

For the analysis, I will look at the 18 single words that were researched most
often (more than four times). Table D.8 in Appendix D lists the mean values of
Munit, InEff, HTra and HCross for the most researched single words in compari-
son to the mean value of these parameters according to the word’s PoS class. One
has to bear in mind that all most researched single words are either nouns, verbs,
or adjectives. This supports the assumption that content words require more re-
search than function words, at least when translating into the L1. Furthermore,
I also report whether the difference between mean value and mean value of the
PoS class is significant (the results can be found in Table D.9 in Appendix D).
Most mean values are significantly higher for the most researched words when
comparing them to the average value of the PoS class. Eleven Munit values are
significantly higher when the word was often researched. Only the Munit value
of bureaucrats is significantly lower. Ten of the InEff values are significantly
higher for the most researched words. The value for HTra is significantly higher
in 14 cases, while it is also significantly lower in three cases. Remember that the
HTra value is the same for the single words because it is calculated on the basis
of all occurrences of the word and its translations. However, the HTra values for
the PoS class vary and therefore a mean value has to be calculated. The same ap-
plies to HCross. The HCross values are significantly higher for the single words
in eleven cases and significantly lower four times.

Of the 18 most researched words, 17 had at least one predictor that was sig-
nificantly higher for the word than for the mean value. However, the word bu-
reaucrats was researched often, but the mean values of all four predictors are
lower than average for the PoS class (NNS), three of them even significantly.
Hence, I can assume that the research was caused by a mere lexical problem – a
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problem which all 18 words have in common.6 However, significantly high HTra
and HCross values, like for the adjectives reluctant and vulnerable, might point
to additional semantic or syntactic problems, respectively. High Munit and InEff
values might indicate a general insecurity and/or indecisiveness of the partici-
pants about how to translate the source item in the context. If most or all values
are significantly high, this might point to especially difficult words that may be
lexically unknown and hard to integrate in the context.

6Frommy point of view, it should be open for discussion if the translation of a word can really be
categorised as a translation problem and not only as a translation task when a word is simply
unknown to the participant (at least in the context) and (s)he looks it up in a dictionary, finds
a fitting translation, inserts it in the target text and is done with the translation process.
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12 An approach to statistically
modelling translation problems with
the help of translation process data
in R

In the final chapter, I want to introduce an approach with which to identify prob-
lematic units in translation process data according to mere keylogging and eye-
tracking data as an alternative to think-aloud data. As we have learned, produc-
tion times and eye movement data like fixation durations and fixation counts can
be interesting variables to detect problems in process data. However, these data
have the disadvantage that there is no guarantee that they indicate problems. Is
the participant really thinking about this word, when (s)he looks at it longer?
Maybe (s)he is already thinking about the upcoming phrase, or revising what
was already translated or post-edited in his/her head. Or even unrelated thoughts
and any action in the environment can distract the translator/post-editor. Hence,
I want to propose a problem indicator model that relies on the more stable pre-
dictors introduced in the earlier analyses: Task, Munit, InEff, HTra, and HCross1.

As we saw in §11.3, the overall data as well as the single PoS classes rely more
or less strongly on different predictors. If we assume that one predictor has an
impact on at least four of the behavioural parameters (production time and gaze
data), it is included in the final formula to find the problem units. Before a first
example is discussed, we have to determine a problem area. If we assume that
every parameter is considerably high, when it exceeds its mean value plus one
standard deviation, we could postulate the following problem area (PA) for each
parameter (in R script) with “dataset” being representative for the data set a per-
son wants to analyse:

(1) PAMunit <- mean(dataset\$Munit) + sd(dataset\$Munit)
PAInEff <- mean(dataset\$InEff) + sd(dataset\$InEff)

1Even if the participant types one translation, changes it, but then decides to go back to the
initial translation, this insecurity might point to problematic units, too.
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PAHTra <- mean(dataset\$HTra) + sd(dataset\$HTra)
PAHCross <- mean(dataset\$HCross) + sd(dataset\$HCross)

As the parameter Task is not numeric, a problem area cannot be calculated.The
calculation of the PAs is based on calculations on the confidence intervals in nor-
mal distributions and outliers. Testing the data has shown that multiplying the
standard deviation leads to the exclusion of too many data points. I tested differ-
ent approaches to define the best fitting problem area with the specific formulas
(the results can be found in Tables D.8 to D.15 in Appendix D). If the problem area
is only defined as being higher than the mean of the particular predictors, too
many words would be specified as problematic, which would lead to too many
false positives. A total of 20.8% of all words would be considered problematic if
the whole data set were approached, and for adjectives (46.4%), adverbs (53.7%),
or verbs in the base form (48.3%) even approximately half of the occurrences
would be considered problematic. However, if the problem areas are defined as
mean plus 1.5 ∗ sd (or higher), too many words would be excluded and hardly
any problematic words could be defined, as indicated above. Accordingly, mean
plus SD was established as the best fitting problem area. A selection of the most
frequently occurring PoS classes was tested (see Table D.9 in Appendix D). The
formula would predict a rate of 0.1–1.0% for function words which would need
to be considered problematic2 and 6–21% for content words3. Although 21% may
be considered a bit too high, even for content words, the percentages seem to be
plausible for most PoS classes.

Conclusively, we would arrive at the following basic command to filter out
problematic units, consideringMunit, InEff,HTra, andHCross are simultaneously
significantly influential (excluding Task for the moment), which they usually are
not:

(2) dataset[dataset\$Munit > PAMunit \& dataset\$InEff > PAInEff \&
dataset\$HTra > PAHTra \& dataset\$HCross > PAHCross, ]

This means that, if all four predictors are influential, every data point can be
considered a problematic source text unit that has a Munit value that is in the
PA, an InEff value that is in the PA, and a HTra value and a HCross value that is
in the respective PA.

2Except for determiners, which, however, were calculated differently and will be discussed fur-
ther below.

3The rate for combining all verbs, however, was very low (only 0.1%), which will be discussed
further below.
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In the next step, the predictor Task needs to be included. Let us, therefore, look
at a first example: If we want to analyse the whole data set without focusing on
a special PoS class, the predictors Task, Munit, and HCross need to be included,
because they influenced at least four4 of the behavioural parameters. Hence, we
need to integrate those three predictors into the command. If the parameter Task
is an influential part of the formula, the data set cannot be assessed as a whole,
but TfS, PE and MPE have to be analysed separately as the tasks have an influen-
tial impact on the behavioural parameters. Accordingly, it has to be integrated
both in the problem area of each parameter as well as in the final command. The
problem areas for Munit and HCross can be specified as the following, already
establishing that only TfS data are considered:

(3) PAMunit <- mean(dataset[dataset\$Task == ”TfS”]\$Munit) + sd(
dataset[dataset\$Task == ”TfS”]\$Munit))

(4) PAHCross <- mean(dataset[dataset\$Task == ”TfS”]\$HCross) + sd(
dataset[dataset\$Task == ”TfS”]\$HCross))

The final command is constructed of the three influencing predictors:

(5) dataset[dataset\$Task == “”TfS \& dataset\$Munit > PAMunit \&
dataset\$HCross > PAHCross, ]

If the problematic source text units would be calculated for PE and MPE in
the subsequent steps, the commands could remain the same, but Task == “TfS”
would needed to be replaced by Task == “PE” (or Task == “MPE”). If an overview
of all potential problematic units of all tasks is necessary, the problematic words
have to be calculated separately per task and then combined because the problem
areas have to be defined according to the tasks.

On the other hand, if Task is not an influential part in the formula, the research
question, however, only requires inclusion of the problems in the PE task, Task
can be integrated in the final formula, but does not need to be integrated in the
problem area calculation. Prepositions and subordinate conjunctions (IN), for ex-
ample, require InEff and HTra as predictors. Hence, the problem areas would be
set as

(6) PAInEff <- mean(dataset\$InEff) + sd(dataset\$InEff))
PAHTra <- mean(dataset\$HTra) + sd(dataset\$HTra))

4Why it has to be at least four, will be discussed in more detail later in this chapter.
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and the final command could include the tasks, but would not have to, e.g.:

(7) (complete data set)
dataset[dataset\$InEff > PAInEff \& dataset\$HTra > PAHTra, ]

(8) (for problematic words only in the TfS task)
dataset[dataset\$Task == “”TfS \& dataset\$InEff > PAInEff \&

dataset\$HTra > PAHTra, ]

Accordingly, the final command can include or exclude everything that is (not)
necessary for the analysis, like Text or Participant. These additional distinctions
on the data set might not only be included into the final command, but also into
the problem area, depending on the research question. For example, if we want
to investigate which of the problems in the whole data set belong to participant
P04, we include the restriction only in the final command. However, if we want
to detect which words were especially problematic for P04, we can also include
the restriction into the function for the PAs.

If the researcher uses the CRITT TPR-DB or any other data collection method
including numerous pieces of information, it might be convenient to include a
restriction on the columns of the table that will be presented in the output. For
the testing done in Tables D.8–D.15 in Appendix D, e.g., I only needed the in-
formation of columns two to eleven to determine which words are considered
problematic and hence included this restriction in the command (dataset[ …,
2:11]).

In the following, some issues will be discussed which were already addressed
to some point or which may still need a solution. First, Task alone cannot be used
to make any predictions. Although this did not occur in the PoS selection that
was tested, Task would be the only predictor for VBPs (non 3rd-person-singular
present verbs) and VBZs (3rd-person-singular present verbs). However, as it can
be assumed that translators (trainees and professionals alike) do not have prob-
lems with the grammatical difference between VBPs and VBZs, it might be rea-
sonable to synthesise those PoS classes (maybe also including verb bases) and
recheck for this superordinate class if it has different predictors5. A closely linked
issue emerges when Task and HTra are the only two predictors for a PoS class
(as is the case for adjectives, adverbs, and verbs in their base forms), because the
HTra value is calculated across the different tasks. Accordingly, the suggested

5Find a discussion on PoS classes with no predictors and a discussion why combining all verbs
does not seem helpful to identify problematic words further below.
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problematic words are the same for all three tasks. Therefore, it might be reason-
able to include another – usually the next closest – predictor. Otherwise Task
could also be excluded as a predictor, because it hardly influences the outcome of
the calculation. This was tested for Adjectives (JJ) for which the next best predic-
tor is Munit. Independent of the tasks, the adjectives predicted to be problematic
decreased from 13.6% to 3.8%, which still seems plausible.

A second issue that needs to be discussed is what if only one predictor (ex-
cept Task) falls under the given criterion introduced above for some PoS classes,
which led to the question whether it is sufficient to specify problematic words.
For example, the PoS group “all nouns” is only impacted by the InEff values.
When only one PA is used for the prediction, it gives the impression that too
many words might be identified as a problem. Hence, it was tested how many
nouns would be considered problematic when only InEff is taken to define a PA.
In a second test, the best three indicators for all nouns were taken into consid-
eration (Munit, InEff, and HTra). When three predictors were included into the
formula, only 0.1% of the nouns could be considered problematic, which is very
few. However, if only InEff was included, 6% of the nouns would be considered
problematic, which seems more realistic for content words (the detailed results
can be found in Tables D.9–D.15 in Appendix D). Hence, I decided that only the
predictors with a significant impact on at least four of the behavioural parame-
ters should be included in the formula to prevent too many false negatives – ex-
cept when the only predictor is HTra/HCross (and HTra/HCross combined with
Task) as discussed above. Similarly, none of the predictors has a significant im-
pact on determiners (DT) more than once. When a formula is established with
those three predictors, which had an impact at all (InEff, HTra, and HCross), still
4.2% of the determiners could be considered problematic, which is a lot when
three predictors are used, especially for function words. Therefore, we can as-
sume that determiners cannot be predicted as problematic. The final basic model
is presented in Figure 12.1.

Next, the focus should be on combining PoS classes. While it might be sensi-
ble to combine PoS classes in some cases, it might also cause misleading results.
For example, if all verbs are combined, only 0.1% of the verbs can be considered
problematic according to the formula. This would be a very small number, espe-
cially for verbs, as over 20% of all verbs in their base form (VB) would be con-
sidered problematic if the formula for VBs is applied to them. Hence, I suggest
that word classes might only be combined if they obviously have the same root,
like adjective, adverbs, nouns, verbs, etc., but only as long as the (grammatical)
difference between the words can be considered easy to process. Accordingly, it
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Figure 12.1: Overview of the final model

would be reasonable to combine singular and plural nouns, but maybe to exclude
proper nouns as they are subject to special requirements in translation. Further,
adjectives and adverbs, respectively, can be combined with their comparative
and superlative forms because these grammatical differences most likely do not
cause problems for the translators. Similarly, 3rd-person-singular and non-3rd-
person-singular present verbs can presumably be combined, maybe even with
verb base forms, but gerund verbs and verbs in the past tenses may be consid-
ered separately because the problem with these verbs might be translating the
grammatical structure rather than any lexical or semantic problem, etc.

In the end, one has to bear in mind that this analysis is only on a word level,
while many problems might instead occur on a phrase or sentence level or even
higher. Hence, if one word is identified as problematic, it might not be the word
itself but the phrase/context in which it is embedded. Accordingly, the interpre-
tation of the identified problematic words must be performed very carefully.
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13 Summary and discussion

This chapter summarises what we have learned in this study.The first three chap-
ters after the introduction acknowledged MT and PE in general and how those
topics are conceived in different fields of translation (theoretical translation stud-
ies, translation process research, translation practice, translation communities,
and translation didactics), showing that MT and PE are nowadays integral parts
of every aspect of translation.

§5 discussed the concept of problem solving in psychology and translation
studies. We learned that translation studies do not necessarily differentiate be-
tween problem solving and decision making and the terms are not used consis-
tently either. Therefore, the insights from both fields were combined and com-
pared. I argued that translation is in general a task characterised by decisions
that need to be made, in which problems occur that need to be solved more or
less often. The difference between a translation problem and a translation task
is that there is a hurdle between the source and the target text in a problem,
which the translator has to overcome. In a task, there is no hurdle. The trans-
lator knows how to create the desired final text. Most translation problems are
ill-defined because the steps required to solve the problem were not necessarily
learned in advance, experience in different domains is required, personal opin-
ions/judgements might be necessary. Further, different solutions and different
solution paths are possible (and natural) in translation, which are all character-
istics of ill-defined problems. Only very few translation problems could be cate-
gorised as well-defined, e.g. if a lexical item is unknown to the translator and the
concept of the item is so concrete that when he/she looks it up in a dictionary,
he/she will find only one possible solution. However, even in this scenario, dif-
ferent solution paths are imaginable (research in monolingual or bilingual dictio-
nary, corpora, or encyclopedias, or asking a colleague or the client), which would
characterise this lexical problem as an ill-defined problem again. While the deci-
sions in a regular translation task can be made in a one step operation, it takes
various steps to arrive at the solution to a problem. Increasing professionalism
transforms what once was a translation problem into a standard translation task
– problem solving operators and strategies become routinised and automatised
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– and what once might have been an ill-defined problem becomes simple deci-
sion making task. Further, professionals tackle problems mostly through reason-
ing, they know translation rules and know how to explain their problem solving
steps, while beginners often have a feeling for a (correct) solution or (correct)
way to a solution, but do not know the reason or rules, respectively, for this
feeling. However, even the most professional translator encounters translation
problems. According to Funke (2006b) categorisation, translation problems do
not qualify as complex problems in my perception. Although they can be cate-
gorised as complex and interconnected, and they can pursue multiple aims, they
are on the other hand transparent and lack a certain dynamism. Finally, I com-
bined the two problem solving models of Pretz et al. (2003) and Krings (1986a) to
a translation problem solving cycle (see Figure 5.1) that includes eight steps. Of
course, not all steps are necessary for every problems and some stepsmight occur
unconsciously. Hence, not all, but many of these steps can be traced in the trans-
lation process recordings. In the following, the eight steps are complemented by
the way they could possibly be traced in the translation process data: recognise
and identify the problem (potentially visible in eye-tracking data), define and
present the problems mentally (unconscious), organise the knowledge about the
problem (potentially unconscious), develop solution strategies and/or choose op-
erators (potentially unconscious), apply those strategies/operators (unconscious
or visible in screen recording and/or eyetracking data), evaluate whether they
solve the problem (potentially unconscious), solve the problem (eyetracking and
keylogging data), evaluate the solution (unconscious or visible in keylogging and/
or eyetracking data), and start the process again if necessary for the next or a new
problem. In summary, translation requires problem solving abilities every time
there is hurdle between source and target text. Finally, the translator engages
not only in problem solving, (s)he also helps the reader of the translation to over-
come the language hurdle and to solve problems, e.g. (s)he enables the reader to
solve troubleshooting problems by providing a well written manual.

After the theoretical groundworkwas laid, §6 introduced the research hypothe-
ses that combine the thoughts on problem solving with the tasks of TfS and
PE, which may require different problem solving behaviour, as the two tasks de-
mand different approaches from the translator despite their similarities. Hence,
I hypothesised that although the problematic source text units are the same for
TfS and PE, different problem solving behaviour can be encountered in TfS and
PE/MPE, because the MT output solves or adds problematic units, as well as be-
tween students and professionals because of their varying experience. Further,
this study wanted to investigate problem solving indicators with the help of key-

260



logging and eyetracking data and presented a model to detect the problems in
translation process data so that the time-consuming analysis of screen recording
and think aloud data lapse.

Before the data were analysed, the data set was introduced in §7. First, meth-
ods in translation process researchwere introduced in §7.1 with a special focus on
the methods utilised in this study (questionnaires, keylogging, eyetracking). §7.2
described the data set concerning the texts, the participants, and the PE guide-
lines, the technical equipment, and the database from which the data originates.
The research hypotheses and methods are placed in the field of translation pro-
cess research in §7.3 and previous studies that were based on the data set were
introduced in §7.4. Starting with §7.5, the first overall results from the study were
presented, considering the time needed for the single tasks (TfS took more time
than PE and MPE), the complexity of the texts (§7.6), which might be a reason
why participants behave differently in different tasks, the participant’s keystroke
effort for modifications in the different tasks (§7.7), which was very heteroge-
neous, and a superficial error analysis of the target texts (§7.8), which provides
indications about the target text quality. The chapter concluded with a critical
assessment of what could have been improved in the setup of the experiments.

§8 showed the results of the pre- and post-experimental questionnaires. While,
on the one hand, metadata were gathered, the questionnaires also asked for per-
sonal opinions on MT/PE and how satisfied the participants were with the PE
task. Although the participants were quite satisfied with their performance in
the PE and MPE task, the results outline a (very) negative attitude towards MT
and PE which probably had an influence on other questions, too, such as “how of-
ten would you have preferred to translate from scratch rather than post-editing
machine translation?” Nonetheless, more participants could imagine integrating
MT into their professional work environment after the experiment than before
the experiment. This contradictory behaviour might reflect an adverse attitude
against MT and PE itself, even though they are not very familiar with the tech-
nology (see Figure 8.1) or the tasks (only 1/3 of all participants had post-edited
before).

In the data analysis part, the focus was first on the Internet search instances in
the analysis of the data (§9). According to Krings (1986b), research is a primary
problem solving indicator and I generally agree. Most research was probably con-
ducted when solving a lexical problem. In the majority of the instances, this ex-
ternal problem solving strategy is probably combined with internal knowledge.
The participant does not know how to translate a lexical unit, because it is either
unknown to him/her (in the given context) or (s)he cannot decide on a transla-
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tion alternative (in the given context) – there is a hurdle between the source text
and the target text and research is the chosen solving strategy. First, the screen
recordings of all sessions were analysed and very often, a significant difference
could be observed in the research behaviour in PE and TfS. Also, the experience
of the translators seems to influence the research behaviour, which became vis-
ible when the participants were separated by status (professional vs. student)
and/or when the experience coefficient introduced in §8.1 was taken into consid-
eration. Less experienced translators do more research than more experienced
translators. With growing experience lexical problems occur less often because
of developing language skills in the L1 and L2 as well as increasing translation
skills. Experienced translators may translate more freely and have a better feel-
ing for the semantic meaning in the context. Further, the MT output in the PE
task seems to solve lexical problems because less research was conducted than
in the TfS task. However, no indications were found that the MT output creates
new problems in the PE task because if the participants did not judge the MT
output to be acceptable for the target text, they could refer to the source text
and could either find a translation with the help of their internal knowledge (or
as PACTE (2005) phrased it: their inner support), which can be categorised as a
translation task, or they still have to solve the problem, which probably would
have occurred in the TfS too, with the help of external support. This does not ap-
ply to MPE. When the MT output is not suitable for the target text context and
no source text is available for the translator, a new problem may arise because
the unit may not have been problematic in the TfS task, or the problem might
be more difficult to solve because the translator does not know how to use the
external resources to find a solution. Accordingly, we can summarise that trans-
lation strategies might be transferred to the PE task but not to the MPE task.This
is supported by the fact that research behaviour does not seem to be influenced
by experience (neither status nor experience coefficient) in MPE. In a next step,
the parameters production time (Dur), gaze time on source text (GazeS), and gaze
time on target text (GazeT ) were analysed for the 27 most researched words to
see whether they are influenced by the research task. When the individual words
were analysed, not many statistical difference could be observed, which is prob-
ably caused by the few data points. However, if all words are analysed together,
both the t-tests and the linear mixed models predict that the parameters are also
impacted by the different tasks whether research was conducted or not – with
the exception that the task does not influence gaze on the target text, which on
the one hand could imply that problem solving eventuates in the source text and
on the other hand that gaze on the target text is similar in TfS and PE. Conclu-

262



sively, research as a problem solving activity is used in another intensity in the
different tasks and in relation to the experience of the translator.

§10 analysed the influence of the syntactic quality of the MT output. I hypothe-
sised that syntax is not problematic for the translator in the TfS task, but that the
MT output might erect hurdles between the source and the target text, because
syntax is often a problem for MT systems in the language pair English-German.
To assess this question, I categorised the syntax of the MT output into acceptable,
partly acceptable, and not acceptable and compared the production time and the
eyetracking data to those of the TfS task. The analysis was expanded for the pa-
rameters fixation count on the source (FixS) and on the target text (FixT ). Further,
parameters that considered the total fixation duration (TGaze) and the fixation
count (TFix) on both source and target text were created. If new hurdles were
build by the MT output, when the syntactic MT output was not acceptable, the
keylogging and eyetracking data should have been significantly higher in the PE
task than in the TfS task. The analysis, however, showed that bad syntactic MT
output does prolong the production time of the sentence, however no new prob-
lems are created because the gaze behaviour of the participant is not impacted
by the syntactic MT quality. Hence, creating and correcting the structure of a
MT sentences can be categorised as a task, but not as a problem.

As was mentioned above, some of the steps of the problem solving cycle might
be visible in the translation process data. It is not necessary to label e.g. a very
long fixation duration on one word as the step “identifying a problem” or “solv-
ing a problem” or “evaluating a solution”, but this long fixation potentially shows
us that there is a translation problem. Hence, §11 presented keylogging param-
eters (Munit, InEff, HTra, and HCross) that can be used to predict (hence called
predictors) behavioural parameters of the eyetracking and keylogging data. The
influence of these predictors can vary a lot according to the PoS class, though.
Further, some predictors are more productive than others on these behavioural
parameters. Task and InEff often have an influence, the influence of Munit and
HTra is moderate, andHCross hardly has a significant influence. Interestingly, the
status and/or the experience of the participants seldom had a statistical influence
in the regression models that were created to analyse which predictor influences
which parameter in which PoS class. The status of the participants was a little
more productive than the experience coefficient. After testing the influence of
the predictors on the single PoS classes, the values of the most researched words,
as defined in §9.3, were checked against the mean values of the PoS class because
we can safely assume that these are translation problems. The results show that
many predictors are significantly above average for the most researched words
and hence this proves that the predictors seem sensible to predict problems.
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13 Summary and discussion

One major issue when talking about and analysing translation problems is to
identify the problems in the process data. Think-aloud protocols can help with
this issue, but the data are potentially incomplete and subjective, and the task
is usually unfamiliar to the participants. Further, the assessment of think-aloud
protocols is difficult and time-consuming. Hence, it is desirable to detect trans-
lation problems with the help of other translation process data. An approach
to identifying problematic units in translation process data was introduced in
§12, which is mainly based on the findings in §11. First, a problem area has to
be defined for the influential predictors, i.e. Munit, InEff, HTra, and HCross. The
problem area is calculated by the mean of the respective predictor plus one stan-
dard deviation. Then, all influential problem areas are combined in a command
that also contains the predictor Task if required. The calculations can be done
either for all words or for single PoS categories. According to the research ques-
tion, additional characteristics can be included in the calculation like participant
or text. When this formula is applied, R displays all words that were potentially
problematic in the translation process, because they required above average key-
logging effort (which were related to the eyetracking data in §11). The calcula-
tions, however, still need to be tested in real-life translation scenarios, in which
ideally, the translators would still be available to verify whether the identified
word was really problematic or not. I argued that keylogging data are more reli-
able than eyetracking data. However, it would still be interesting to expand these
calculations with eyetracking parameters because many more steps in the prob-
lem solving cycle can potentially be identified with eyetracking data than with
keylogging data.

The first main hypothesis was that some problems are already solved by the
MT output, while some new problems (can) arise from the MT output. This hy-
pothesis was only partly confirmed. The study at hand has shown that pre-trans-
lating the source text with an MT system does not create new problems for the
translator. Sometimes the production process might be exceeded or a lexical item
needs to be deleted and researched again (the lexical problem was not solved by
the MT system), but these instances do not cause problems, they are only a task.
Hence, the MT output might support the translator or might not support the
translator, but it does not make the translation process more complicated. This,
however, only applies to PE (bilingual post-editing) where the source text is avail-
able to the translator. As we have seen in the chapter on lexical items (§9), a mis-
translation in the MT output can cause additional problems because it confuses
the translator and (s)he has no source text to resolve the problem. In the end,
I found different behaviour in TfS and PE. Very often the differences between
the different tasks (also when MPE was included) turned out to be (statistically

264



significantly) different in all aspects analysed in this study. Production times are
often shorter in PE than in MPE. The source text is neglected much more in PE
than in TfS. It is only consulted to check the MT output or when problematic
units occur in the MT output in PE, while it is the main source of information in
the TfS task. The target text, on the other hand, is consulted roughly equally as
often in TfS as in PE. It is the main source of information in the PE task. Further,
the tasks also have a vital impact on the research behaviour.

As a side note, this study has proven to me again that MPE is nothing that
will be enforced in translation practice any time soon. The MT output is not
reliable enough to support a monolingual editing process. Rather, trained trans-
lators should be assigned to bilingual post-editing task so they can transfer their
translation knowledge and expertise to this new task. Additionally, I think, it is
essential for translators to get training in the PE task, as well so that they can
work efficiently and may enjoy the task rather than considering it a burden.

The second main hypothesis, namely that different problem solving patterns
develop in relation to the expertise level of the participant, cannot really be con-
firmed or disproven. While many differences could be found between individual
translators in the assessment of the screen recordings of the research behaviour
in regard to their level of expertise, the statistical analysis of the keylogging and
eyetracking data hardly proved any influence of the status of the participant nor
the experience according to the experience coefficient. Disappointingly, the lat-
ter was even less often a significant influence than the status of the participants.
However, in my opinion, we should not disregard experience as an influential fac-
tor in translation process research. I would rather claim that we have not found
the right measure for competence yet.The status of the participants as well as the
experience coefficient are (relatively) simple attempts to represent competence,
which cannot depict all facets that may contribute.Therefore, it will be necessary
in future research to find a way to measure competence in a more fine-grained
way that is also applicable for empirical studies. Hence, a numeric value would
be favourable.

It is also possible that the keylogging and eyetracking data do not reveal as
many competency differences as the screen recording analysis because a cer-
tain translation item might be difficult for a more experienced translator as well.
However, (s)he draws back on internal resources more extensively than the more
inexperienced translator. Hence, especially the eyetracking data might not be as
expressive. Bear in mind that this is only an hypothesis that needs to be tested
in another study.
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13 Summary and discussion

The calculations introduced in §12 to identify problematic words in a database
could be applied to translation and post-editing courses quite easily, because they
are only based on keylogging data. Keylogging data can be recorded much easier
than eyetracking data because some keylogging solutions can be used for free
or could be implemented into online applications, while recording eyetracking
data requires expensive hard- and software. Further, keylogging programmes do
not impact the natural translation situation. In a perfect scenario, the translation
trainees would prepare their translation at home, using a software that tracks the
keylogging data, and would hand in the finalised translation product together
with the keylogging data. The translation trainer, on the other hand, could use
the keylogging data to calculate in R according to the formulas presented in §12
which words in the translation assignment could be considered problematic and
need discussion in the translation class. This procedure would also help verify,
falsify, and assess the calculations presented in §12. Of course, these identified
problematic words could only be used as an addition, because the calculations
presented only consider the word level so far and problems may occur on a sen-
tence or text level (or any other level), too. Also, problems concerning register,
text type and domain conventions, etc. cannot exclusively be detected on a word
level.
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14 Final remarks and future research

As most studies do, this study raises more questions than it answers. Can similar
patterns be found in larger data sets for lexical and syntactic problem solving?
Further, it needs to be tested if the same predictors are influential for the single
PoS classes in another and/or a larger data set. Also, it seems plausible that the
results change and the predictors need to be adjusted for languages for special
purposes. What are the patterns in other languages? Are some predictors uni-
versal to a PoS class independent of the language? The participants of this study
had a rather negative attitude towards MT/PE and were dissatisfied with the PE/
MPE tasks. However, does the negative attitude towards MT/PE influence the
subconscious processes/the behaviour during the task? And is this attitude to-
wards MT/PE changing at the moment? Are translators starting to accept that
the occupational field for translators is changing and that recent developments
concerning translation technologies can be seen as an opportunity rather than a
threat?

As described in §7.9, the study design and execution had some flaws – some
of them were inevitable, like the fact that the study was not conducted in the
common working environment of the participants, and some of them could have
been avoidable, like the suboptimal phrasing of some the questions in the ques-
tionnaire (see §8.3). These insights will be considered in the next study so that,
on the one hand, mistakes are not repeated and, on the other hand, some issues
will be weighted again, like ecological validity vs. feasibility.

The study at hand has shown a way to define translation problems, both the-
oretically and empirically. However, the analysis I conducted can only be con-
sidered a starting point for the interesting field of analysing and determining
translation problems both in translation from scratch and in post-editing. The
results and approaches of this study need to be verified and expanded and/or
falsified and improved. The same applies for the analysis considering translation
competence.

In conclusion, a lot of interesting research is still ahead of us and with the de-
veloping electronic aids for translators and other new advances, the whole field
keeps in motion. This study had set the course to identifying translation prob-



14 Final remarks and future research

lems (in contrast to translation decisions and other related behaviour) in process
data, but there might be considerations to improve this identification methods.
Further, I still strongly believe that problem perception between professionals
and semi-professionals varies a lot, but we have not found the right measure-
ment to identify translation competence yet. Mere education and experience do
not seem to be enough to measure professionalism. Hence, the differences be-
tween the problem solving behaviour of individual translator might be easier to
detect if we find an improved way to mirror professionalism.
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Appendix A: Analysis of Research
Instances

Table A.1: Words processed per Research Instances

Participant HT1 HT2 PE1 PE2 ME1 ME2

P1 49.3 13.9 22 100 n.r. 28
P2 18.9 20 40.3 37.3 148 n.r.
P3 n.r. 56 n.r. n.r. n.r. n.r.
P4 21.1 9.9 18.9 25 60.5 44
P5 18.9 33.3 30.3 56 148 139
P6 121 112 n.r. n.r. n.r. n.r.
P7 n.r. 43 139 – n.r. n.r.
P8 22 30.3 50 112 n.r. n.r.
P9 – 18.5 – 16 121 n.r.
P10 19.9 7.1 49.3 12 40.3 14
P11 12.5 11.2 43 30.3 n.r. –
P12 – – 74 30.3 132 n.r.
P13 29.6 7.3 139 60.5 50 56
P14 16.5 20.2 148 20 n.r. 56
P15 n.r. n.r. n.r. 112 n.r. n.r.
P16 13.9 10 49.3 16 18.9 60.5
P17 16.7 – n.r. 26.4 74 24.2
P18 23.2 28 12.5 24.2 n.r. 132
P19 14.7 n.r. – – – –
P20 46.3 12.1 n.r. 69.5 26.4 –
P21 n.r. n.r. n.r. 112 n.r. n.r.
P22 20 – – – 27.8 –
P23 n.r. 28 139 33 50 n.r.
P24 19.9 – 100 24.2 n.r. n.r.



A Analysis of Research Instances

Table A.2: Time between two research instances

Participant HT1 HT2 PE1 PE2 ME1 ME2

P1 177.1 77.8 115.5 335.9 n.r. 173.1
P2 168.8 141.6 221.1 313.5 854.3 n.r.
P3 n.r. 367.3 n.r. n.r. n.r. n.r.
P4 179.3 102.7 130.1 187.7 251.9 347.2
P5 221.0 431.1 212.3 452.5 784.8 1043.4
P6 1047 1007.5 n.r. n.r. n.r. n.r.
P7 n.r. 359.4 807.5 – n.r. n.r.
P8 268.5 189.1 294.3 572.2 n.r. n.r.
P9 – 114.7 – 149.4 557.2 n.r.
P10 128.2 80.0 232.7 108.9 231.6 136.6
P11 96.6 64.8 206.6 207.1 n.r. –
P12 – – 340.1 128.5 407.9 n.r.
P13 174.2 84.0 867.3 233.5 318.2 241.1
P14 86.9 116.8 437.1 100.7 n.r. 440.4
P15 n.r. n.r. n.r. 758.5 n.r. n.r.
P16 97.0 73.8 283.7 146.7 113.2 245.5
P17 197.4 – n.r. 172.1 386.3 185.3
P18 186.1 144.5 112.7 223.8 n.r. 588.9
P19 126.0 n.r. – – – –
P20 264.7 166.8 n.r. 301.7 214.9 –
P21 n.r. n.r. n.r. 334.2 n.r. n.r.
P22 196.9 – – – 222.0 –
P23 n.r. 357.1 1019.6 247.3 306.4 n.r.
P24 98.1 – 508.5 129.4 n.r. n.r.
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Appendix B: Processing data for most
researched words

Table B.1 lists all words and phrases taken into consideration for the analysis,
to which text the word/phrase belongs, how often these were researched and
a percentage showing the relation between how often the word/phrase was re-
searched and how often the task was performed for the text. As mentioned in
§9.2 researched words were excluded for several reasons.

The following table lists all words/phrases taken into account with the accord-
ingmeans and standard deviations for all three parameters. Figures aremarked in
bold, when the mean value is higher for no-research instances than for research
instances:

Table B.2: Mean and SD of Most Researched Words

Word/Phrase Text Research Mean Standard Deviation

Dur GazeS GazeT Dur GazeS GazeT

serve 1 total 5531.5 9240.12 28161.5 6814.1 7625.0 25209.1
yes 12962.6 13247 62284.6 7276.1 6711.0 22960.0
no 3209.3 7988 18095.2 4663.6 7459.9 14297.6

below-inflation 2 total 5678.5 1741.9 8260.2 5102.9 2008.8 11362.5
yes 7369.2 2474.6 2671.6 4771.9 1740.0 1595.3
no 5114.9 1497.7 10123 5085.1 2032.8 12546.4

cut interest rates 2 total 3928.5 4833.9 6119.3 7328.4 4329.7 5734.8
yes 8622.6 9158.4 7395.9 10402.9 4077.2 5212.1
no 1400.8 2505.3 5431.9 2469.2 2096.9 5883.9

insistence 2 total 3474.3 3556.0 3271.6 2665.8 2860.2 3888.4
yes 5199.4 4992.4 4099.4 3095.2 3041.7 3877.3
no 2899.3 3077.1 2995.7 2227.0 2628.1 3852.8

embarrass 3 total 8419.5 1898.3 6231.8 16564.8 2245.5 9916.4
yes 12424.9 1791.4 8599.6 18613.0 1401.9 12059.0
no 6416.9 1951.8 5047.9 15788.8 2615.5 8924.1

rattle 3 total 6922.5 2080.0 9992.9 8063.4 1742.9 16374.1



B Processing data for most researched words

Word/ Phrase Text Research Mean Standard Deviation

Dur GazeS GazeT Dur GazeS GazeT

yes 10796.5 2350.7 14353.5 9520.7 1896.5 20055.9
no 2817.7 1663.9 4764.1 2235.3 1569.6 9597.4

atrocities 3 total 1677.3 962.0 2646.2 2636.2 1569.7 2817.0
yes 2859 1851.1 3159.6 1764.8 2229.4 4286.0
no 1086.4 517.5 2389.5 2850.7 926.4 1875.4

fallout 3 total 3571.4 2182 4149.4 6088.4 2492.6 3193.9
yes 6065.4 3136.4 4223.8 5573.3 3206.8 2966.8
no 2036.7 1594.7 4103.7 6079.7 1837.2 3444.0

flaring up again 3 total 3169.0 2930.9 7807.8 5371.2 3719.5 10723.3
yes 9726.3 8207.3 22148 10293.2 2627.7 15418.0
no 1626.1 1689.4 4433.6 1708.2 2738.2 5971.3

halt 3 total 3198.1 1499.2 3282.3 9175.2 1894.1 5654.3
yes 10421.2 1865.4 7217.6 18464.8 1046.2 10212.5
no 940.9 1384.8 2052.5 980.3 2105.5 2835.7

International
Criminal Court
in The Hague

3 total 9447.9 6900.4 11216.5 15806.5 8834.1 9825.4

yes 20097 13463.1 18026.8 19712.5 10689.1 11107.9
no 2894.5 2861.8 7025.6 8222.4 4114.1 6243.1

Khartoum 3 total 6285.5 2358.0 1617.4 12781.9 2427.6 2873.7
yes 13478.8 4211.8 2330.5 14845.8 2815.3 1884.4
no 3330.8 1615.2 1329.6 10746.7 1814.2 3089.1

pull out 3 total 3578.8 5289.4 4944.0 10137.3 5200.9 6127.4
yes 2712.3 9224.8 5594 1022.5 5563.1 2439.2
no 3782.7 4363.5 4791 11315.0 4819.4 6759.0

bear the brunt 4 total 3655.8 3539.4 4632.3 3542.2 3506.7 4545.1
yes 5576.3 5392.5 8806 4850.5 4357.7 5610.1
no 3091.5 3279 3254.8 2761.7 3412.4 2982.3

compromise 4 total 5373.1 5324.8 4301.8 10585.9 4271.1 10375.8
yes 4342 6366.2 8987 4344.1 6142.7 19217.9
no 6192.6 5548 5219.3 11992.5 4242.0 1168.7

deforestation 4 total 4028.6 2397.1 2636.4 3800.9 3311.7 4864.6
yes 5781 3297.1 6528.7 2780.7 4314.5 7101.1
no 3210.9 1977.1 820 4013.1 2806.9 1665.9

go the extra
green mile

4 total 15702.0 4740.3 6066.1 19447.4 6594.8 6068.9

yes 23413.4 8237.4 8391.1 20800.8 9597.3 6051.7
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Word/ Phrase Text Research Mean Standard Deviation

Dur GazeS GazeT Dur GazeS GazeT

no 11295.6 2741.9 4737.6 17901.4 2971.9 5877.9

incentives 4 total 4368.8 2205.4 3522.7 4666.0 2439.3 5882.4
yes 2756.8 2122.4 2484 1827.5 2584.8 3671.0
no 5712.2 2274.6 4388.3 5873.6 2425.2 7296.2

mitigation effort 4 total 10591.6 4221.8 14042.0 19846.0 4414.8 13990.8
yes 21282.3 6372.9 15059.4 28131.8 5449.6 18994.1
no 3190.4 2732.6 13337.5 4074.5 2904.5 10035.9

reluctant 4 total 769.9 4306.6 6525.7 1132.8 4247.1 6778.4
yes 1568.4 7009.2 10859.8 915.9 7176.9 10375.1
no 535.1 3511.8 5250.9 1103.1 2800.8 5079.1

vulnerable 4 total 1637.6 1754.8 3369.1 2492.3 2073.9 3830.8
yes 2716.3 3272.9 3149.1 2546.3 2294.7 2361.8
no 1021.3 887.3 3494.9 2327.7 1372.6 4544.8

associate 5 total 1242.3 2074.5 1933.4 1258.3 2583.3 1543.7
yes 1753.5 3047.5 1578.1 1233.5 3499.5 1762.5
no 777.6 1190 2256.5 1139.4 719.6 1315.1

warrant 5 total 2965.0 3375.0 2071.0 2513.3 3596.9 2786.2
yes 3262 2766.1 2239.3 2090.3 2689.7 2864.7
no 2782.3 3749.6 1967.4 2807.9 4116.2 2849.7

bureaucrats 6 total 1228.7 72317 7721.8 1785.4 3270.4 11418.3
yes 1015.7 4326.7 11018.7 1685.7 3587.4 16514.0
no 1281.6 2592.4 5249.2 1972.8 2947.5 4811.5

full-time leader 6 total 10303.1 9296.7 6746.9 21738.9 10400.7 6886.4
yes 20733.8 12875.4 6062.9 33184.6 9113.2 5540.8
no 3884.3 7094.5 7167.8 5299.9 10865.3 7786.2

artisans 6 total 1559.2 1330.7 13044.3 1859.8 1518.2 13045.8
yes 3403.2 1437.8 10178 2130.1 1807.4 9550.2
no 1233.4 1287.9 14190.9 1677.3 1455.7 14339.8
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B Processing data for most researched words

Table B.1: Occurrence count and percentage of most researched words/
phrases

Word Text # Count Percentage

HT PE MED HT PE MED

1 7 7 7
serve 1 2 2 1 28.6 28.6 14.3

2 8 5 7
below-inflation 2 3 1 1 37.5 20 14.3
cut interest rates 2 5 0 2 62.5 0 28.6
insistence 2 5 0 0 62.5 0 0

3 7 7 7
embarrass 3 4 3 0 57.1 42.9 0
rattle 3 5 4 2 71.4 57.1 28.6
atrocities 3 5 2 0 71.4 28.6 0
fallout 3 5 3 0 71.4 42.9 0
flaring up again 3 4 0 0 57.1 0 0
halt 3 3 1 1 42.9 14.3 14.3
International Criminal Court in The
Hague

3 6 2 0 85.7 28.6 0

Khartoum 3 4 1 1 57.1 14.3 14.3
pull out 3 3 0 1 42.9 0 14.3

4 8 7 7
bear the burnt 4 3 1 0 37.5 14.3 0
compromise 4 2 3 0 25 42.9 0
deforestation 4 5 2 0 62.5 28.6 0
go the extra green mile 4 3 1 0 37.5 14.3 0
incentives 4 3 5 2 37.5 71.4 28.6
mitigation effort 4 7 2 0 87.5 28.6 0
reluctant 4 4 1 0 50 14.3 0
vulnerable 4 5 3 0 62.5 42.9 0

5 6 7 8
associate 5 4 4 2 66.7 57.1 25
warrant 5 3 4 1 50 57.1 12.5

6 6 8 7
bureaucrats 6 3 2 4 50 25 57.1
full-time leader 6 3 3 2 50 37.5 28.6
artisans 6 4 2 0 66.6 25 0
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Appendix C: Analysis of machine
translation output

In the following, the machine translation output will be evaluated for syntactic
acceptability for all six texts.

Table C.1: Rating of Syntactic MT Output. a: acceptable; pa: partly ac-
ceptable; na: not acceptable.

Word/Sentence Rater 1 Rater 2 Rater 3 Final rate Comment

Text 1

SS1 → TS1 na na na na headline; MT contains two
main verbs

SS2 → TS2 pa na pa pa main verb in the middle of
the sentence

SS3 → TS3 pa pa pa pa misses verb in subordinate
clause

SS4 → TS4 pa pa pa pa main verb in the middle of
the sentence

SS5 → TS5 na na na na verb positioning
SS6 → TS6 pa pa na pa verb positioning
SS7 → TS7 pa pa pa pa main verb in the middle of

the sentence in subordinate
clause

SS8 → TS8 na na na na accusative object wrong posi-
tion; misses auxiliary verb

SS9 → TS9 a a a a
SS10 → TS10 a a a a
SS11 → TS11 pa na na na misses main verb

Text 2

SS1 → TS1 a na na pa headline
SS2 → TS2 pa na na na main verb in the middle of

main clause
SS3 → TS3 a a a a
SS4 → TS4 pa pa pa pa one verb misses
SS5 → TS5 pa na na na verb order
SS6 → TS6 pa na na na misses main verb
SS7 → TS7 a a a a



C Analysis of machine translation output

Word/Sentence Rater 1 Rater 2 Rater 3 Final rate Comment

Text 3

SS1 → TS1 pa pa a pa headline; dative object at the
wrong position

SS2 → TS2 a pa pa pa
SS3 → TS3 pa pa pa pa verb positioning in second

main clause incorrect
SS4 → TS4 pa pa pa pa verb positioning in first sub-

ordinate clause incorrect
SS5 → TS5 pa pa na pa verb positioning in first &

second subordinate clause in-
correct

Text 4

SS1 → TS1 na na na na verb positioning
SS2 → TS2 pa pa na pa misses one auxiliary verb and

one main verb
SS3 → TS3 pa na na na misses one auxiliary verb and

one main verb
SS4 → TS4 pa na pa pa word order
SS5 → TS5 a a a a

Text 5

SS1 → TS1 a a a a
SS2 → TS2 a a a a
SS3 → TS3 pa pa pa pa subordinate clause inte-

grated in main clause
SS4 → TS4 (partly) a pa pa pa one main verb should have

been split up
SS5 → TS5 a pa pa pa
SS6 → TS6 a a a a

Text 6

SS1 → TS1 a a a a
SS2 → TS2 a pa na pa
SS3 → TS3 a pa pa pa
SS4 → TS4 na na na na verb positioning in main

clause, no verb in subordi-
nate clause

SS5 → TS5 pa na na na no verb in last subordinate
clause

SS6 → TS6 pa pa na pa wrong verb order in first
subordinate clause and main
clause

SS7 → TS7 a a a a
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Appendix D: Part-of-speech categories,
and their relation to
different parameters

Part-of-Speech abbreviations, their explanation Marcus et al. (1993: 5) and their
occurrences in the whole data set and in the individual texts:

Table D.1: Explaining the Part-of-Speech Categories, and their mean
and SD values

Occurence

Abbr. Explanation data set Text 1 Text 2 Text 3 Text 4 Text 5 Text 6
(n=22) (n=23) (n=23) (n=23) (n=23) (n=24)

CC Coordinating conjunction 437 1 4 2 4 7 1
CD Cardinal number 500 9 4 1 0 5 3
DT Determiner 1672 15 11 15 9 15 8
IN Preposition/subordinate conjunction 2473 23 23 22 12 16 12
JJ Adjective 1033 10 5 5 7 10 8
JJR Adjective, comparative 94 0 1 0 1 0 2
JJS Adjective, superlative 68 1 1 0 1 0 0
MD Modal 207 2 1 1 3 0 2
NN Noun, singular or mass 3063 21 27 20 17 23 25
NNP proper noun, singular 1096 11 2 26 0 6 3
NNS Noun, plural 1817 15 19 6 11 13 15
POS Possessive ending 92 0 2 2 0 0 0
PRP Personal pronoun 272 6 2 0 1 1 2
PRP$ Possessive pronoun 183 2 2 1 1 1 1
RB Adverb 559 2 5 2 3 3 9
RBR Adverb, comparative 23 0 0 1 0 0 0
RBS Adverb, superlative 23 0 0 0 1 0 0
RP Particle 23 0 1 0 0 0 0
TO to 761 4 6 6 6 5 6
VB Verb, base form 764 3 7 5 9 1 8
VBD Verb, past tense 474 10 1 3 0 6 1
VBG Verb, gerund 548 5 5 3 6 4 1
VBN Verb, past participle 527 6 4 2 3 4 4
VBP Verb, non-3rd person singular present 487 2 8 0 5 0 6
VBZ Verb, 3rd person singular present 324 0 1 8 0 3 2
WDT wh-determiner 69 0 0 3 0 0 0
WP wh-pronoun 46 0 1 0 0 1 0
WRB wh-adverb 23 0 0 0 0 1 0



D Part-of-speech categories, and their relation to different parameters

Table D.2: Mean and standard deviations for the parameters Munit, In-
Eff, HTra, and HCross for CC, CD, DT, IN, and JJ.

CC CD DT IN JJ

Mean SD Mean SD Mean SD Mean SD Mean SD

M
un

it TfS 1.046 0.389 1.084 0.531 0.989 0.541 1.027 0.675 1.023 0.566
PE 0.338 0.519 0.307 0.512 0.389 0.581 0.451 0.630 0.494 0.631

MPE 0.279 0.594 0.293 0.541 0.330 0.570 0.338 0.589 0.364 0.586

In
Eff

TfS 1.869 6.146 1.334 1.763 1.071 1.874 0.931 2.147 0.966 0.852
PE 0.750 1.450 0.363 1.201 0.453 1.047 0.365 0.999 0.285 0.546

MPE 0.677 2.036 0.687 5.357 0.388 1.352 0.254 0.662 0.395 2.472

HTra 0.773 0.633 0.839 0.805 1.614 1.005 1.759 1.002 1.689 0.913
HCross 1.136 0.690 1.106 0.956 1.294 0.928 1.600 0.919 1.233 0.802

Table D.3: Mean and standard deviations for the parameters Munit, In-
Eff, HTra, and HCross for JJR, JJS, MD, NN, and NNP.

JJR JJS MD NN NNP

Mean SD Mean SD Mean SD Mean SD Mean SD

M
un

it TfS 0.875 0.609 1.174 0.388 0.971 0.564 1.229 0.704 1.153 0.535
PE 0.516 0.677 0.391 0.583 0.714 0.486 0.657 0.773 0.34 0.583

MPE 0.419 0.765 0.136 0.351 0.687 0.722 0.553 0.734 0.316 0.574

In
Eff

TfS 0.864 0.520 1.403 1.017 1.143 1.302 1.037 1.578 1.059 0.976
PE 0.392 0.919 0.376 0.579 0.655 0.763 0.505 1.085 0.252 0.686

MPE 0.151 0.347 0.120 0.355 0.661 0.968 0.458 1.384 0.297 1.028

HTra 2.402 0.672 0.877 0.550 1.643 0.838 1.902 1.124 0.764 0.769
HCross 1.786 0.615 0.403 0.198 1.986 0.738 1.262 0.865 0.799 0.785
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Table D.4: Mean and standard deviations for the parameters Munit, In-
Eff, HTra, and HCross for NNS, POS, PRP, PRP$, and RP.

NNS POS PRP PRP$ RB

Mean SD Mean SD Mean SD Mean SD Mean SD

M
un

it TfS 1.230 0.681 1.281 0.683 1.067 0.596 0.935 0.624 1.063 0.710
PE 0.665 0.766 0.643 0.559 0.527 0.601 0.4 0.558 0.527 0.654

MPE 0.553 0.713 0.563 0.564 0.472 0.605 0.377 0.582 0.337 0.538

In
Eff

TfS 1.247 1.469 1.969 5.453 1.486 2.946 1.209 2.471 1.032 0.909
PE 0.665 1.392 0.526 0.727 1.481 3.501 0.487 1.384 0.527 1.150

MPE 0.421 0.730 0.479 0.964 0.654 1.274 0.53 1.038 0.397 0.827

HTra 1.649 0.958 2.377 0.990 1.431 1.113 1.926 1.224 1.534 0.930
HCross 1.207 0.763 1.229 0.728 1.380 0.669 1.384 1.018 1.959 0.840

Table D.5: Mean and standard deviations for the parameters Munit, In-
Eff, HTra, and HCross for RBR, RBS, RP, TO, and VB.

RBR RBS RP TO VB

Mean SD Mean SD Mean SD Mean SD Mean SD

M
un

it TfS 1 0 1 0.535 1.5 1.069 1.154 0.824 1.130 0.733
PE 0.143 0.378 0.375 0.518 1.429 1.134 0.696 0.842 0.773 0.732

MPE 0.375 0.518 0.143 0.378 0.875 0.641 0.461 0.692 0.690 0.778

In
Eff

TfS 1 0 0.25 0.463 0.966 0.129 1.074 2.676 0.944 1.484
PE 0.229 0.605 0 0 1.176 0.577 0.522 1.055 0.733 1.542

MPE 0.55 1.125 0 0 0.675 0.427 0.375 0.967 0.486 0.759

HTra 0 0 2.757 0 3.376 0 2.386 1.259 2.292 1.113
HCross 0.765 0 1.739 0 1.260 0 1.994 0.984 2.004 0.936
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D Part-of-speech categories, and their relation to different parameters

Table D.6: Mean and standard deviations for the parameters Munit, In-
Eff, HTra, and HCross for VBD, VBG, VBN, VBP, and VBZ.

VBD VBG VBN VBP VBZ

Mean SD Mean SD Mean SD Mean SD Mean SD

M
un

it TfS 1.184 0.756 1.176 0.692 1.309 0.774 0.831 0.639 1.054 0.655
PE 0.671 0.718 0.911 0.711 0.983 0.815 0.675 0.630 0.6 0.725

MPE 0.677 0.883 0.823 0.775 0.794 0.753 0.578 0.607 0.527 0.697

In
Eff

TfS 0.947 1.611 0.852 0.923 1.019 0.942 0.661 1.179 0.924 0.898
PE 0.616 1.631 0.635 1.143 1.031 1.828 0.514 1.065 0.532 0.630

MPE 0.448 0.830 0.443 0.785 0.709 1.274 0.470 0.873 0.467 0.660

HTra 2.404 1.337 2.583 0.940 2.611 0.924 2.282 1.324 2.105 1.309
HCross 1.762 0.907 2.100 0.830 2.165 0.782 2.159 0.930 1.461 0.912

Table D.7: Mean and standard deviations for the parameters Munit, In-
Eff, HTra, and HCross for WDT, WP, and WRB.

WDT WP WRB

Mean SD Mean SD Mean SD

M
un

it TfS 1.375 0.875 1.125 0.5 0.25 0.707
PE 0.571 0.811 0.786 1.188 0 0

MPE 0.708 0.908 0.125 0.342 0 0

In
Eff

TfS 2.798 5.938 3.037 5.878 0.125 0.354
PE 0.318 0.810 2.691 5.690 0 0

MPE 1.042 2.554 0.072 0.250 0 0

HTra 1.865 1.154 2.380 0.919 2.364 0
HCross 0.986 0.340 1.876 0.711 2.086 0
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all CC CD DT IN JJ MD NN NNP NNS all N POS RPR RPR$ RB RP TO VB VBE VBG VBN VBP VBZ all V WDT

Dur

GazeS

FixS

GazeT

FixT

TGaze

TFix

Task – PE vs. TfS

all CC CD DT IN JJ MD NN NNP NNS all N POS RPR RPR$ RB RP TO VB VBE VBG VBN VBP VBZ all V WDT

Dur

TGaze

TFix

Task – MPE vs. TfS

all CC CD DT IN JJ MD NN NNP NNS all N POS RPR RPR$ RB RP TO VB VBE VBG VBN VBP VBZ all V WDT

Dur

TGaze

TFix

Task – MPE vs. PE

Figure D.1: Pattern according to predictor – Task

all CC CD DT IN JJ MD NN NNP NNS all N POS RPR RPR$ RB RP TO VB VBE VBG VBN VBP VBZ all V WDT

Dur

GazeS

FixS

GazeT

FixT

TGaze

TFix

MUnit

Figure D.2: Pattern according to predictor – Munit

all CC CD DT IN JJ MD NN NNP NNS all N POS RPR RPR$ RB RP TO VB VBE VBG VBN VBP VBZ all V WDT

Dur

GazeS

FixS

GazeT

FixT

TGaze

TFix

InEff

Figure D.3: Pattern according to predictor – InEff

all CC CD DT IN JJ MD NN NNP NNS all N POS RPR RPR$ RB RP TO VB VBE VBG VBN VBP VBZ all V WDT

Dur

GazeS

FixS

GazeT

FixT

TGaze

TFix

HTra

Figure D.4: Pattern according to predictor – HTra
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all CC CD DT IN JJ MD NN NNP NNS all N POS RPR RPR$ RB RP TO VB VBE VBG VBN VBP VBZ all V WDT

Dur

GazeS

FixS

GazeT

FixT

TGaze

TFix

HCross

Figure D.5: Pattern according to predictor - HCross

Table D.8: Mean values of the parameters on single word level and on
PoS-level (TMunit, TInEff, THTra, THCross); Mean single word values
in bold are higher than the average of the PoS class and underlined
values point out statistically significant differences

Word Text PoS Munit TMunit InEff TInEff HTra THTra HCross THCross

serve 1 VB 1.09 0.87 1.15 0.72 2.77 2.29 2.68 2.00
insistence 2 NN 1.13 0.82 1.04 0.67 3.85 1.90 2.47 1.26
embarrass 3 NN 1.26 0.82 1.13 0.67 2.28 1.90 2.90 1.26
rattle 3 VB 1.17 0.87 1.39 0.72 4.23 2.29 2.87 2.00
atrocities 3 NNS 1.04 0.82 0.45 0.78 1.17 1.65 0.51 1.21
fallout 3 NN 1.13 0.82 1.02 0.67 2.67 1.90 1.01 1.26
halt 3 VB 0.87 0.87 0.83 0.72 3.76 2.29 1.26 2.00
Khartoum 3 NNP 1.13 0.61 1.65 0.54 1.00 0.76 1.42 0.80
maintains 3 VBZ 1.07 0.73 0.76 0.65 2.88 2.11 1.64 1.46
compromise 4 VB 1.35 0.87 1.19 0.72 4.09 2.29 3.26 2.00
deforestation 4 NN 1.09 0.82 0.83 0.67 2.76 1.90 2.44 1.26
Incentives 4 NNS 1.61 0.82 1.74 0.78 2.99 1.65 2.96 1.21
reluctant 4 JJ 0.70 0.63 0.37 0.55 2.57 1.70 1.77 1.23
vulnerable 4 JJ 0.57 0.63 0.52 0.55 2.70 1.70 1.63 1.23
associate 5 NN 0.96 0.82 0.94 0.67 2.32 1.90 0.56 1.26
warranted 5 VBD 1.30 0.84 1.90 0.67 4.14 2.40 2.43 1.76
bureaucrats 6 NNS 0.42 0.82 0.47 0.78 0.98 1.65 0.74 1.21
artisans 6 NNS 0.88 0.82 1.76 0.78 0.9 1.65 0.49 1.21

Table D.9: Problematic words per formula, depending on n ∗ sd, for all
texts, Text 1 and Text 2

All Texts Text 1 Text 2

Total TfS PE MPE Total TfS PE MPE Total TfS PE MPE

no sd 3669 597 1582 1290 601 90 289 222 725 108 310 307
1 ∗ sd 723 338 202 183 123 53 36 34 112 48 30 34
1.5 ∗ sd 205 43 82 80 46 10 17 19 15 3 4 8
2 ∗ sd 41 11 10 20 14 5 3 6 1 0 0 1
2.5 ∗ sd 0 0 0 0 0 0 0 0 0 0 0 0
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Table D.10: Problematic words per formula, depending on n ∗ sd, for
Text 3 to Text 6

Text 3 Text 4 Text 5 Text 6

Total TfS PE MPE Total TfS PE MPE Total TfS PE MPE Total TfS PE MPE

no sd 706 112 269 225 527 100 230 197 373 74 165 134 615 105 302 208
1 ∗ sd 131 67 26 36 85 42 24 19 199 40 89 70 111 52 34 25
1.5 ∗ sd 69 16 23 30 14 2 3 9 65 33 18 14 53 17 21 15
2 ∗ sd 12 3 4 5 0 0 0 0 27 3 16 8 4 2 0 2
2.5 ∗ sd 0 0 0 0 0 0 0 0 5 0 4 1 0 0 0 0

Table D.11: Problematic Words per formula and according to PoS class
(CC, CD, IN), depending on n ∗ sd

CC – Task, Munit, InEff CD – Task, InEff, HTra IN – InEff, HTra

Total TfS PE MPE Total TfS PE MPE Total TfS PE MPE

no sd 28 1 15 12 76 46 14 16 363 166 111 86
1 ∗ sd 3 0 2 1 3 2 1 0 9 3 2 4
1.5 ∗ sd 0 0 0 0 0 0 0 0 0 0 0 0

Table D.12: Problematic Words per formula and according to PoS class
(JJ 1, JJ 2, NN), depending on n ∗ sd

JJ 1 – Task, HTra JJ 2 – Task, Munit, HTra NN – Task, InEff

Total TfS PE MPE Total TfS PE MPE Total TfS PE MPE

no sd 555 189 183 183 208 26 104 78 776 242 286 253
1 ∗ sd 162 56 53 53 46 8 12 26 180 42 83 55
1.5 ∗ sd 116 40 38 38 24 6 10 8 129 32 59 38

Table D.13: Problematic Words per formula and according to PoS class
(RB, VB, all verbs), depending on n ∗ sd

RB – Task, HTra VB – Task, HTra all verbs – Task, Munit,
InEff, HTra

Total TfS PE MPE Total TfS PE MPE Total TfS PE MPE

no sd 325 111 105 109 369 125 123 121 586 103 257 226
1 ∗ sd 69 24 22 23 162 56 54 52 30 5 8 17
1.5 ∗ sd 23 8 7 8 46 16 15 15 7 2 1 4
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Table D.14: Problematic Words per formula and according to PoS class
(all nouns 1, all nouns 2, DT), depending on n ∗ sd

all nouns 1 – InEff all nouns 2 – Munit, DT – InEff, HTra, HCross
InEff & HTra

Total TfS PE MPE Total TfS PE MPE Total TfS PE MPE

no sd 2604 1638 523 443 1241 640 332 269 125 55 37 33
1 ∗ sd 361 150 121 90 49 16 22 11 70 28 22 20
1.5 ∗ sd 217 84 79 54 12 3 5 4 59 25 19 15

Table D.15: Problematic Words per Formula and PoS class in Percent,
Depending on n ∗ sd

all words CC CD DT IN JJ 1 JJ 2 NN all nouns 1 all nouns 2 RB VB all verbs

% (no sd) 20.8 6.4 15.2 7.5 14.7 46.4 17.4 25.3 43.6 20.8 53.7 48.3 18.8
% (1 ∗ sd) 4.1 0.7 0.1 4.2 0.4 13.6 3.8 5.9 6.0 0.1 11.4 21.2 0.1
% (1.5 ∗ sd) 1.2 0 0 3.5 0 9.7 2.0 4.2 3.6 0.0 3.8 6.0 0.0
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Problem solving activities in
post-editing and translation from
scratch

Companies and organisations are increasingly using machine translation to improve ef-
ficiency and cost-effectiveness, and then edit the machine translated output to create
a fluent text that adheres to given text conventions. This procedure is known as post-
editing.

Translation and post-editing can often be categorised as problem-solving activities.
When the translation of a source text unit is not immediately obvious to the translator, or
in other words, if there is a hurdle between the source item and the target item, the trans-
lation process can be considered problematic. Conversely, if there is no hurdle between
the source and target texts, the translation process can be considered a task-solving ac-
tivity and not a problem-solving activity.

This study investigates whether machine translated output influences problem-
solving effort in internet research, syntax, and other problem indicators and whether the
effort can be linked to expertise. A total of 24 translators (twelve professionals and twelve
semi-professionals) produced translations from scratch from English into German, and
(monolingually) post-edited machine translation output for this study. The study is part
of the CRITT TPR-DB database. The translation and (monolingual) post-editing sessions
were recorded with an eye-tracker and a keylogging program. The participants were all
given the same six texts (two texts per task).

Different approaches were used to identify problematic translation units. First, inter-
net research behaviour was considered as research is a distinct indicator of problematic
translation units. Then, the focus was placed on syntactical structures in the MT output
that do not adhere to the rules of the target language, as I assumed that they would cause
problems in the (monolingual) post-editing tasks that would not occur in the translation
from scratch task. Finally, problem indicators were identified via different parameters
like Munit, which indicates how often the participants created and modified one transla-
tion unit, or the inefficiency (InEff) value of translation units, i.e. the number of produced
and deleted tokens divided by the final length of the translation. Finally, the study high-
lights how these parameters can be used to identify problems in the translation process
data using mere keylogging data.
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