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## 1. Introduction

In the theory of relational databases, the connection between functional and multivalued dependencies and a certain fragment of propositional logic has been investigated in several papers. In [11], a family of Boolean dependencies is introduced. In [3,4], a large subclass of positive Boolean dependencies, that is, Boolean combinations of attributes and the logical constant TRUE in which neither negation nor FALSE occur is studied. Boolean dependencies of a special form are investigated in [6,7]. In [5], a class of equational dependencies is introduced. This class includes the class of functional dependencies as well as Boolean dependencies, positive Boolean dependencies and classes of dependencies considered in [6,7,12].

The main result of these aspects is showing equivalence theorem of consequences in the world of all relations, the world of 2 -tuple relations and propositional logic. This makes available the familiar tools of truth tables, Karnaugh maps, and syntactic derivations for deciding if a given dependency is a consequence of some set of dependencies.

In the papers mentioned above, the connection between dependencies and fragment of propositional logic is built on the set of truth assignments $T_{R}$ of a given relation $R$ as follows. For each pair of distinct tuples of $R$, the set $T_{R}$ contains the truth assignment that maps an attribute $A$ to TRUE if the two tuples are equal on $A$, and to FALSE if the two tuples have different values for A.

In this paper we introduce a large class of mappings for constructing the truth assignments of relations. This class includes the equal mappings mentioned above. We call the dependencies constructing on these mappings generalized positive Boolean dependencies (GPBD).
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The paper is structured as follows. In Section 2 we give some basic definitions. The equivalence theorem for GPBDs is proved in Section 3. Section 4 discusses the membership problem for GPBDs. The update problem and Armstrong relations for GPBDs are studied in Section 5 and Section 6, respectively. Finally, in Section 7 we list some problems of our further research.

## 2. Basic Definitions

We assume that the reader is familiar with the relational model of database systems and with the basic concepts of relational database theory [9,13]. In this paper we use the following notation.

Let $U=\left\{A_{1}, \ldots, A_{n}\right\}$ be a set of attributcs. Corresponding to each attribute $A_{i}$ is a set $d_{i}$, $1 \leq i \leq n$, called the domain of $A_{i}$. We assume that every $d_{i}$ contains at least two elements. A relation $R$ over $\mathbb{U}$ is a subset of $d_{1} \times \cdots \times d_{n}$. Elements of $R$ are called luples and we usually denote by $u, v$ or $t$. The class of all relations over $\mathcal{U}$ is denoted by $\mathcal{R}$. For $k \geq 0, \mathcal{R}_{k}$ denotes those relations in $\mathcal{R}$ that have at most $k$ tuples. If $R \in \mathcal{R}, t \in R, A \in \mathcal{U}$ and $X \subseteq \mathcal{U}$, then we denote by $t[A]$ the value of $t$ for the attribute $A$, and by $t[\mathcal{X}]$ the set $\{t[A] \mid A \in X\}$.

By $\mathcal{F}$ we denote the set of all formulas that can be constructed from $\mathcal{U}$ using the logical connectives $\wedge, \vee, \rightarrow, \neg$, and logical constants 1 (TRIE) and 0 (FALSE).

For $X=\left\{A_{i_{1}}, \ldots, A_{i_{k}}\right\} \subseteq \mathcal{U}, \wedge X$ denotes the formula $A_{i_{1}} \wedge \cdots \wedge A_{i_{k}}$, and $\vee X$ denotes the formula $A_{i_{1}} \vee \cdots \vee A_{i_{k}}$

Let $\mathcal{B}=\{0,1\}$. A valuation is any function $x: \mathbb{l}-\mathcal{B}$. The notation $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathcal{B}^{n}$ means that $x\left(A_{i}\right)=x_{i}, A_{i} \in \mathcal{H}, 1 \leq i \leq n$.

If $f \in \mathcal{F}$ and $x \in \mathcal{B}^{n}$, then $f(x)$ denotes the truth value of $f$ on the valuation $x$. For a finite subset $\Sigma$ of $\mathcal{F}$ and for a valuation $x$ in $\mathcal{B}^{n}$, we denote $\Sigma(x)=\wedge\{f(x) \mid f \in \Sigma\}$.

Let $f$ be a formula in $\mathcal{F}$. We denote $T_{f}=\left\{x \in \mathcal{B}^{n} \mid f(x)=1\right\}$. For a subset $\Sigma$ of $\mathcal{F}$, we denote $T_{\Sigma}=\cap\left\{T_{f} \mid f \in \Sigma\right\}$. Then $x \in T_{\Sigma}$ if and only if $(\forall f \in \Sigma)(f(x)=1)$.

Dcfinition 2.1. Let $f$ and $g$ be two formulas. $f$ implies $g$, written $f \vdash g$, if $T_{f} \subseteq T_{g}$. $f$ and $g$ are equivalent. $f \equiv g$, if $T_{j}=T_{g}$. $\Gamma$ or $\Sigma, \Gamma \subseteq \mathcal{F}, \Sigma \vdash \Gamma$ if $T_{\Sigma} \subseteq T_{\Gamma}$, and $\Sigma \equiv \Gamma$ if $T_{\Sigma}=T_{\Gamma}$.

Let $e=(1, \ldots, 1)$ be the valuation that consists of all 1 . A formula $\int$ in $\mathcal{F}$ is positive if $f(e)=1$. Let $\mathcal{F}_{P}$ denote all positive formulas on $\mathcal{U}$. We know that $\mathcal{F}_{p}$ is equivalent to the sct of all formulas that can be built using the comnectives $\Lambda, \vee, \rightarrow$ and constant 1 [10].

For each domain $d_{i}, \quad 1 \leq i \leq n$, we consider a mapping $\alpha_{i}: d_{i}{ }^{2} \rightarrow \mathcal{B}$. We assume that the mappings $\alpha_{i}$ satisfy the following properties.
(i) $\left(\forall a \in d_{i}\right)\left(\alpha_{i}(a ; a)=1\right)$,
(ii) $\left(\forall a, b \in d_{i}\right)\left(\alpha_{i}(a, b)=a_{i}(b, a)\right)$, and
(iii) $\left(\exists a, b \in d_{i}\right)\left(a_{i}(a, b)=0\right)$.

Example 2.1. It is easy to see that the equal mappings on $d_{i}$,

$$
\alpha_{i}(a, b)= \begin{cases}1 & \text { if } a=b \\ 0 & \text { otherwise }\end{cases}
$$

$$
a, b \in d_{i}, 1 \leq i \leq n
$$

satisfy the properties (i) - (iii).
Example 2.2. Let $\mathcal{U}=\{A, B, C\}$, where $d_{A}$ is the set of positive whole numbers, $d_{B}$ is the set of real numbers and a null-value $\perp$, and $d_{C}$ is the set of words $w$ on a nonempty alphabet. $P$, where the length of $w$ is not greater than $k, k \geq 1$. We define the mappings $\alpha_{A}, \alpha_{B}$, and $\alpha_{C}$ as follows.

$$
\begin{gathered}
\alpha_{A}(a, b)= \begin{cases}1 & \text { if both } a \text { and } b \text { are simultaneously odd or even numbers } \\
0 & \text { otherwise. }\end{cases} \\
\alpha_{B}(a, b)= \begin{cases}1 & \text { if both } a \text { and } b \text { are simultaneously real or } \perp \\
0 & \text { otherwise. }\end{cases} \\
\alpha_{C}(a, b)= \begin{cases}1 & \text { if } a \text { and } b \text { have the same length } \\
0 & \text { otherwise } .\end{cases}
\end{gathered}
$$

It is not hard to verify that the mappings $\alpha_{A}, \alpha_{B}$, and $\alpha_{C}$ satisfy the properties (i) - (iii).
Let $R \in \mathcal{R}$. For $u, v \in R$ we denote by $\alpha(u, v)$ the valuation

$$
\left(\alpha_{1}\left(u\left[A_{1}\right], v\left[A_{1}\right]\right), \ldots, \alpha_{n}\left(u\left[A_{n}\right], v\left[A_{n}\right]\right)\right)
$$

Now for $R \in \mathcal{R}$ we denote $T_{R}=\{\alpha(u, v) \mid u, v \in R\}$. Note that for every $u$ in $R, \alpha(u, u)=e$, so $e$ is in $T_{R}$.

Definition 2.2. Elements of $\mathcal{F}_{p}$ are called generalized positive Boolean dependencies (GPBD).
Definition 2.3. For $R \in \mathcal{R}$ and $f \in \mathcal{F}_{p}$, we say that $R$ satisfies the GPBD $f$, written $R(f)$, if $T_{R} \subseteq T_{f}$.

Definition 2.4. Let $R \in \mathcal{R}$ and $\Sigma \subseteq \mathcal{F}_{p}$, we say that $R$ satisfies the set of GPBDs $\Sigma$, written $R(\Sigma)$, if $R(f)$ for all $f \in \Sigma$. This is equivalent to $T_{R} \subseteq T_{\Sigma}$.

For $\Sigma \subseteq \mathcal{F}_{p}$ and $f \in \mathcal{F}_{p}, \Sigma \vDash f$ means that, for all $R \in \mathcal{R}$, if $R(\Sigma)$ then $R(f) . \Sigma \vDash_{2} f$ means that, for all $R \in \mathcal{R}_{2}$, if $R(\Sigma)$ then $R(f)$. In other words, $\Sigma \vDash f$ if and only if for all $R \in \mathcal{R}, T_{R} \subseteq T_{\Sigma}$ implies $T_{R} \subseteq T_{f}$.

For the equal mappings mentioned in Example 2.1 several classes of Boolean dependencies were investigated. Boolean dependencies were introduced in [11]. Positive Boolean dependencies are studied in $[3,4]$. Equational dependencies were introduced in [5]. Boolean dependencies of a special form are studied in [6,7]. These papers consider dependencies equivalent to the Boolean dependencies $\wedge X \rightarrow \wedge Y$ (functional dependency), $\wedge X \rightarrow \vee Y$ (weak dependency), $\vee X \rightarrow \wedge Y$ (strong dependency), and $V X \rightarrow V Y$ (dual dependency). In [4], the authors shown that the consequence relation for positive Boolean dependencies is the same as the consequence relation for própositional logic.

## 3.Equivalence Theorem

In $[4,11]$ equivalence theorem was proved for the class of positive Boolean dependencies defined on the equal mappings. In this section we give a generalized form of this theorem for the mappings satisfied the properties (i) - (iii).

Theorem 3.1. (Equivalence theorem) Let $\Sigma \subseteq \mathcal{F}_{p}$ and $f \in \mathcal{F}_{p}$. The following are equival nt:
(1) $\Sigma \vdash f$.
(2) $\Sigma \vDash f$.
(3) $\Sigma \models_{2} \int$.

Proof. (1) $\Rightarrow$ (2). If $\Sigma \vdash f$ then $T_{\Sigma} \subseteq T_{f}$. Suppose $R \in \mathcal{R}$ and $R(\Sigma)$. Then $T_{R} \subseteq T_{\Sigma}$, so by the transitivity, $T_{R} \subseteq T_{f}$. It follows that $R(f)$, and hence $\Sigma \vDash f$.
$(2) \Rightarrow(3)$ is obvious.
(3) $\Rightarrow$ (1). Assume (3) and suppose $x=\left(x_{1}, \ldots, x_{n}\right) \in T_{\Sigma}$. We have to show $x \in T_{f}$. For this, let us construct a relation $R$ with two tuples $u=\left(a_{1}, \ldots, a_{n}\right)$ and $v=\left(b_{1}, \ldots, b_{n}\right)$ such that $\alpha_{i}\left(a_{i}, b_{i}\right)=x_{i}, 1 \leq i \leq n$. The existence of $a_{i}$ and $b_{i}$ is gnaranted by properties (i) and (iii). Thus we have $R \in \mathcal{R}_{2}$ and $T_{R}=\{\rho, r\}$. Since $\Sigma \subseteq \mathcal{F}_{p}$ and $x \in T_{\Sigma}$, it follows that $T_{R} \subseteq T_{\Sigma}$. Hence $R(\Sigma)$. By (3), $R(f)$. Therefore $T_{R} \subseteq T_{f}$, so $x \in T_{f}$ as desired. $\square$

## 4. Membership problem for GPBDs

In general, the membership problem can be expressed as follows. Given a set of GPBDs $\Sigma$ and a GIPBD $f$, decide whether $\Sigma \vDash f$. In this section we give some necessary and sufficient conditions for the dependencies $\wedge X \rightarrow \wedge Y, \quad \wedge X \rightarrow \vee Y, \quad \vee X \rightarrow \wedge Y, \quad \vee X \rightarrow \vee Y$, and $\wedge X \rightarrow(\wedge Y \vee \wedge Z)$ to be implied from a set of GPBDs $\Sigma$. Note that the similar results for equal mappings were presented in $[1,2,6,7,8]$.

From propositional logic we know that $\Sigma \vdash g \rightarrow h$ if and only if for all $x$ in $T_{\Sigma}$, either $g(x)=0$ or $h(x)=1$. By an application of this clain we get the following result.

Theorem 4.1. Let $\triangle$ be a set of GPBDs on $\mathcal{U}$, and $X, Y, Z \subseteq \mathcal{U}$. Then

$$
\begin{aligned}
& \text { 1. } \quad \Sigma \vDash \wedge X \rightarrow \wedge Y^{\prime} \Leftrightarrow\left(\forall x \in T_{\Sigma}\right)(((\exists A \in X)(x(A)=0)) \vee((\forall B \in Y)(x(B)=1))) \text {. } \\
& \text { 2. } \quad \Sigma \vDash \wedge X \rightarrow \vee Y \Leftrightarrow\left(\forall x \in T_{\Sigma}\right)(((\exists \mathcal{X} \in X)(x(A)=0)) \vee((\exists B \in Y)(x(B)=1))) \text {. } \\
& \text { 3. } \quad \Sigma \vDash \vee X \rightarrow \wedge)^{\circ} \Leftrightarrow\left(\forall x \in T_{\mathrm{\Sigma}}\right)(((\forall A \in X)(x(A)=0)) \vee((\forall B \in Y)(x(B)=1))) \text {. } \\
& \text { 4. } \quad \Sigma \vDash V X \rightarrow \vee Y \Leftrightarrow\left(\forall x \in T_{\Sigma}\right)(((\forall A \in X)(x(A)=0)) \vee((\exists B \in Y)(x(B)=1))) \text {. } \\
& \overline{5} . \\
& \Sigma \vDash \wedge . X \rightarrow(\wedge Y \vee \wedge Z) \Leftrightarrow\left(\forall x \in T_{\Sigma}\right)(((\exists .1 \in X)(x(f)=0)) \vee \\
& (((\forall B \in Y)(x(B)=1)) \vee((\forall C \in Z)(x(C)=1)))) .
\end{aligned}
$$

For $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathcal{B}^{n}$ we dcfine $x^{\prime}=\left\{A_{i} \in \backslash| | x_{i}=1\right\}$, and for $T \subseteq \mathcal{B}^{n}$ we define $T^{\prime}=\left\{x^{\prime} \mid x \in T\right\}$.

Let $X \subseteq \mathcal{U}$ and $y \in k^{n}$. From propositional logic we know that $\wedge X(y)=1$ if and only if $X \subseteq y^{\prime}$, and $\vee X(y)=1$ if and only if $X \cap y^{\prime} \neq \emptyset$. Therefore we get the following result.

Theorem 4.2. Let $\Sigma$ be a set of GPBDs. Then

1. $\Sigma \models \wedge X \rightarrow \wedge \dot{Y} \Leftrightarrow\left(\forall E \in T_{\Sigma}^{\prime}\right)(X \subseteq E \Rightarrow Y \subseteq E)$.
2. $\Sigma \vDash \wedge X \rightarrow V Y \Leftrightarrow\left(\forall E \in T_{\Sigma}^{\prime}\right)(X \subseteq E \Rightarrow Y \cap E \neq \emptyset)$.
3. $\Sigma \models \vee X \rightarrow \wedge Y \Leftrightarrow\left(\forall E \in T_{\Sigma}^{\prime}\right)(X \cap E \neq \emptyset \Rightarrow Y \subseteq \Sigma)$.
4. $\Sigma \vDash V X \rightarrow V Y \Leftrightarrow\left(\forall E \in T_{\Sigma}^{\prime}\right)(X \cap E \neq \emptyset \Rightarrow Y \cap E \neq \emptyset)$.
5. $\Sigma \vDash \wedge X \rightarrow(\wedge Y \vee \wedge Z) \Leftrightarrow\left(\forall E \in T_{\Sigma}^{\prime}\right)(X \subseteq E \Rightarrow((Y \subseteq E) \vee(Z \subseteq E)))$.

Let $f$ be a GPBD and $\Sigma$ be a set of GPBDs on $\mathcal{U}$. Following a result of [10] we can assume that $f$ and $\Sigma$ do not contain the connective $\neg$. For $X \subseteq \mathcal{U}$, denote by $f \backslash X$ the formula constructed from $f$ by replacing all the occurrences of symbols in $X$ by 1 . For $\Sigma$ we denote $\Sigma \backslash X=\{f \backslash X \mid f \in \Sigma\}$. Note that $\Sigma \vDash \wedge X \rightarrow \wedge Y$ if and only if $\Sigma \vDash \wedge X \rightarrow A$ for every $A \in Y-X$. Thus $f \backslash X$ and $\Sigma \backslash X$ can be considered as formulas on $\mathcal{U}-X$.

Theorem 4.3. Let $F$ be a $G P B D$ set of the form $\wedge Y \rightarrow \wedge Z, Y, Z \subseteq \mathcal{U}$, and let $X \subseteq \mathcal{U}$, $A \in \mathcal{U}-X$. Then $F \vDash \wedge X \rightarrow A$ on $\mathcal{U}$ if and only if $F \backslash X \vDash 1 \rightarrow A$ on $\mathcal{U}-X$.

Proof. Let $\mathcal{V}=\mathbb{U}-X$ and $G=F \backslash X$.
If: Assume $G \vDash 1 \rightarrow A$ on $\mathcal{V}$ and suppose that $x$ is a truth assignment for $F$ on $\mathcal{U}$ such that $F(x)=1$ and $\wedge \lambda(x)=1$. Form $y$ from $x$ by removing the values $x(B)$ for all $B \in X$. Clearly, $y$ is an assigmment on $\mathcal{V}$ and $G(y)=1$. Therefore $y(A)=x(A)=1$, since $G \vDash 1 \rightarrow A$. It follows that $F \vDash \wedge X \rightarrow A$.

Only if: Assume $F \vDash \wedge X \rightarrow A$ and suppose that $y$ is a truth assignment for $G$ on $\mathcal{V}$ such that $G(y)=1$. Form $x$ from $y$ by adding the values $x(B)=1$ for all $B \in X$. Clearly, $x$ is the assignment on $U$. Moreover, $F(x)=1$ and $\wedge X(x)=1$. Since $F \vDash \wedge X \rightarrow A$, it follows that $y(A)=x(A)=1$. Therefore $G \vDash 1 \rightarrow A$. व

Theorem 4.3 gives a basis for the concept of translations of relation schemes [8]. The main purpose of this concept is to transform a given set of functional dependencies by removing some attributes that seem to be unimportant for computing several objects in the relational model of databases. Note that Theorem 4.3 was proved for a more general case, where $F$ may contain multivalued and join dependencies besides functional dependencies (for the definitions of multivalued and join dependencies see $[9,13]$.)

## 5. Update Problem

In general, the update problem can be expressed as follows. Given a relation $R$ that satisfies a set of GPBDs $\Sigma$. After performing one of the following update operations on $R$ : add a tuple to $R$, delete a tuple from $R$, and change the contents of a tuple in $R$ we get a new relation, say $R^{\prime}$. Does $R^{\prime}$ satisfy $\Sigma$ ?

If $R$ satisfies $\Sigma$, then $T_{R} \subseteq T_{\Sigma}$. Since the delete operation reduces the number of tuples in $R$, we have $T_{R^{\prime}} \subseteq T_{R}$, so $T_{R^{\prime}} \subseteq T_{\Sigma}$, by transitivity. Hence $R^{\prime}$ satisfies $\Sigma$. Thus the delete operation does
not change the semantics of $R$. The result of the change operation can be obtained with a delete followed by an add. Therefore, our aim will be focussed on the add operation. Let $R$ be a relation that satisfies a set of GPBDs $\Sigma$ and $t$ be a tuple in $d_{1} \times \cdots \times d_{n}$. We say that $t$ can be added to $R$ if $R \cup\{t\}$ satisfies $\Sigma$. We know that $R$ satisfics $\Sigma$ if and only if $T_{R} \subseteq T_{\Sigma}$. Therefore we get the following result.

Theorem 5.1 Let $R$ be a relation satisfying a set of GPBDs $\Sigma$, and let $t$ be a tuple in $d_{1} \times \cdots \times d_{n}$. Then $t$ can be added to $R$ if and only if $(\forall u \in R)\left(a(t, u) \in T_{\Sigma}\right)$.

## 6. Armstrong relations

Let $\Sigma$ and $\Gamma$ be the sets of GPBDs. Denote by $\Sigma^{+}$the set $\{f \mid \Sigma \vDash f\}$. Clearly $\Sigma^{+} \supseteq \Sigma$, and $\Sigma \equiv \Gamma$ if and only if $\Sigma^{+}=\Gamma^{+}$. Let $R$ be a relation on $\mathcal{U}$, denote by $L D(R)$ the set of all GPBDs on 4 that hold in $R$. Clearly $(L D(R))^{+}=L D(R)$.

Definition 6.1. Let $\Sigma$ be a set of GPBDs on $\mathcal{U}$ and let $R$ be a relation on $\mathcal{U}$. $R$ represents $\Sigma$ if $L D(R) \supseteq \Sigma^{+}$. R exactly represents $\Sigma$ if $L D(R)=\Sigma^{+}$. If $R$ exactly represents $\Sigma$ then we also say that $R$ is an Armstrong relation for $\Sigma$.

In $[1,2,8]$ the structure and size of Armstrong relations are investigated for functional dependencies. The next theorem gives a characterization of Armstrong relations for generalized positive Boolean dependencies.

Theorem 6.1 Let $\Sigma$ be a set of GPBDs on $\mathcal{U}$, and let $R$ be a nonempty relation on $\mathcal{U}$. Then $R$ is an Armstrong relation for $\Sigma$ if and only if $T_{R}=T_{\Sigma}$.

Proof. Only if: If $R$ is an Armstrong relation for $\Sigma$, then by definition 6.1 $L D(R)=\Sigma^{+}$. It follows that $L D(R)$ and $\Sigma$ are equivalent. Hence $T_{L D(R)}=T_{\Sigma}$. But $R$ satisfies $L D(R)$, then $T_{R} \subseteq T_{L D(R)}$. Therefore, by the transitivity, $T_{R} \subseteq T_{\Sigma}$.

Suppose that $x \in T_{\Sigma}$ but $x \notin T_{R}$. From the theory of Boolean functions we know that there is a formula $f$ on $\mathcal{U}$ with $T_{f}=T_{R}$. Note that $e \in T_{R}$, since $R \neq \emptyset$. It follows that $f$ is a positive Boolean formula. Since $T_{R}=T_{f}, R$ satisfies $f$, so $f \in L D(R)$. Therefore $f \in \Sigma^{+}$, since $L D(R)=\Sigma^{+}$. Since $x \in T_{\Sigma}$ and $\Sigma \vdash f$, it follows that $f(x)=1$. Hence $x \in T_{f}$, and so $x \in T_{R}$; a contradiction.

If: Assume $T_{R}=T_{\Sigma}$. Then $R$ satisfies $\Sigma$. Since $\Sigma \vdash \Sigma^{+}, R$ satisfies $\Sigma^{+}$, so $L D(R) \supseteq \Sigma^{+}$. If $f \in L D(R)$, then $R$ satisfies $f$. It follows that $T_{R} \subseteq T_{f}$. Since $T_{R}=T_{\Sigma}, T_{\Sigma} \subseteq T_{f}$. Hence $\Sigma \vdash f$, and so $f \in \Sigma^{+}$. $\quad$ a

## 7. Conclusion

Our further research will be dedicated to the following problems.
Let $\Sigma$ be a set of GPBDs on a set of attributes $\mathcal{U}$.

1. Construct an Armstrong relation for $\Sigma$.
2. What is about the size (number of tuples) of minimal Armstrong relations for $\Sigma$.
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## Abstract

A class of generalized positive Boolean dependences (GPBD) is introduced. The membership problem, update problem and Armstrong relations for a given set of GPBDs are investigated.

