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1. Introduction

In the theory of relational databases, the connection between functional and multivalued depen-
dencies and a certain fragment of propositional logic has been investigated in several papers. In
[11], a family of Boolean dependencies is introduced. In [3,4], a large subclass of positive Boolean
dependencies, that is, Boolean combinations of attributes and the logical constant TRUE in which
neither negation nor FALSE occur is studied. Boolean dependencies of a special form are inves-
tigated in [6,7].7 In [5], a class of equational dependencies is introduced. This class includes the
class of functional dependencies as well as Boolean dependencies, positive Boolean dependencies

and classes of dependencies considered in [6,7,12].

The main result of these aspects is showing equivalence theorem of consequences in the world
of all relations, the world of 2-tuple relations and propositional logic. This makes available the
familiar tools of truth tables, Karnaugh maps, and syntactic derivations for deciding if a given

dependency is a consequence of some set of dependencies.

. In the pépers mentioned above, the connection between dependencies and fragment of proposi-
tional logic is built on the set of truth assignments Tg of a given relation R as follows. For each
pair of distinct tuples of R, the set Tr contains the truth assignment that maps an a.ttribu'te Ato
TRUE if the two tuples are equal on A, and to FALSE if the two tuples have different values for
A.

“In this paper .we introduce a large class of mappings for constructing the truth assignments of
relations. This class includes the equal mappings mentioned above. We call the dependencies
constructing on these mappings generalized positive Boolean dependencies (GPBD).
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The paper is structured as follows. In Section 2 we give some basic definitions. The equivalence
theorem for GPBDs is proved in Section 3. Section 4 discusses the membership problem for GPBDs.
The update problem and Armstrong relations for GPBDs arc studied in Section 5 and Section 6,

respectively. Finally, in Section 7 we list some problems of our further research.

2. Basic Definitions

We assume that the reader is familiar with the relational model ofjdatabase systems and with
the basic concepts of relational database theory [9,13]. In this paper we use the following notation.

Let 4 = {A;1,...,4,} be a set of afiribuies. Corresponding to each attribute A; is a set d;,
1 <1 < n, called the domain of A;. We assume that ‘evcry d; contains at least two elements. A
relation R over U is a subsct of d; x -+ x dn. Elements of R are called luples and we usually
denote by u, v or 1. The class of all relations over ¥/ is denoted by R. For k > 0, R denotes those
relations in R that have at most k tuples. f RER. t € R, A €4 and X CU, then we denote by
t[A] the value of { for the attribute A, and by {[X] the set {t{[A] | 4 € X}.

By F we denote the set of all formulas that can be constructed from I{ using the logical
connectives A, V, —, -, and logical constants I (TRUE) and 0 (FALSE).

For X' = {4;,,...,4;,} C U, AX denotes the formula A;; A--- A A;,, and VX denotes the
formula A; V---V A;, .

Let B = {0,1}. A valuation is any function z : /{ — B. The notation z = (r1,...,z,) € B”
means that z(A;) =z, A; €U, 1 <i<n.

If f € F and r € B", then f(2) denotes the truth value of f on the valuation z. For a finite

subset ¥ of F and for a valuation z in B”, we denote X(z) = A{f(z) | f € £}.

Let f be a formula in F. We denote Ty = {z € B" | f(z) = 1}. For a subset X of F, we denote
- Te=n{T; | f € Z}. Then £ € T if and only if (Vf € £)(f(z) = 1).

Definition 2.1. Let f and g be two formulas. f implies g, written fF g, if Ty CT,. f and g are
cquivalent. f=g fT; =T, Tor ETCF E+T i Ix CTr,and S =T if Tx = Tr.

Let e = (1,...,1) be the valuation that consists of all 1. A formula [ in F is positive if f(e) = 1. -
Let F, denote all positive formulas on 7/. We know that F, is equivalent to the sct of all formulas

that can be built using the connectives A,V, — and constant 1 [10].

For each domain d;, 1 < i < n, we consider a mapping «; : d;? — B. We assume that the
mappings a; satisfly the following properties.
(i) (Va € d;)(ai(a,a) = 1),
(i) (Va.b € d;) (a;(a,b) = ay(b,a)), and
(ii)) (3a,b € di) (ai(a,b) = 0).

Example 2.1. 1t is easy ta see that the equal mappings on d;,

ifa=25
a.-(q,b):{l ifa

0 otherwise.
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a,bed;, 1<i<n
satisfy the properties (i) — (iii).

Example 2.2. Let U = {A, B,C}, where d 4 is the set of positive whole numbers, dg is the set of
real numbers and a null-value 1, and d¢ is the set of words w on a nonempty alphabet P, where
the length of w is not greater than k, k > 1. We define the mappings a,ap, and ac as follows.
1 ifboth a and b are simultaneously odd or even numbers
aA(a) b) = .
0 otherwise.
1 if both a and b are simultaneously real or L
GB(a, b) = .
0 otherwise.
1 if a and b have the same length
ac(a,b) =
It is not hard to verify that the mappings a4,ap, and ac satisfy the propertles O - (m)
Let R € R. For u,v € R we denote by a(u,v) the valuation

(ea(u[As], v[A]), ..., an(uf{An], t[An})).
Now for R € R we denote Tg = {a(u,v) | u,v € R}. Note that for every u in R, a(u,u) =e€,soe

0 otherwise.

1s in Tg.
Definition 2.2. Elements of F, are called generalized positive Boolean dependencies (GPBD).

Definition 2.3. For R € R and f € F,, we say that R satisfies the GPBD f, written R(f), if
Tr CTy. :

Definition 2.4. Let R € R and © C F,,, we say that R satisfies the set of GPBDs L, written R(X),
if R(f) for all f € X. This is equivalent to Tg C Tx.

For £ C F, and f € Fp, £ | f means that, for all R € R, if R(Z) then R(f). £ 2 f means
that, for all R € R, if R(X) then R(f). In other words, ¥ | fifand onlyifforall R€ R, Tp C Tx
implies Tr C Ty.

For the equal mappings mentioned in Example 2.1 several classes of Boolean dependencies were
investigated. Boolean dependencies were introduced in [11]. Positive Boolean dependencies are
studied in [3,4]. Equational dependencies were introduced in [5]. Boolean dependencies of a
special form are studied in [6,7]. These papers consider dependencies equivalent to the Boolean
dependencies AX — AY (fﬁnctional dependency), AX — VY (weak dependency), VX — AY
(strong dependency), and VX — VY (dual depéndency). In [4], the authors shown that the
:cofueque_nce relat.ionmfoi‘. positive Boolean dependencies is the same as the consequence relation for
propositional logic.

3.Equivalence Theorem

In [4,11] equivalence theorem was proved for the class of positive Boolean dependencies defined
on the equal mappings. In this section we give a-generalized form of this theorem for the mappings

satisfied the properties (i) - (iii).
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Theorem 3.1. (Equivalence theorem) Let & C Fp and f € F,. The following are equivalnt:

(1) ©F f.

() L.

(3) Sk J.
Proof. (1) = (2). { £ F f then Ty C Ty. Suppose R € R and R(X). Then Tr C T, so by the
transitivity, Tg C T. It follows that R(f), and hence E |= f.

(2) = (3) is obvious.

(3) = (1). Assume (3) and suppose ¢ = (ry,...,2,) € Tx. We have to show ¢ € T}. For this,
let us construct a relation R with two tuples v = (a1,...,a,) and v = (b1,...,bn) such that
ai(a;, b)) = 24, 1 <4 < n. The existence of a; and ¥; is gnaranted by properties (7) and (#i7). Thus
we have R € Ry and T = {¢,2}. Since £ C F, and » € Ty, it follows that Tp C Tx. Hence R(E).
By (3), R(f). Therefore Tp C Ty, so x € T} as desired. ©

4. Membership problem for GPBDs

In general, the membership problem can be expressed as follows. Given a set of GPBDs ¥ and
a GPBD [, decide whether T = f. In this section we give some necessary and sufficient conditions
for the dependencies AX — AY, AX — VY, VX =AY, VX — VY and AX — (AY VAZ) to
be implied from a set of GPBDs £. Note that the similar results for equal mappings were presented
in [1.2,6,7,8].

From propositional logic we know that ¥+ g — i if and only if for all z in Ty, either g(z) = 0

or h(x) = 1. By an application of this claim we get the following result.

Theorem 4.1. Let © be a set of GPBDs on U, and X,Y,Z CU. Then

1. Y EAXN =AY & (Vo € Te)(((34 € X) (2(A) = 0)) V((VB € Y) (2(B) = 1))).
2. SEAY — VY & (Vo € Tx)(((3.1 € X) (2(4) = 0)) V(3B € Y) («(B) = 1))).
3. SE VN —AY & (V2 € To)((VA € X) (2(A) = 0)) V (VB € ) (¢(B) = 1))).
1. T EVN — VY < (Vo € Ts)(((VA € X) (2(A4) = 0)) V(3B € Y) ((B) = 1))).

AN — (AY VAZ) & (V2 € Te)(((3:1 € X) (2(4) = 0))V
(VB € Y) (x(B) = )V ((VC € Z)(x(C) = 1)))).

For & = (x1,...,2,) € B™ we define &' = {A; € U|z; = 1}, and for T C B" we define
T"={xeT}.

Let X CU and y € B"*. From propositional logic we know that AX(y) = 1 if and only if X' C ¢/,
and VX (y) = 1if and oniy if XNy # 0. Therefore we get the following result.
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Theorem 4.2. Let ¥ be a set of GPBDs. Then

SEAY S AY & (VEETL) (N CE=Y CFE).

TEAY VY S VEETL)(XCE=YNE#£0).

SEVY S AY & (VEETL)(XNE#£0=Y C L)

SEVY = VY o (VEETL)(XNE£0=YNE £ 0).

Tk AX — (AY VAZ) & (VE € TL) (N C E = (Y C E)V (Z C E))).

A I o

Let f be a GPBD and X be a set of GPBDs on i{. Following a result of [10] we can assume that f
and ¥ do not contain the connective —. For X C U, denote by f\ X the formula constructed from
J by replacing all the occurrences of symbols in X by 1. For £ we denote T\ X = {f\ X|f € Z}.
Note that ¥ |= AX — AY il and only f = AX — Aforevery A€ Y —X. Thus f\X and 2\ X

can be considered as formulas on if — X.

Theorem 4.3. Let F be a GPBD> set of the form AY — AZ, Y, Z C U, and let X C U,
A€U—-X.Then FEAX — Aonl ifandonly f F\XN|E1—Aonld —X.

Proof. Let V= -X and G = F\ X. .

If: Assume G =1 — A on V and suppose that » is a truth assignment for /' on U such that
F(z) =1 and AX(r) = 1. Form y from z by removing the values z(B) for all B € X. Clearly, y is
an assignment on V and G(y) = 1. Therefore y(A) = z(4) = 1, since G | 1 — A. Tt follows that
FEAY — A

Only if: Assume F = AX — A and suppose that y is a truth assignment for G on V such that
G(y) = 1. Form ¢ from y by adding the values #(B) = 1 for all B € .X. Clearly, z is the assignment
on Y. Morcover, F{(r) =1 and AX(x) = 1. Since F | AX — A, it {ollows that y(A) = z(A) = 1.
Therefore GE1— 4. o

Theorem 4.3 gives a basis for the concept of translations of relation schemes [8]. The main
purpose of this concept is to transform a given set of functional dependencies by removing some
attributes that seecm to be unimportant for computing several objecis in the relational model of
databases. Note that Theorem 4.3 was proved for a more gencral case, where F' may contain mul-
tivalued and join dependencies besides functional dependencies (for the definitions of multivalued

and join dcpendencies see [9,13].)

5. Update Problem

In general, the update problem can be expressed as follows. Given a relation R that satisfies a
set of GPBDs X. After performing one of the following update operations on R : add a tuple to
R, delete a tuple from R, and change the contents of a tuple in R we get a new relation, say R'.
Does R’ satisfy & 7

If R satisfies X, then Tp C Tx. Since the delete operation reduces the number of tuples in R, we
have Tp: C Tg, so Tr: C Tk, by transitivity. Hence R’ satisfies X. Thus the delete operation does
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not change the semantics of R. The result of the change operation can be obtained with a delete
followed by an add. Therefore, our aim will be focussed on the add operation. Let R be a relation
that satisfies a set of GPBDs T and ¢ be a tuple in dy x -+ x d,,. We say that ¢ can be added to
R if RU {t} satisfies ©. We know that R satisfies £ if and only if Tp C Tx. Therefore we get the

following result.

Theorem 5.1 Let R be a relation satisfying a set of GPBDs X, and let t be a tuple ind; x - - - x d,.
Then t can be added to R if and only if (Vu € R) (a(t,u) € Tx).

6. Armstrong relations

Let £ and T be the sets of GPBDs. Denote by X* the set {f|X [ f}. Clearly £t D I, and
Y =T if and only if E¥ = I'*. Let R be a relation on ¥, denote by LD(R) the sct of all GPBDs
on /{ that hold in R. Clearly (LD(R))* = LD(R).

Definition 6.1. Let ¥, be a set of GPBDs on &/ and let R be a relation on /. R represents ¥ if
LD(R) D %, R exactly represents ¥ if LD(R) = T+, If R exactly represents ¥ then we also say
that R 1s an Armstrong relation for L. '

In [1,2,8] the structure and size of Armstrong relations are investigated for functional depen-
dencies. The next theorem gives a characterization of Armstrong relations for generalized positive

Boolean dependencies.

Theorem 6.1 Let ¥ be a set of GPBDs on ld, and let R be a nonempty relation onl{. Then R is~

an Armstrong relation for ¥ if and only if Tg = Tx.

Proof.  Only if: If R is an Armstrong relation for ¥, then by definition 6.1 LD(R) = &+ It follows
that LD(R) and ¥ are equivalent. Hence Ty p(ry = Tx. But R satisfies LD(R) then Tr C TLD(R)
Therefore, by the transitivity, Tg C Tx.

Suppose that r € Ty, but # € Tg. From the theory of Boolean functions we know that there is a
formula f on i with Ty = Tg. Note that e € Tk, since R # 0. It follows that f is a positive Boolean
formula. Since Tp = Ty, R satisfies f, so f € LD(R). Therefore f € £, since LD(R) = £*. Since
z € Ty and £ F f, it follows that f(z) = 1. Hence z € T}, and so z € Tg; a contradiction.

If: Assume Ty = Tx. Then R satisfies . Since © + %, R satisfies £t, so LD(R) D T*. If

J € LD(R), then It satisfies f. It follows that Ts C Ty. Since T = Ty, T, € Ty. Hence T f,
andso feXLt. o

7. Conclusion
Our further research will be dedicated to the following problems.
Let ¥ be a set of GPBDs on a sct of attributes I{.

1. Construct an Armstrong relation for .

2. What is about the size (number of tuples) of minimal Armstrong relations for X.

e also say
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Abstract

A class of generalized positive Boolean dependences (GPBD) is introduced. The membership

problem, update problem and Armstrong relations for a given set of GPBDs are investigated.



