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ABSTRACT

This dissertation proposes three low-complexity iterative receiver algorithms for

multiple-input multiple-output (MIMO) underwater acoustic (UWA) communications.

First is a bidirectional soft-decision feedback Turbo equalizer (Bi-SDFE) which harvests

the time-reverse diversity in severe multipath MIMO channels. The Bi-SDFE outper-

forms the original soft-decision feedback Turbo equalizer (SDFE) while keeping its total

computational complexity similar to that of the SDFE. Second, this dissertation pro-

poses an efficient direct adaptation Turbo equalizer for MIMO UWA communications.

Benefiting from the usage of soft-decision reference symbols for parameter adaptation as

well as the iterative processing inside the adaptive equalizer, the proposed algorithm is

efficient in four aspects: robust performance in tough channels, high spectral efficiency

with short training overhead, time efficient with fast convergence and low complexity

in hardware implementation. Third, a frequency-domain soft-decision block iterative

equalizer combined with iterative channel estimation is proposed for the uncoded single

carrier MIMO systems with high data efficiency. All the three new algorithms are eval-

uated by data recorded in real world ocean experiment or pool experiment. Finally, this

dissertation also compares several Turbo equalizers in single-input single-output (SISO)

UWA channels. Experimental results show that the channel estimation based Turbo

equalizers are robust in SISO underwater transmission under harsh channel conditions.
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SECTION

1 INTRODUCTION

1.1 BACKGROUND

Underwater wireless communications have played an important role in the wide

range of oceanic engineering applications, such as environmental monitoring, offshore

exploration, and disaster prevention. Particularly, acoustic communications are con-

sidered as the most effective means for medium and long range underwater communi-

cations, although optical and magneto-inductive systems may also be suited for short

range underwater communications [1]. However, current underwater acoustic (UWA)

communication systems can only achieve very low data rates such as 1 kbps to 10 kbps

at medium range (1 km to 10 km) due to the limited channel bandwidth.

Recently, the multiple-input multiple-output (MIMO) technology has been con-

sidered in UWA communication systems to increase the data rate without additional

bandwidth or transmit power [2, 3]. The MIMO systems employ multiple elements at

both the transmitter and receiver sides. Theoretically, the MIMO channel capacity

grows linearly with the minimum number of transmit and receive antennas. However,

the practical application of MIMO technology to achieve reliable underwater high-data-

rate transmission still exhibits unique technical challenges. Typically, UWA MIMO

channels are severe triply-selective, which simultaneously experience frequency selec-

tivity, temporal selectivity, and spatial selectivity. The severe frequency selectivity is

caused by the extremely long multipath delay spread, which results in severe inter-

symbol interference (ISI). The time selectivity is due to the large doppler spread, which

causes high carrier frequency offest (CFO) and waveform compression or depression.

The spatial selectivity means the strong spatial correlation among multiple transmit
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and receive elements, and the resulting co-channel interference further challenges the

robust symbol detection.

Turbo equalization is a promising detection scheme to achieve near optimal per-

formance in MIMO UWA communications. Typical turbo equalizers consist of two

components: a soft-input soft-output (SISO) equalizer and a SISO decoder, which iter-

atively exchanges extrinsic information with each other. The optimal Turbo equalizer

was designed with a maximum a posteriori probability (MAP) equalizer and a MAP

decoder [4]. However, the complexity of the MAP based Turbo equalizer grows expo-

nentially with the product of the MIMO size and channel length, which is prohibitively

high in extremely long delayed UWA channels. To greatly lower the computational

complexity, the Minimum Mean Square Error (MMSE) based Turbo Equalizers have

been proposed [5,6,7]. Currently, two classes of MMSE turbo equalizers are commonly

used in UWA communications: channel estimation based MMSE turbo equalizer (CE

MMSE-TEQ) [3] and direct adaptation turbo equalizer (DA-TEQ) [12]. In CE MMSE-

TEQ, the UWA channel is explicitly estimated and incorporated into the calculation of

MMSE equalizer coefficients. Alternatively, the DA-TEQ uses adaptive algorithms to

directly equalize the received symbols without the knowledge of the UWA channel.

1.2 PROBLEM STATEMENT

The existing CE MMSE-TEQs can be roughly classified into two categories.

First, Turbo MMSE Linear Equalizers (LE) have been proposed in [5, 6, 7]. The exact

implementation of the Turbo MMSE LE is capable of approaching the performance

of MAP equalizer, but requires equalizer coefficients computation at each symbol, re-

sulting in a time-varying equalizer whose complexity is quadratic with the MIMO size

and the equalizer length, which is prohibitively high for UWA communications. The

approximate implementation of Turbo MMSE LE (approximate Turbo LE) with no a

priori information only updates the equalizer coefficients once at each block. Hence the

approximate Turbo LE achieves complexity that is a linear function of the product of
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the MIMO size and equalizer length. However, the approximate Turbo LE requires a

large number of iterations to converge in tough channels, which leads to long latency

and may be impractical in real-time applications.

Second, Turbo decision feedback equalizers (DFE) have been proposed for severe

ISI channels, which exhibit the advantages of low complexity and fast convergence

[8,11,9,10]. Especially, for harsh channels with deep spectral nulls, Turbo DFEs exhibit

less noise enhancement and better Bit-Error-Rate (BER) performance than Turbo LEs.

For example, the soft-decision feedback Turbo equalizer (SDFE) [9, 10] achieves good

performance in severe ISI channels while its complexity is a linear function of the

product of the MIMO size and channel length. In single-input single-output (SISO)

systems with multilevel modulations, the SDFE even achieves better performance with

lower complexity, lower Signal-to-Noise-Ratio (SNR) threshold and faster convergence

than the exact Turbo LE [9]. However, the SDFE suffers from a higher error floor than

the exact Turbo LE at high SNR region. Besides, the SDFE only considers the causal

feedback and ignores the residual anti-causal ISI, which limits its performance in severe

triply selective MIMO UWA channels [10].

In CE MMSE-TEQ, the UWA channel is explicitly estimated for the calculation

of MMSE equalizer coefficients. The performance of the CE MMSE-TEQs have been

verified by many oceans experiments [2, 3]. However, due to the typically long channel

impulse response, the large-dimension matrix inversion involved in the equalizer coeffi-

cients computation contributes greatly to the overall receiver complexity. Alternatively,

the DA-TEQ greatly lowers the complexity of the receiver by using the adaptive algo-

rithms to directly estimate the coefficients of the equalizer without matrix inversion op-

eration [12]. In most existing DA-TEQs, equalizer coefficient adaptation is performed

with the decision-directed (DD) method after the training phase. At the DD mode,

the current tentative hard decision at the output of the equalizer is used to drive the

adaptation of the equalizer coefficients. Such an empirical processing method is widely

used in existing UWA communication systems employing adaptive turbo equalizers.
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The main drawback of the hard decision directed adaptation is the error propagation,

which may results into a catastrophic failure of the convergence. Especially in fast

time varying MIMO UWA channels, due to the higher probability of incorrect symbol

decision and extremely long equalizer length, the error propagation effect is further

amplified.

Motivated by the respective advantages and limitations of the methods in the

literature, we proposed several low-complexity receiver algorithms to enable robust

MIMO UWA communications.

1.3 SUMMARY OF CONTRIBUTIONS

This dissertation consists of a couple of journal publications and conference

papers listed in the publication list. My contributions that are published or under

review are:

1. This dissertation proposes a bidirectional soft-decision feedback turbo equal-

ization (Bi-SDFE) for MIMO Systems. The proposed Bi-SDFE incorporates the bidi-

rectional structure with two parallel SDFEs: a time-reversed SDFE and a normal SDFE.

To harvest the time-reverse diversity in MIMO systems with multilevel modulations,

a simple and effective linear combining scheme is derived to combine the extrinsic

information at the outputs of the two SDFEs. Both BER simulation results and Ex-

trinsic Information Transfer (EXIT) chart analysis show that the Bi-SDFE achieves

significant performance improvement over the original SDFE without increasing com-

putation complexity. Moreover, the Bi-SDFE even outperforms the well-known exactly

implemented Turbo LE at medium-to-high SNR region. The obvious performance gain

of the proposed Bi-SDFE has been verified through a real world underwater acoustic

communication experiment with tough channel conditions.

2. A efficient DA-TEQ scheme is proposed for MIMO UWA communications.

Compared with existing DA-TEQs, the proposed DA-TEQ scheme is enhanced through

using the a posterior soft decisions as the reference symbols for filter adaptation as well
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as the iterative processing inside the adaptive equalizer itself. The proposed DA-TEQ

is efficient in four aspects: first, it achieves robust performance in tough MIMO UWA

channels with extremely long delay spread, fast time variation and strong spatial corre-

lation; second, it exhibits high spectral efficiency by requiring relatively short training

overhead; third, the proposed adaptive turbo receiver converges rapidly in the highly

dispersive MIMO UWA channels, thus is time efficient; fourth, it is computationally ef-

ficient by adopting the low complexity adaptive algorithm without matrix inversion op-

eration. The aforementioned efficiencies of the proposed DA-TEQ have been verified by

the experimental data collected in the 2008 Surface Processes and Acoustic Communica-

tions Experiment (SPACE08). Both the normalized least mean square (NLMS) and the

sparsity enhanced improved proportionate normalized least mean squares (IPNLMS)

algorithm are tested in the proposed turbo receiver. Moreover, the proposed scheme

achieves satisfactory performance even in MIMO transmission with multilevel modula-

tions and more than two concurrent data streams, which has not been reported for any

existing DA-TEQs.

3. A low complexity frequency domain iterative detection scheme is proposed for

the uncoded zero padding (ZP) single carrier (SC) transmission in MIMO UWA chan-

nels. A soft-decision block iterative frequency-domain equalization (BI-FDE) combined

with iterative channel estimation is designed to enhance the performance of the ZP SC

systems with high data efficiency. Benefiting from the iteratively increased quality of

symbol detection and channel estimation, the proposed BI-FDE achieves obvious perfor-

mance gain over the non-iterative FDE. The performance enhancement of the proposed

iterative receiver has been verified through a pool test. Moreover, since both the feed-

foward and feedback filters are designed in frequency domain without channel coding,

the proposed iterative receive scheme is promising for hardware implementation.

4. This dissertation also evaluates the CE MMSE-TEQs and the DA-TEQ in

single-input single-output (SISO) UWA channels. For CE MMSE-TEQ, the recently

proposed Bi-SDFE is compared with the SDFE and the approximate Turbo LE in terms
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of the BER performance. For DA-TEQ, the recently proposed soft-decision DA-TEQ

is evaluated with the same set of experimental data. The field trial data collected in

SPACE08 experiment are used in the performance evaluation. Experimental results

show that the CE-TEQs are robust in SISO underwater acoustic transmission under

tough channel conditions. With low pilot overheads, the recently proposed Bi-SDFE

achieved lowest BER performance in all cases with slightly higher computational com-

plexity. For QPSK modulation, all CE-TEQs and DA-TEQ are capable to achieve

extraordinary low BER performance for in all packets.
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PAPER

I. BIDIRECTIONAL SOFT-DECISION FEEDBACK TURBO

EQUALIZATION FOR MIMO SYSTEMS

Weimin Duan and Yahong Rosa Zheng, Fellow, IEEE

ABSTRACT—This paper proposes a bidirectional soft-decision feedback Turbo equal-

izer (Bi-SDFE) for severe triply-selective fading channels. The proposed Bi-SDFE uses

a time-reversed soft-decision feedback equalizer (SDFE) in conjunction with a normal

SDFE to harvest time-reverse diversity and mitigate error propagation. A simple and

effective linear combining scheme is derived for combining the extrinsic information of

the two SDFEs for multiple-input multiple-output (MIMO) systems with both Binary

Phase Shift Keying (BPSK) and multilevel modulation. The Bit-Error-Rate (BER)

simulation results show that the proposed Bi-SDFE exhibits a lower Signal-to-Noise-

Ratio (SNR) threshold than the original SDFE and outperforms the well-known Exact

Turbo Minimum Mean Square Error (MMSE) Linear Equalizers at medium-to-high

SNRs. Moreover, both Extrinsic Information Transfer (EXIT) chart analysis and BER

simulation results show that the Bi-SDFE achieves better performance than the orig-

inal SDFE while the Bi-SDFE uses only half the number of iterations of the SDFE.

Therefore, the total computational complexity of the Bi-SDFE is similar to that of

the original SDFE, which is a linear function of the channel length, MIMO size, and

modulation constellation size. The performance gain of the proposed Bi-SDFE is also

verified through an underwater acoustic communication experiment with tough channel

conditions.
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1 INTRODUCTION

Multiple-input-multiple-output (MIMO) communication technology has long been

recognized as an essential part of high performance wireless communication systems [1].

However, robust MIMO receiver design still exhibits unique technical challenges, espe-

cially in severe triply-selective MIMO channels [2]. By severe triply-selective channel, we

mean those MIMO channels that simultaneously experience frequency selectivity, tem-

poral selectivity, and spatial selectivity. Severe frequency selectivity means extremely

long delay spread. Temporal selectivity is caused by large Doppler spread and spa-

tial selectivity is due to angular spreads among multiple transmit elements or among

multiple receive elements. Examples of such channels include applications of mobile

television receivers [3], underwater acoustic (UWA) MIMO communications [4, 5], and

high data-rate communications involving multiple MIMO relays [6].

Turbo equalization is an effective means to achieve near optimal detection for

MIMO triply-selective channels with affordable computational complexity. The maxi-

mum a posteriori probability (MAP) equalizer and MAP decoder were adopted in the

initially proposed Turbo equalizer [7]. However, the complexity of the MAP equalizer

grows exponentially with the product of the MIMO size and channel length, which is

prohibitively high in severe triply-selective channels. To reduce the computational com-

plexity, Turbo Minimum Mean Square Error (MMSE) Linear Equalizers (LE) have been

designed [8, 9, 10]. Especially, the low-complexity Turbo LE can achieve a complexity

that is a linear function of the product of the MIMO size and channel length. However,

the low-complexity Turbo LE requires a large number of iterations to converge, which

leads to long processing time and may be impractical in real-time applications.

Recently, Turbo decision feedback equalizers (DFE) have been proposed for se-

vere ISI channels, which exhibit the advantages of low complexity and fast conver-

gence [11,12,13,14]. Especially, for harsh channels with deep spectral nulls, Turbo DFEs
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exhibit less noise enhancement and better Bit-Error-Rate (BER) performance than

Turbo LEs [1]. For example, the soft-decision feedback Turbo equalizer (SDFE) [13,14]

achieves good performance in severe ISI channels while maintaining linear computa-

tional complexity. In single-input single-output (SISO) systems with multilevel modu-

lations, the SDFE [13] achieves better performance with lower complexity, lower Signal-

to-Noise-Ratio (SNR) threshold and faster convergence than the exact Turbo LE [9].

However, the SDFE suffers from a higher error floor than the exact MMSE-LE at high

SNRs. In addition, the SDFE only includes causal feedback and ignores the residual

interference from anti-causal symbols, which limits its performance in MIMO channels

with severe ISI and co-channel interference [14].

Interestingly, a bidirectional structure has been developed for decision feedback

equalizer to improve its performance by utilizing a time-reversed DFE in combination

with a normal DFE [15, 16, 17, 18, 19, 20, 21, 22]. Bidirectional equalizers were first

introduced for hard-decision DFEs [15, 16, 17] to reduce error propagation inherent to

DFEs. It was shown [18] that the bidirectional structure can also harvest the diversity

provided by the two DFEs because the past symbols are known to the normal DFE

and the future symbols are known to the time-reversed DFE. The diversity not only

reduces error propagation, but also lowers noise enhancement because the noise of the

two DFEs have low correlation. This hard-decision bidirectional DFE is used in a

time reversal UWA communication system as a post processor [19] while the time-

reversal filters are used for pre-processing. The work in [23] introduces an arbitration

mechanism with filtering to exploit the error distributions at the outputs of the normal

and time-reversed DFEs. Later, the bidirectional structure is applied in trellis-based

delayed decision feedback soft-output turbo equalizers [20, 21] which combines the soft

symbols of the two DFEs in each iteration and feeds the combined symbols to the

decoder. More recently, a low-complexity soft-input soft-output bidirectional DFE (Bi-

DFE) [22] combines extrinsic information instead of soft symbols of the two DFEs.

The performance of the soft Bi-DFE [22] is said to approach that of MAP equalizers for
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Binary Phase Shift Keying (BPSK) after a large number of iterations. However, most of

the existing Bi-DFE schemes [15,16,17,18,19,20,21,22] are investigated for single-input

single-output systems and use hard-decision symbols as the input to the feedback filter.

In addition, the Bi-DFE in [22] is based on a modified hard-decision turbo DFE which

has to estimate the probability of error sequences, thus exhibiting high computational

load when the number of feedback filter taps or the size of the signal constellation is

large.

In this paper, we propose a bidirectional SDFE (Bi-SDFE) that incorporates

the bidirectional structure with the SDFE for MIMO systems. The proposed Bi-SDFE

scheme utilizes the soft symbols in both feed-forward and feedback filtering and ex-

tends the extrinsic information combining scheme to MIMO systems with multilevel

modulation. We derive a simple and effective linear combining scheme to explore the

time-reverse diversity in the two sets of SDFE outputs for severe triply-selective chan-

nels. The computational complexity of the Bi-SDFE is slightly higher than the original

SDFE because the Bi-SDFE uses only half the number of iterations required by the orig-

inal SDFE. The overall complexity of the proposed Bi-SDFE and the original SDFE

remains a linear function of the channel length, constellation size, and MIMO size. The

BER performance and convergence property of the proposed Bi-SDFE are demonstrated

by computer simulations and Extrinsic Information Transfer (EXIT) chart analysis. In

addition, we verify the performance of the Bi-SDFE using field test data collected in an

undersea acoustic communication experiment, where the MIMO channels exhibit not

only severe ISI and Doppler spread, but also impulsive interference. Results of the real-

world experiment show that the proposed Bi-SDFE achieves consistent improvement of

BER performance over the original MIMO SDFE [14].

Throughout this paper, we use the following notational conventions: superscripts

(·)T and (·)H represent matrix transpose and conjugate transpose, E {·} denotes statis-

tical expectation and diag(a1, · · · , ak) denotes a diagonal matrix with a1, · · · , ak being

the diagonal entries.
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2 SYSTEM DESCRIPTION

We consider an N × M MIMO communication system depicted in Fig. 2.1,

where N and M are the numbers of transmit and receive elements, respectively. At the

transmitter, the information bit sequence is converted intoN parallel streams {b(n)}Nn=1.

Each bit stream is then independently encoded, interleaved, and modulated. The output

of the nth interleaver is grouped as a length-Kc block c(n) =
[

c
(n)
1 c

(n)
2 · · · c(n)Kc

]

where

c
(n)
k represents the kth bit vector

[

c
(n)
k,1 c

(n)
k,2 · · · c

(n)
k,q

]

with the jth bit c
(n)
k,j ∈ {0, 1}. The

mapper then maps each bit vector c
(n)
k to a symbol x

(n)
k from the 2q−ary constellation

set S = {α1, α2, · · · , α2q}, where αi corresponds to the deterministic bit pattern si =

[si,1 si,2 · · · si,q] with si,j ∈ {0, 1}, which specifies the mapping between the interleaved

encoded bits and the elements of the constellation. After symbol mapping, the baseband

signal is partitioned into blocks and modulated with a single carrier, then transmitted

to the MIMO multipath channel.

On the receiver side, the received signals are demodulated and sampled to yield

symbol rate baseband signals. The baseband signal at the mth receive element at time

instant k can be written as

y
(m)
k =

N∑

n=1

L−1∑

l=0

h
(m,n)
l x

(n)
k−l + w

(m)
k (1)

where x
(n)
k−l is the symbol transmitted by the nth transmit element at time instant k− l

and h
(m,n)
l is the lth coefficient of the baseband equivalent channel between the nth

transmitter and themth receiver. In addition, L is the length of the baseband equivalent

channel, and w
(m)
k represents the noise sample at the mth receiver, which is assumed to

be zero mean additive white Gaussian noise (AWGN) with variance σ2
w. Stacking up
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Figure 2.1. Structure of a MIMO communication system with turbo equalizer.

the received symbols at all M receiver antennas as yk = [y
(1)
k , y

(2)
k , . . . , y

(M)
k ]T , we have

yk =

L−1∑

l=0

hlxk−l +wk (2)

where

xk = [x
(1)
k , x

(2)
k , . . . , x

(N)
k ]T (2a)

wk = [w
(1)
k , w

(2)
k , . . . , w

(M)
k ]T (2b)
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0 · · · hL−1 · · · h0









︸ ︷︷ ︸

H

×











xk−N2−L+1
...
xk

...
xk+N1











︸ ︷︷ ︸

Xk

+











wk−N2

...
wk

...
wk+N1











︸ ︷︷ ︸

Wk

(4)

and

hl =












h
(1,1)
l h

(1,2)
l · · · h

(1,N)
l

h
(2,1)
l h

(2,2)
l · · · h

(2,N)
l

...
...

. . .
...

h
(M,1)
l h

(M,2)
l · · · h

(M,N)
l












. (2c)

Therefore, the space-time representation of the MIMO system is given by

Yk = HXk +Wk (3)

where Yk, H, Xk and Wk are defined in (4). Note that Yk, Xk and Wk are the

concatenated column vectors with elements defined in (2), (3) and (4), respectively.

The observation window lengths N1 and N2 denote the causal and noncausal parts,

respectively, of the received symbols at time instant k which are determined by the

location of the strongest tap of the channel impulse response with respect to the other

taps.

The iterative equalization and decoding process is also depicted in Fig. 2.1,

where the MIMO Bi-SDFE estimates the symbols x̂
(n)
k block by block, and outputs

the corresponding extrinsic information of the transmitted bits Le

(

c
(n)
k,j

)

. The extrinsic
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information is then passed to the de-interleaver, and the de-interleaved extrinsic infor-

mation Le

(

c
(n)
k′,j′

)

is treated as the a priori information Ld
a

(

c
(n)

k
′
,j

′

)

for MAP decoding.

After decoding, the decoder outputs its extrinsic information Ld
e

(

c
(n)

k
′
,j

′

)

, which is further

fed back to the equalizer (after interleaving) as the a priori information La

(

c
(n)
k,j

)

of the

transmitted bit sequence. Based on the turbo principle, the extrinsic information and

the a priori information are exchanged between the equalizer and decoder iteratively

with the reliability of the soft information increasing with the number of iterations.

The final hard decision b̂
(n)
k is made after multiple iterations or after the decoder output

converges.
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3 PROPOSED BIDIRECTIONAL SDFE

In this section, a MIMO Bi-SDFE scheme with multilevel modulation is devel-

oped.

3.1 BIDIRECTIONAL SOFT-DECISION FEEDBACK EQUALIZER

STRUCTURE

The structure of the proposed Bi-SDFE is depicted in Fig. 3.1, where two

SDFEs run in parallel: one is a normal SDFE with details illustrated in the dashed

box, the other is a time-reversed SDFE whose internal structure is the same as the

normal SDFE. Note, time reverse here refers to the operation of blockwise sequence

flipping in time without filtering, which is slightly different from the concept of time

reversal in underwater acoustic communications [24]. The log likelihood ratio (LLR)

outputs of the two SDFEs, denoted as Le,f

(

c
(n)
k,j

)

and Le,b

(

c
(n)
k,j

)

for n = 1, · · · , N , are

combined via the weighting factors λ
(n)
j,f and λ

(n)
j,b , respectively.

At the front end of the time-reversed SDFE, the received sequence yk and the

D
E

M
U

X

Reverse

Time

SDFE

Time−Reversed Time

Reverse

Time

Reverse

D
E

M
U

X

M
U

X

Normal SDFE

LLR

LLR

LLR

LLRLa

(

c
(n)
k,j

)

L̃a

(

c
(n)
k,j

)

HE {xk}

F

B

Le,f

(

c
(1)
k,j

)

Le,f

(

c
(N)
k,j

)

Le,b

(

c
(N)
k,j

)

Le,b

(

c
(1)
k,j

)

Le

(

c
(N)
k,j

)

Le

(

c
(1)
k,j

)

λ
(1)
j,f

λ
(N)
j,f

λ
(N)
j,b

λ
(1)
j,b

Yk

Ỹk

La

(

c
(1)
k,j

)

La

(

c
(N)
k,j

)

L
(

c
(1)
k,j

)

L
(

c
(N)
k,j

)

x̂
(1)
k

x̂
(N)
k

x̂k

Xd
k

E
{

Xd
k

}

E {xk}

Figure 3.1. Block Diagram of the Proposed MIMO Bi-SDFE
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channel impulse response matrix h are both flipped, resulting in an equivalent time-

reversed baseband discrete model

ỹk =
L−1∑

l=0

h̃lx̃k−l + w̃k (5)

where

ỹk = [y
(M)
Kc−k+1, y

(M−1)
Kc−k+1, . . . , y

(1)
Kc−k+1]

T (5a)

x̃k = [x
(1)
Kc−k+1, x

(2)
Kc−k+1, . . . , x

(N)
Kc−k+1]

T (5b)

w̃k = [w
(M)
Kc−k+1, w

(M−1)
Kc−k+1, . . . , w

(1)
Kc−k+1]

T (5c)

and

h̃l =












h
(M,1)
L−l+1 h

(M,2)
L−l+1 · · · h

(M,N)
L−l+1

h
(M−1,1)
L−l+1 h

(M−1,2)
L−l+1 · · · h

(M−1,N)
L−l+1

...
...

. . .
...

h
(1,1)
L−l+1 h

(1,2)
L−l+1 · · · h

(1,N)
L−l+1












. (5d)

Rewriting the time-reversed system model (5) into matrix form, we have

Ỹk = H̃X̃k + W̃k (6)

where Ỹk, H̃ and X̃k are defined in a similar manner as in (4), but with the time-

reversed signals ỹk, x̃k, w̃k, and the time-reversed channel impulse response h̃l.

The equivalent channel impulse response in the time-reversed system model (5d)

is the time reverse of the original channel impulse response, which results in reversed

root locations, i.e., the minimum phase roots of the original channel response become

the maximal phase roots of the time-reversed channel and vice-versa. This property

partially explains the performance improvement of the Bi-SDFE over the original SDFE

in two aspects. First, if the channel is asymmetric, then the equivalent time-reversed

channel is different from the original channel, which results in different error patterns
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at the outputs of the normal SDFE and the time-reversed SDFE. The low correlation

of the error locations at the output of the two SDFEs provides diversity which can

be exploited to improve system performance. Second, without an anti-causal feedback

filter, the original SDFE is inefficient at removing the precursor ISI. However, with

the bidirectional structure, past symbols are detected by the normal SDFE, and future

symbols are available from the time-reversed SDFE, thus Bi-SDFE can effectively cancel

both precursor ISI and postcursor ISI.

3.2 SOFT-DECISION FEEDBACK EQUALIZERS FOR BI-SDFE

The SDFEs in the proposed Bi-SDFE are modified from the original SDFE [13],

[14]. The original SDFE is a mixed soft-decision DFE which adopts a linear equalizer

in the first iteration and utilizes soft DFE in the subsequent iterations. However, the

proposed Bi-SDFE uses soft DFE in all iterations because the bidirectional structure

can effectively reduce error propagation, resulting in better performance than a linear

equalizer, especially in severe ISI channels with deep spectrum nulls.

The SDFE consists of a feedforward filter Fk ∈ CN×M(N1+N2+1) and a feedback

filter Bk ∈ CN×(NN3), where N3 = N2 + L − 1. The feedback filter is designed to

cancel the residual causal ISI after feedforward filtering, and the time-varying offset dk

compensates for a possibly nonzero mean of the data symbols. Based on this SDFE

structure, the estimated symbol x̂k is expressed as

x̂k = FkYk +BkX
d
k + dk (7)

where Yk is defined in (4) and

Xd
k =

[
xd
k−N3

,xd
k−N3+1, · · · ,x

d
k−1

]T
(7a)

xd
k =

[

(x
(1)
k )d, (x

(2)
k )d, · · · , (x(N)

k )d
]T

. (7b)
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Here the superscript (·)d denotes the operation of soft decision based on the a

posteriori information L
(

c
(n)
k,j

)

. That is

(

x
(n)
k

)d

=
∑

αi∈S

αiP

((

x̃
(n)
k

)d

= αi

)

(8)

P

((

x̃
(n)
k

)d

= αi

)

=

q
∏

j=1

1

2



1+s̃i,j tanh




L
(

c
(n)
k,j

)

2







 (9)

where

s̃i,j =







+1, if si,j = 0

−1, if si,j = 1

and

L
(

c
(n)
k,j

)

= La

(

c
(n)
k,j

)

+ Le

(

c
(n)
k,j

)

. (10)

In this paper, we use the low-complexity SDFE for the Bi-SDFE, which is imple-

mented by forcing the related covariance matrices to be time invariant. The coefficients

of the feedforward and feedback filter in the low-complexity SDFE are only updated at

every iteration rather than for each time instance k. Therefore we drop the subscript

k and design the filters of the SDFE [14] as

FH =
[
σ2
wINo

+H
(
Cff−Cfb(Cbb)−1(Cfb)H

)
HH
]−1

s (11)

BH =−
(
Cbb
)−1 (

HCfb
)H

FH (12)

dk=E {xk} − FHE {Xk} −BE
{
Xd

k

}
(13)

where Cff , Cfb and Cbb are the covariance matrices defined as

Cff = E
{
XkX

H
k

}
−E {Xk}E

{
XH

k

}
(14a)

Cfb = E
{

XkX
d
k

H
}

− E {Xk}E
{

Xd
k

H
}

(14b)

Cbb = E
{

Xd
kX

d
k

H
}

− E
{
Xd

k

}
E
{

Xd
k

H
}

(14c)
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which are computed by the a priori information and the a posteriori information, as

detailed in [14], and s = H[0N×(N(N2+L−1)) IN 0N×(NN1)]
T is the selection vector. Note

that No = M(N1 +N2 + 1) is the overall length of the feedforward filter.

The design of the feedforward and feedback filters for the time-reversed SDFE

follows the same principle as the normal SDFE. The details are omitted here for brevity.

3.3 EXTRINSIC INFORMATION COMBINING FOR BI-SDFE

In this subsection, we derive the weighting factors for extrinsic information com-

bining of the MIMO Bi-SDFE with general modulation schemes. This is an extension

to the LLR combining scheme derived for single-input single-output BPSK modulation

in [22].

First, we form a vector of the two extrinsic LLRs from the normal SDFE and

the time-reversed SDFE with respect to the same bit position j as

L
(n)
k,j =

[

Le,f

(

c
(n)
k,j

)

Le,b

(

c
(n)
k,j

)]T

. (15)

We assume the random vector is jointly Gaussian and with a mean vector µ
(n)
k,j and a

covariance matrix Φj,n, such that the joint probability density function (PDF) of the

two LLRs given a coded bit is

P
(

Le,f

(

c
(n)
k,j

)

, Le,b

(

c
(n)
k,j

)

|c(n)k,j

)

=
1

2π
√

det(Φj,n)
×

exp

{

−
1

2
(L

(n)
k,j − µ

(n)
k,j )

TΦ−1
j,n(L

(n)
k,j − µ

(n)
k,j )

}

(16)

where the mean vector µ
(n)
k,j = c̃

(n)
k,j [γ

(n)
j,f γ

(n)
j,b ]

T with

c̃
(n)
k,j =







+1, if c
(n)
k,j = 0

−1, if c
(n)
k,j = 1
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and the covariance matrix is

Φj,n =






(σ
(n)
j,f )

2 ̺j,nσ
(n)
j,f σ

(n)
j,b

̺j,nσ
(n)
j,f σ

(n)
j,b (σ

(n)
j,b )

2






with ̺j,n being the correlation coefficients. Note that we use subscript n instead of

superscript (n) in Φj,n and ̺j,n for notation convenience. Here we assume that the

correlation coefficients remain the same for all k, because we use the low-complexity

SDFEs in the Bi-SDFE scheme, which only designs one set of coefficients for all time

instants k and the LLR outputs at all time instants approximately follow the same

second-order statistics. We also assume that γ
(n)
j,f (and γ

(n)
j,b ) and σ

(n)
j,f (and σ

(n)
j,b ) are

the same for all k. Note that γ
(n)
j,f and σ

(n)
j,f are the mean and variance of the extrinsic

information Le,f

(

c
(n)
k,j

)

given c
(n)
k,j = 0, which are defined as

γ
(n)
j,f =E

{

Le,f

(

c
(n)
k,j

)

| c(n)k,j = 0
}

(17)

σ
(n)
j,f =E

{(

Le,f

(

c
(n)
k,j

))2

| c(n)k,j = 0

}

−
(

γ
(n)
j,f

)2

. (18)

Similarly, γ
(n)
j,b and σ

(n)
j,b are the mean and variance of the extrinsic information Le,b

(

c
(n)
k,j

)

given c
(n)
k,j = 0. A semi-analytical method for estimating the mean and variance of the

extrinsic LLRs is given in [25].

The assumption of a joint Gaussian distribution for (16) is justified from the

effectiveness of a Gaussian approximation of the individual SDFE output. It is com-

monly assumed that the extrinsic LLR output of soft equalizers is Gaussian distributed

for linear and decision feedback equalizers [8, 26, 27, 25]. However, the LLR outputs of

the two SDFEs in the proposed Bi-SDFE scheme are correlated because both SDFEs

process the same received signal of the same channel, only with time reversed order.

Therefore, we treat the two extrinsic LLRs as correlated Gaussian. Our simulation re-

sults, which will be presented in Sec. 4, also verifies that the joint Gaussian assumption

is mostly accurate.
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Next, we derive the weighting factors for LLR combining. The likelihood func-

tion of the extrinsic information of the Bi-SDFE is defined as

Le

(

c
(n)
k,j

)

, log
P (Le,f

(

c
(n)
k,j

)

, Le,b

(

c
(n)
k,j

)

|c(n)k,j = 0)

P (Le,f

(

c
(n)
k,j

)

, Le,b

(

c
(n)
k,j

)

|c(n)k,j = 1)
. (19)

Note that the extrinsic LLRs are computed from the joint conditional probabilities of

the LLR outputs of the two SDFEs.

To compute the LLR in (19), we note that the PDF in (16) can be re-written

as [1]

P
(

Le,f

(

c
(n)
k,j

)

, Le,b

(

c
(n)
k,j

)

|c̃(n)k,j = ±1
)

= C exp

{

−
A2

f (±1)− 2̺j,nAf (±1)Ab(±1)+ A2
b(±1)

2(1− ̺2j,n)

}

(20)

where

Af (±1) =
(

Le,f

(

c
(n)
k,j

)

∓ γ
(n)
j,f

)

/σ
(n)
j,f

Ab(±1) =
(

Le,b

(

c
(n)
k,j

)

∓ γ
(n)
j,b

)

/σ
(n)
j,b

C =
1

2πσ
(n)
j,f σ

(n)
j,b

√

1−̺2j,n

.

Then, substituting (20) into (19), and noting that

A2
f (−1)− A2

f(+1) = 4Le,f

(

c
(n)
k,j

)

γ
(n)
j,f /(σ

(n)
j,f )

2

A2
b(−1)− A2

b(+1) = 4Le,b

(

c
(n)
k,j

)

γ
(n)
j,b /(σ

(n)
j,b )

2

Af (+1)Ab(+1)− Af(−1)Ab(−1)

= −2
[

Le,f

(

c
(n)
k,j

)

γ
(n)
j,b + Le,b

(

c
(n)
k,j

)

γ
(n)
j,f

]

/
(

σ
(n)
j,f σ

(n)
j,b

)
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we find

Le

(

c
(n)
k,j

)

= λ
(n)
j,fLe,f

(

c
(n)
k,j

)

+ λ
(n)
j,b Le,b

(

c
(n)
k,j

)

(21)

where

λ
(n)
j,f =

2/σ
(n)
j,f

1− ̺2j,n

(

γ
(n)
j,f

σ
(n)
j,f

−
̺j,nγ

(n)
j,b

σ
(n)
j,b

)

(20a)

λ
(n)
j,b =

2/σ
(n)
j,b

1− ̺2j,n

(

γ
(n)
j,b

σ
(n)
j,b

−
̺j,nγ

(n)
j,f

σ
(n)
j,f

)

(20b)

which is a linear combining of the extrinsic information from the normal and time-

reversed SDFEs.

Since the same parameters for the feedforward and feedback filters are used in

both the normal and the time-reversed SDFEs, it is reasonable to assume that γ
(n)
j,f ≈

γ
(n)
j,b and σ

(n)
j,f ≈ σ

(n)
j,b , which simplifies the combining weights into

λ
(n)
j,f = λ

(n)
j,b =

2γ
(n)
j,f

(1 + ̺j,n)(σ
(n)
j,f )

2
. (21)

Moreover, for both BPSK and multilevel modulation, it was observed from simulations

that σ
(n)
j,f

∼=
√

2γ
(n)
j,f , which was also found in [25]. This may be justified using the

consistency condition [28] for the LLR-value distribution. The combining weights are

further simplified to

λ
(n)
j,f = λ

(n)
j,b =

1

1 + ̺j,n
. (22)

As a special case of (22), if the system is single-input single-output with BPSK

modulation, then j = 1, n = 1, and the linear combining scheme (21) coincides with

the extrinsic information combining scheme in [22]. Note that if ̺j,n = 1, (20) becomes

the PDF of a single Gaussian random variable and λ
(n)
j,f = λ

(n)
j,b = 0.5, then the proposed
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combiner can be considered as a mean combining scheme.

To find the combining factors in (20a) and (20b), the variances are estimated

via numerical estimation

(σ̂
(n)
j,f )

2 =
1

Kc − 1

Kc∑

k=1

[

Le,f

(

c
(n)
k,j

)

− µ̂
(n)
j,f

]2

(23a)

(σ̂
(n)
j,b )

2 =
1

Kc − 1

Kc∑

k=1

[

Le,b

(

c
(n)
k,j

)

− µ̂
(n)
j,b

]2

(23b)

where the mean µ̂
(n)
j,f and µ̂

(n)
j,b are estimated by time-averaging.

Similarly the correlation coefficient is estimated by averaging over k as

ˆ̺j,n =

∑Kc

k=1

[

Le,f

(

c
(n)
k,j

)

− µ̂
(n)
j,f

] [

Le,b

(

c
(n)
k,j

)

− µ̂
(n)
j,b

]

(Kc − 1)σ̂
(n)
j,f σ̂

(n)
j,b

. (24)
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4 SIMULATION RESULTS

In this section, the performance of the proposed Bi-SDFE is evaluated by BER

simulation in comparison to the Exact MMSE LE and the original SDFE. For all cases,

the transmitted bits are encoded by a rate R = 1/2 convolutional code with generator

polynomial G = [7, 5] in octal notation, followed by a size-10560 random interleaver.

We adopt a five tap 2×2 MIMO channel, which is also used in [14]. After normalization,

the tap coefficients for each sub-channel are chosen as

h0 =






0.1965 0.4233

0.1818 0.8656




 , h1 =






0.2031 0.3603

0.2208 0.8833




 ,

h2 =






0.2159 0.1283

0.2259 0.9412




 , h3 =






0.2208 0

0.1728 0.9599




 ,

h4 =






0.2169 0

0.2006 0.9554




 ,

where hk is defined in (5). These channels are considered severe ISI channels, as their

frequency responses exhibit spectrum nulls.

For the normal SDFE and the time-reversed SDFE in the Bi-SDFE, we use the

same filter parameters as the original SDFE: N1 = 9, N2 = 5, N3 = N2+L−1. For the

Exact MMSE LE, the filter parameters are set as: N1 = 9, N2 = 5. The MAP decoder

is implemented using the log-MAP algorithm.

The Gaussianity of the extrinsic information at the SDFE output is verified

by numerical simulation, as illustrated in Fig. 4.1. The normalized histograms of

the extrinsic LLRs at the equalizer output are plotted in dashed lines for the three

bits of an 8PSK modulated signal stream of 104 symbols, while the solid lines are the

theoretical Gaussian PDFs with the same means and variances as the measured ones in
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the simulation. Comparing the simulated histograms with the theoretical PDF curves,

we can see that they match with each other very well.
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Figure 4.1. Extrinsic LLR distribution of the equalizer output at the second iteration,
8PSK modulation, SNR=26 dB. Note only the curves for the first transmitted signal
stream (n = 1) with bits c

(1)
k,j = 1, j = 1, 2, 3 are plotted. The zero-bit LLR PDFs
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k,j = 0)) are symmetrical to those of P (Le(c
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The BER performance of the proposed Bi-SDFE is shown in Fig. 4.2 with

BPSK, QPSK, 8PSK and 16QAM modulation schemes with Gray mapping. In each

sub-figure, the solid, dotted, and dashed lines denote the performance of the Bi-SDFE,

the original SDFE, and the Exact MMSE LE, respectively. Note that the BER curves

of the original SDFE of the first iteration are the same as the ones of the Exact MMSE

LE because the original SDFE uses the MMSE LE in its first iteration.

Comparing the BER curves of the proposed Bi-SDFE with those of the original

SDFE, we can see obvious improvement in all modulation schemes. At the BER level

of 10−4, the Bi-SDFE with two iterations gains about 3 dB over the original SDFE with
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Figure 4.2. BER performance of different Turbo equalizers for a 2×2 MIMO system
over a five-tap ISI channel.

four iterations for BSPK, QPSK, and 8PSK, while with 16QAMmodulation, the perfor-

mance gain is 4 dB. Since two SDFEs are used in parallel, the Bi-SDFE requires roughly

twice as many computational operations per iteration as the original SDFE. Hence the

computational load of the Bi-SDFE with two iterations is approximately the same as

that of the original SDFE with four iterations. Considering the saved computation in

decoding of the Bi-SDFE scheme, it is safe to say that the Bi-SDFE achieves significant

performance improvement over the original SDFE without increasing complexity.

We also observe that, in the medium-to-high SNR region, the first iteration

Bi-SDFE outperforms the original SDFE with multiple iterations. This performance

enhancement is brought by the bidirectional decision feedback structure and the ex-

trinsic information combining, which effectively lower the error propagation compared
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with the original SDFE.

Comparing the performance of the proposed Bi-SDFE with the Exact MMSE

LE, we see that the Bi-SDFE exhibits a lower SNR threshold than the Exact MMSE

LE for all modulation schemes. For 8PSK and 16QAM modulation, the Bi-SDFEs also

approaches the performance of the Exact MMSE LEs in the low SNR region. At the

BER level of 10−4, after four iterations, the Bi-SDFE outperforms the Exact MMSE LE

by 3.5 dB, 1 dB, 2.5 dB and 3 dB with BPSK, QPSK, 8PSK and 16QAM modulation,

respectively. The complexity of the Exact MMSE LE is a quadratic function of the

filter length, while the complexity of the Bi-SDFE is a linear function of the number

of filter coefficients. We conclude that the Bi-SDFE achieves a good trade-off between

performance and complexity. Moreover, the Bi-SDFE converges faster than both the

original SDFE and the Exact MMSE LE.

It is also interesting to note the performance difference between the original

SDFE and the Exact MMSE LE in Fig. 4.2, where the Exact MMSE LE outperforms the

original SDFE in all modulation schemes in the low-to-medium SNR region, although

the original SDFE performs better than the Low complexity MMSE LE in the medium-

to-high SNR regions for MIMO systems [14]. It is this performance gap that motivated

the development of the proposed Bi-SDFE.
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5 CONVERGENCE ANALYSIS

Turbo equalization is a highly nonlinear dynamic process which makes mathe-

matical analysis difficult. However, the numerical tool of the EXIT chart [26] provides

good insight of the convergence properties of the turbo process. EXIT charts visualize

the exchange of mutual information between the equalizer and the decoder by describing

the evolution of the average mutual information (MI) between the extrinsic information

and the corresponding information (or coded) bits.

Assume the coded bits are equally likely and are denoted by c̃ ∈ {±1}. Denoting

L as the LLR output of either the equalizer or decoder corresponding to the coded bit

c̃, the mutual information between a coded bit and its LLR is given by [26]

IL(c̃) =
1

2

∑

c̃∈±1

∫ ∞

−∞

PL(ξ|c̃) log2

(
2PL(ξ|c̃)

PL(ξ|c̃ = −1) + PL(ξ|c̃ = +1)

)

dξ (25)

= 1−

∫ ∞

−∞

PL(ξ|c̃ = +1) log2(1 + e−ξ)dξ

where PL(L|c̃) is the conditional PDF of the extrinsic information. The mutual infor-

mation computed for the output of the turbo equalizer is denoted as IEon for the nth

transmit bit stream, and that computed for the output of the soft decoder is denoted

as IDon. The a priori MIs at the input of the equalizer (decoder) are the interleaved

(de-interleaved) IDon (IEon) as

IEin = Π(IDon) (26)

IDin = Π−1(IEon) (27)

for n = 1, · · · , N .

For MIMO systems with N = 2 transmit elements, the EXIT curve is a two

dimensional surface. In our analysis, we consider the five-tap 2 × 2 MIMO channel
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that is used in the BER simulations in Section 4. We use the same filter parameters:

N1 = 9, N2 = 5, N3 = N2 + L − 1 and the rate R = 1/2 convolutional code with

generator polynomial G = [7, 5]. Figure 5.1 shows the EXIT charts for four modulation

schemes at different SNRs, where only the MI transfer curves between the decoder of

the first transmit bit stream (n = 1) and the equalizers of the first and second bit

streams (n = 1, 2) are presented. In all sub-figures, the two dimensional surfaces of

the proposed Bi-SDFE are above those of the original SDFE, which indicate faster

convergence.
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Figure 5.1. Three dimensional EXIT charts for the proposed Bi-SDFE and the original
SDFE.

To better visualize the behaviors of the iterative equalizers, we further project

the three dimensional EXIT chart for 16QAM modulation into a plane, as shown in Fig

5.2. Note that the lower and upper bounds are calculated by setting the decoder MI

of the second transmitter as 0 and 1 respectively. Obviously, the MI gap between the
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Bi-SDFE and the MAP decoder is larger than those between the original SDFE and

the MAP decoder. As a benchmark, we also plot the MI transfer curves for the Exact

MMSE LE in Fig 5.2. The tunnel widths between the transfer curves of the equalizers

and the MAP decoder indicate that the Exact MMSE LE converges slightly faster than

SDFE, but still slower than the Bi-SDFE, although it achieves almost the same highest

mutual information as Bi-SDFE.
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Figure 5.2. Two dimensional EXIT chart for 16QAM at SNR = 31 dB.
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6 UNDERSEA EXPERIMENTAL RESULTS

The proposed MIMO Bi-SDFE was also verified by UWA communication data

collected in the SPACE08 experiment which was conducted at the coast of Martha’s

Vineyard, Edgartown, MA, in October 2008. In this experiment, a MIMO single carrier

acoustic communication system with QPSK, 8PSK, and 16QAMmodulation was tested.

A rate = 1/2 convolutional code with generator polynomial in octal notation G =

[17, 13] was chosen as the channel code. The center carrier frequency was fc = 13

kHz. The symbol interval was 0.1024ms, and the roll-off factor for the square-root

raised cosine pulse shaping filter was chosen as β = 0.2. Thus the occupied bandwidth

was 11.71875 kHz. Four transducers numbered 0 to 3 were used at the transmitter

with Transducer 0 located on a fixed tripod at about 4m above the ocean bottom.

The other 3 transducers were fixed on a vertical array with 50 cm spacing. The top

transducer on the vertical array was about 3m above the ocean bottom. The depth

of the experimental water area was about 15m. Six sets of receive hydrophone arrays

were used with a sampling rate of 39.0625 kilo-samples/s. The hydrophone arrays were

also fixed with tripods. The top hydrophone of each array was about 3.3m above the

ocean bottom. Experiments were conducted for three transmission ranges: 60m, 200m

and 1000m. In this paper, we present the 2 × 6 MIMO results for 200m and 1000m

transmissions which recorded 45 packets and 19 packets for the two-transducer systems,

respectively.

The format of the transmission packet in the SPACE08 experiment is illustrated

in Fig. 6.1, where each packet starts with anm-sequence (maximal-length sequence) [29]

of length 511, followed by the data payload of 30 000 symbols with QPSK, 8PSK and

16QAM modulation, respectively.

Considering the harsh UWA channels in the experiment, we partitioned the

received signals in the data payload into pilot blocks and overlapped subblocks, as
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Data payload Gapm−seq. Gap

511 189 30000 500

block i
Pilot block Pilot block

current block

block 2
Info. Info.Info.

block 1

previous Kp symbols

KbKb

Kp

Kf

Kovlp

Figure 6.1. The format of transmission packet in the SPACE08 experiment

depicted in Fig. 6.1. First, Kp pilot symbols were inserted for every Kf symbols, which

provided pilot-aided channel estimation. Second, the blocks were partitioned to have

Kovlp overlapped symbols where the size of each block was Kb. The overlapped symbols

at the tail of the previous block were re-equalized in the current block to compensate

for SNR degradation. Third, the symbols detected by the current block was utilized for

channel re-estimation as a means for decision-directed channel tracking. The size of each

block Kb was chosen to guarantee that the time duration of the Kp +Kb symbols was

smaller than the channel coherence time. According to the channel scattering function

analyzed by the 511-bit m sequence, the channel coherence time was approximately

100ms. Hence, we set the size of each subblock as Kb = 200, and the number of

pilot symbols as Kp = 600. The parameter Kf was adjusted to adapt to the MIMO

channels and the modulation levels. The noise variance in each packet was estimated

using the received samples during the gap intervals. Typically, the estimated SNR is in

the dynamic range from 20 dB to 32 dB.

For channel estimation, we adopted the low-complexity normalized least mean

squares (NLMS) algorithm to estimate the UWA channels [30]. In Fig. 6.2, we present

several typical channels experienced by one data payload transmission, where “T#”

and “H#” denote the indexes of the transducer and hydrophone, respectively. The

channel impulse responses (CIR) were clearly time-varying, which changed its multipath

structure during a transmission block. The channels were also non-minimum phase
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systems because the strongest multipath components were not located at the very

beginning of the CIR. Interestingly, the 200m channels experienced more severe ISI

than the 1000m channels, hence channel equalization in the 200m transmission was

more challenging.
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Figure 6.2. Examples of channel impulse response over long term observation. Note
that the 200 m channels experience more severe multipath ISI than the 1000 m channels.

On the other hand, many of the 1000m packets experienced low signal strength

and strong impulsive interference. We plotted two examples of the received signals of the

200m and 1000m transmissions, as shown in Fig. 6.3. The received signal in the 200 m

channel had clean signals with 0.38 peak-to-peak amplitude, while the 1000 m channel

had only 0.038 peak-to-peak amplitude and was corrupted by impulsive interference

with large amplitude and duration. Only 19 packets contained usable signals and we

processed these 19 packets.
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Figure 6.3. Examples of received signals in 200m and 1000m transmissions.

The recorded packets were processed by the proposed Bi-SDFE in comparison to

the original SDFE. For the Bi-SDFE, the extrinsic LLRs at the output of normal SDFE

and time-reversed SDFE are stored into a buffer in each subblock processing. After

block-wise processing, we use the collected extrinsic LLRs to estimate the correlation

coefficient ˆ̺j,n for LLR combining.

6.1 RESULTS OF 200 M UWA CHANNELS WITH SEVERE ISI

For the 200 m transmission, the UWA channels exhibits fast time-variations

and long multipath delays. Therefore, we set the pilot overhead as 12% and 16% for

the QPSK and 8PSK data payload, respectively. For the 16QAM data, the overhead

was increased to 23% because the transmission source level for all modulation schemes

were the same, which made the channel estimation and symbol detection of higher-level

modulation systems more difficult.

The detection results for each modulation scheme in the 200m transmission are

summarized in Table 6.1. The proposed Bi-SDFE achieved zero BER for all 45 QPSK

packets using only three iterations. In contrast, the original SDFE had 42 packets

achieving zero BER. With the 3 QPSK packets that experienced tough channels, the
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SDFE could not improve the performance with more iterations. For 8PSK packets, the

proposed Bi-SDFE achieved BER < 10−4 for 37 packets with 5 iterations, while the

original SDFE only had 17 packets achieving BER < 10−4. For the 16QAM packets, the

Bi-SDFE achieved BER < 10−3 for 24 packets in three iterations, and for 35 packets in

six iterations. The original SDFE only had 11 packets achieving BER < 10−3. Again,

increasing the number of iterations failed to improve the performance of the original

SDFE for higher-level modulation schemes.

Table 6.1. Number of packets that achieves the specified BER performance (2 × 6 MIMO

over 200m channels)

iter.
QPSK(BER=0) 8PSK(BER<10−4) 16QAM(BER<10−3)

SDFE Bi-SDFE SDFE Bi-SDFE SDFE Bi-SDFE

1 28 36 0 0 0 0

2 13 7 11 17 3 4

3 1 2 5 11 5 20

4 0 0 1 6 3 7

5 0 0 0 3 0 3

6 0 0 0 0 0 1

total 42 45 17 37 11 35

The performance comparison between Bi-SDFE and the original SDFE with

higher-level modulation is further demonstrated in Fig. 6.4, where the percentages of

all the 45 packets in different BER ranges are depicted after two and six iterations.

We find that after multiple iterations, the performance gaps between Bi-SDFE and

the original SDFE become much larger than the gaps after one iteration. This is

the case for both 8PSK and 16QAM packets, which indicates that the bidirectional

structure indeed helped to reduce the error floor through multiple iterations. The BER

performance improvement was one to two orders of magnitude better than the original

SDFE. After 6 iterations, Bi-SDFE successfully detected 95.6% of the 8PSK packets

with BER less than 10−3. However, with the original SDFE, there are still 13.3% 8PSK
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packets that failed with BER larger than 10−1. For 16QAM modulation, 77.8% packets

are detected with BER lower than 10−3 after using the proposed Bi-SDFE, while only

24.4% packets are detected with the original SDFE at the same BER level.
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Figure 6.4. Performance comparison between the Bi-SDFE and the SDFE for 2 × 6
MIMO over 200 m UWA channels.

6.2 RESULTS OF 1000 M UWA CHANNELS WITH IMPULSIVE

INTERFERENCE

As the multipath in the 1000m channel was shorter and more stable than the

200m channels, the overhead for channel estimation was set lower, at 9%, 12% and 20%

for QPSK, 8PSK and 16QAMmodulation, respectively. Since the impulsive interference

was random and occupied the same frequency band as the signals, filtering did little

help to the signal processing. The MIMO detection relied solely on the capability of

joint equalization and forward error correction decoding. The BER performance of the

2× 6 MIMO systems is summarized in Table 6.2. For QPSK, 16 out of the 19 packets
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achieved zero BER within 3 iterations using both Bi-SDFE and SDFE. For 8PSK, the

Bi-SDFE had 15 packets achieving BER < 10−4 using six iterations, while the original

SDFE had 6 packets achieving the same BER with six iterations. For 16QAM, the

proposed Bi-SDFE had nine packets achieving BER < 10−3 using six iterations, while

the original SDFE had six packets achieving the same BER with six iterations.

Table 6.2. Number of packets that achieves the specified BER performance (2 × 6 MIMO

over 1000m channels)

QPSK(BER=0) 8PSK(BER<10−4) 16QAM(BER<10−3)

SDFE Bi-SDFE SDFE Bi-SDFE SDFE Bi-SDFE

packets 16 16 6 13 6 9

iter. # 3 3 6 6 6 6

The performance of the higher-level modulation schemes is further shown in Fig.

6.5, in terms of the percentage of the packets that fall in the specified BER ranges. In the

8PSK transmission, 78.9% packets achieved BER < 10−3 with Bi-SDFE. However, with

the original SDFE, there were still 26.3% packets failed with BER > 10−2 and 15.8%

packets that failed with BER > 10−1. For the 16QAM transmission, even though the

percentages of packets achieving excellent BER performance were low, the percentages

of failed packets with BER > 10−2 were zero after using Bi-SDFE. In comparison, the

original SDFE still had 36.8% packets failed with BER > 10−2. In the tough packets

with strong impulsive interference, Bi-SDFE was able to lower the BER to the level

of 10−3, but the original SDFE failed to do that. This indicates that the performance

improved by the bidirectional decision feedback scheme is in fact from the time-reverse

diversity which reduces the probability of catastrophic error propagation.
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7 CONCLUSION

In this paper, an iterative Bi-SDFE is proposed for triply selective fading chan-

nels. Based on a Gaussian approximation, a simple and effective linear combining

scheme is derived to investigate the time-reverse diversity of the extrinsic LLRs at the

output of the two SDFEs for MIMO systems with multilevel modulation. Simulation

results show that the proposed Bi-SDFE has obvious performance gains over the orig-

inal SDFE and even outperforms the near optimal but high-complexity Exact MMSE

LE in the medium-to-high SNR region. The complexity of Bi-SDFE is roughly twice

that of SDFE, but still remains a linear function of the channel length, MIMO size

and modulation constellation size. In addition, the EXIT chart analysis shows that the

proposed Bi-SDFE has a faster convergence rate than the original SDFE, which accom-

plishes a good trade-off between performance and complexity. The performance gain

of the proposed MIMO SDFE was also verified by real-world undersea communication

experimental data.
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II. EFFICIENT ADAPTIVE TURBO EQUALIZATION FOR MIMO

UNDERWATER ACOUSTIC COMMUNICATIONS

Weimin Duan, Jun Tao, Member, IEEE, and Yahong Rosa Zheng, Fellow, IEEE

ABSTRACT—An efficient direct adaptation turbo equalization scheme is proposed

for multiple-input multiple-output (MIMO) underwater acoustic (UWA) communica-

tions. Compared with existing schemes, the proposed scheme benefits from the usage

of soft-decision reference symbols for parameter adaptation as well as the iterative pro-

cessing inside the adaptive equalizer itself (in addition to the turbo operation between

the equalizer and the decoder). The proposed scheme is efficient in four aspects: first,

it achieves robust performance especially in harsh MIMO UWA channels; second, it has

high spectral efficiency by requiring relatively short training period; third, it converges

fast thus is time efficient; fourth, it incurs low complexity by adopting the economic

adaptive algorithms including the normalized least mean square (NLMS) and the im-

proved proportionate normalized least mean squares (IPNLMS). The aforementioned

efficiencies of the proposed scheme have been verified by the field trial data collected

in the 2008 Surface Processes and Acoustic Communications Experiment (SPACE08).

Especially, with the proposed scheme, satisfactory detection can be achieved even for

MIMO transmission with more than two concurrent data streams, which to the best of

our knowledge, has not been reported for any existing adaptive turbo equalization.



46

1 INTRODUCTION

Multiple-input multiple-output (MIMO) underwater acoustic (UWA) communi-

cation exhibits unique technical challenges due to the triply selective property of the

underlying MIMO UWA channel, for which the transmit signal simultaneously expe-

riences the frequency selectivity, the time selectivity, and the spatial selectivity [1].

The frequency selectivity and the time selectivity are generally very severe, for the ex-

tremely long delay spread and the rapid dynamics of the UWA channel. For example,

a medium-range horizontal UWA channel can have a delay spread of several tens of

milliseconds spanning several tens or even hundreds of symbol periods, and the channel

coherence time is typically several tens of milliseconds. Further, the spatial selectivity

leads to different gains among different transmit and receive elements [2], adding to the

difficulty of signal detection.

The harsh MIMO UWA channel demands for powerful signal detection tech-

niques, and turbo equalization has been recognized as one promising detection scheme.

Turbo equalization typically consists of two components: a soft-decision (SD) equalizer

and an SD decoder, which iteratively exchange extrinsic information to improve the de-

tection performance. Turbo equalization applied to the UWA communications falls into

two classes: the channel estimation based turbo equalization (CE-TEQ) [3,4,5,6,7] with

explicit channel impulse response estimation, and the direct adaptation turbo equaliza-

tion (DA-TEQ) with implicit channel knowledge [8, 9, 10, 11, 12, 13]. The equalizer for

a CE-TEQ can be an SD minimum mean square error (MMSE) linear equalizer [3, 4]

or an SD MMSE decision-feedback equalizer (DFE) [5, 6, 7], where the calculation of

the SD MMSE equalizer coefficients requires the knowledge of the UWA channel. Since

the length of the UWA channel is usually long, the computation of the equalizer co-

efficients involves a large-dimension matrix inversion, leading to high complexity. The

complexity can be further amplified when a MIMO system with multiple transducers
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and hydrophones is deployed, leading to increased size of the covariance matrix to be in-

verted. The high complexity means a long signal processing delay, making the CE-TEQ

high cost for real-time implementation.

On the other hand, a DA-TEQ has the advantage of low complexity achieved

by directly adjusting the equalizer coefficients without any matrix inversion. However,

a DA-TEQ suffers from several drawbacks. First, a DA-TEQ generally achieves sub-

optimal performance approaching that of the Wiener filtering. Second, a DA-TEQ

requires fine parameter tuning, which is nontrivial for MIMO UWA communication

due to the abundant equalizer taps to be adapted. Third, a DA-TEQ usually requires

longer training sequence to converge than a CE-TEQ.

An SD equalizer adopted in the adaptive turbo equalization typically consists

of two filters: a feedforward filter with the received samples as its input, and a soft

interference cancelation (SIC) filter whose input is the estimated symbols [11, 12, 13].

The adaption of the feedforward and SIC filters, as well as the quality of the SIC filter

input are the keys for the success of the adaptive turbo equalization. In the training

mode, the filter adaptation and the SIC formulation are routine procedures since the

reference symbols are perfectly known a priori. It is during the decision directed (DD)

mode, diverse filter adaptation and SIC formulation methods are proposed, leading to

different DA-TEQ schemes of different performance [11, 12, 13, 14, 15]. In [12, 13, 14],

the hard decision on the equalizer output is used to drive the filter adaptation, and the

SIC input is the a priori soft symbol estimation from the channel decoder. In [11], a

similar filter adaptation and SIC formulation scheme as in [12, 13, 14] is adopted. The

difference is that it also takes advantage of the data reuse technique originated in [16].

By data reuse, the filter adaptation and symbol detection are repeated several times

over the same set of data. The repetition helps to improve the detection performance as

well as to speed up the filter convergence. Therefore, it shortens the training sequence

and improves the transmission efficiency. In [15], hard decisions of the a priori soft

symbol estimates from the decoder are delivered as the SIC filter input. Different
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from [11, 12, 13, 14], the decoder a priori soft estimations are also incorporated into

the filter adaptation, aiming to mitigate the error propagation effect of hard decisions.

The scheme however still requires a very long training sequence for the initialization of

the equalizer. Furthermore, it is noted that most existing work on DA-TEQ for UWA

communication deal with single-input multiple-output (SIMO) transmissions [12, 13,

14, 15], and the only MIMO result reported is for the two-transducer scenairo with a

low-order modulation [11].

In this paper, an efficient DA-TEQ is proposed for MIMO UWA communication,

with multiple transmit elements and multilevel modulation like 8PSK and 16QAM. The

proposed scheme adopts the low-complexity normalized least mean squares (NLMS) al-

gorithm as well as the improved proportionate normalized least mean squares (IPNLMS)

algorithm, and also benefits from the data reuse technique [11]. Compared with the

existing DA-TEQ schemes, the proposed scheme utilizes the a posteriori soft decisions

at the equalizer output at each data reuse iteration. The a posteriori soft decisions

have better fidelity than the a priori soft decisions, thanks to the extra information

gleaned in the equalization process. Moreover, the a posteriori soft decisions are uti-

lized block by block, leading to low complexity and high performance [17]. The pro-

posed DA-TEQ scheme is tested by extensive experimental data collected in the 2008

Surface Processes and Acoustic Communications Experiment (SPACE08). Off-line pro-

cessing results show the proposed DA-TEQ not only achieves error-free detection for

most QPSK packets in the MIMO transmission with up to three transmit elements,

but also works decently in the MIMO transmission with multilevel 8PSK and 16QAM

modulations and up to three concurrent transmit streams. Furthermore, a relatively

short training sequence is sufficient for the proposed DA-TEQ to converge, so that the

transmission efficiency is improved over the existing works. Last, it is observed the

performance gain of the IPNLMS algorithm over the NLMS algorithm depends heavily

on the modulation and the MIMO size. For low-order MIMO transmission with QPSK

or 8PSK modulations, the low-complexity NLMS algorithm is already sufficient for the
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proposed DA-TEQ to achieve high performance. However, when 16QAM modulation or

higher-order MIMO transmission is employed, the IPNLMS considerably outperforms

the NLMS, by making use of the sparse property of the equalizer.

Notations: the superscripts (·)∗, (·)T and (·)H represent, respectively, the conju-

gate, the matrix transpose, and the matrix Hermitian, and E {·} denotes the statistical

expectation. The function tanh(x) denotes the hyperbolic tangent, and the matrix

diag{d1, d2, · · · , dj} is a j × j diagonal matrix with diagonal elements d1, d2, · · · , dj.
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2 SYSTEM DESCRIPTION AND ADAPTIVE TURBO

EQUALIZATION PRELIMINARY

2.1 SYSTEM DESCRIPTION

An N × M single-carrier MIMO underwater acoustic communication system

with spatial multiplexing is considered, where N and M are the number of transducers

and the number of hydrophones, respectively. The system diagram is depicted in Fig.

2.1 where on the transmitter side, the incoming information bit stream is converted

into N parallel streams {bn}Nn=1, transmitted by the N transducers. On the n-th

transmit branch, the information bit is encoded and interleaved. Every q interleaved

bits, cn,k , [c1n,k c2n,k · · · c
q
n,k], are mapped to one modulation symbol xn,k taken from a

2q-ary constellation set S = {α1, α2, · · · , α2q}. A given constellation point αi is mapped

to a pre-determined bit pattern si = [si,1 si,2 · · · si,q] with si,j ∈ {0, 1}.

Encoder Mapper

MapperEncoder
Channel

Time Varying

MIMO UWA

b1

bN

c1,k

cN,k

x1,k

xN,k

y
(1)
k

y
(M)
kΠ

Π

η
(1)
k

η
(M)
k

Figure 2.1. The block diagram of a MIMO underwater acoustic communication system
(Π denotes an interleaver).

The received baseband signal on the m-th hydrophone element at the time k is

given by

y
(m)
k =

N∑

n=1

L−1∑

l=0

h
(m,n)
l xn,k−l + η

(m)
k (1)
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where h
(m,n)
l denotes the l-th tap of the length-L equivalent channel between the n-th

transducer element and the m-th hydrophone element, and η
(m)
k is the additive noise.

Stacking up the receive samples of the M hydrophone as yk = [y
(1)
k , y

(2)
k , . . . , y

(M)
k ]T , one

has the space-time representation as

yk =

L−1∑

l=0

hlxk−l + ηk (2)

where

xk = [x1,k, x2,k, . . . , xN,k]
T (3)

ηk = [η
(1)
k , η

(2)
k , . . . , η

(M)
k ]T (4)

hl =












h
(1,1)
l h

(1,2)
l · · · h

(1,N)
l

h
(2,1)
l h

(2,2)
l · · · h

(2,N)
l

...
...

. . .
...

h
(M,1)
l h

(M,2)
l · · · h

(M,N)
l












. (5)

2.2 ADAPTIVE TURBO EQUALIZATION FOR MIMO SYSTEMS

The structure of the adaptive turbo equalization for MIMO systems is depicted

in Fig. 2.2, where the adaptive equalizer consists of two units: the feedforward filtering

unit and the soft interference cancelation unit. In most existing adaptive equalizers, the

SIC is performed with the a priori soft decision x̄n,k, calculated with the bit a priori

log likelihood ratio (LLR) La(c
j
n,k) from the decoder as

x̄n,k = E

[

xn,k|
{
La

(
cjn,k
)}q

j=1

]

=
∑

αi∈S

αiP (xn,k = αi) (6)

where

P (xn,k = αi) =

q
∏

j=1

1

2

(
1 + s̃i,j tanh

(
La

(
cjn,k
)
/2
))

(7)
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with

s̃i,j =







+1 if si,j = 0

−1 if si,j = 1.
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Figure 2.2. The structure of the adaptive turbo equalization for MIMO systems.

The equalizer output is given as

x̂n,k = fHn,krk + gH
n,kx̃n,k (8)

where rk = [yT
k+K1

, . . . ,yT
k−K2

]T , and x̃n,k = [(x̄n,k−K3
)T , . . . , (x̄n,k)

T . . . , (x̄n,k+K4
)T ]T

with x̄n,k
′ = [x̄1,k′ , x̄2,k′ , . . . , x̄N,k

′ ]T when k
′
6= k, and x̄n,k

′ = [x̄1,k′ , . . . , x̄n−1,k′ , 0,

x̄n+1,k′ , . . . , x̄N,k
′ ]T when k

′
= k. The parameters K1, K2, K3, K4 are non-negative

integers. Obviously, the length of the feedforward filter and the length of the SIC filter

are M(K1 +K2 + 1) and N(K3 +K4), respectively, leading to a combined filter length

of Keq = M(K1 + K2 + 1) + N(K3 + K4). It is noted Keq is the number of taps for

a particular transmit stream, and the total number of taps for the adaptive equalizer
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shall be scaled by a factor of N . For notation convenience, one expresses (8) as

x̂n,k = wH
n,kuk (9)

where

wn,k = [fTn,k g
T
n,k]

T (10)

uk = [rTk x̃T
n,k]

T (11)

The adaptive turbo equalization usually works in both training mode and DD

mode, and the NLMS algorithm is used as an example without loss of generality. In

the training mode, the adaptation of the equalizer vector is as follows

wn,k+1 = wn,k +
µ(xn,k − x̂n,k)

∗uk

δNLMS + uH
k uk

, 1 ≤ k ≤ Kp (12)

where µ is the step size, δNLMS is a small number for regularizing the adaptation at the

initial stage, xn,k is the training symbol known a priori, and Kp is the length of the

training sequence.

In the DD mode, the updating of the equalizer vector is as follows

wn,k+1 = wn,k +
µ(Q(x̂n,k)− x̂n,k)

∗uk

δNLMS + uH
k uk

, Kp < k ≤ Kb (13)

where Q(x̂n,k) denotes the tentative hard decision on the equalizer output, and Kb is

the length of each processed block.

As mentioned above, the length of the concatenated feedforward filter and the

SIC filter is Keq = M(K1 +K2+1)+N(K3+K4). Due to the long delay spread of the

underwater channel as well as the multiple transmit and receive elements, the number

of equalizer taps to be adapted is large. To make the adaptive equalizer converge, a

long training sequence is required, which sacrifices the transmission efficiency. To avoid
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Figure 2.3. The block diagram of the hard-decision adaptive equalizer with data reuse.

long training sequence, the data reuse technique has been applied in the hard-decision

directed adaptive turbo equalization (HD-DA-TEQ) [11] and the iterative channel es-

timation based turbo equalization [4]. The hard-decision directed equalizer adaptation

with data reuse is demonstrated in Fig. 2.3, where the tap updating is repeated over

the same block of received signals for a couple of times as follows

wt+1
n,k+1 = wt+1

n,k +
µ(Q(x̂t+1

n,k )− x̂t+1
n,k )

∗uk

δNLMS + uH
k uk

, Kp < k ≤ Kb, t ≥ 0. (14)

where the superscript t + 1 denotes the (t + 1)-th round of data reuse, and x̂t+1
n,k =

wt+1
n,k

H
uk. The purpose of using t + 1 as the index of the data reuse round is for the

convenience of comparison with the proposed equalizer adaptation, as shown shortly.

The adaptation of the equalizer vector w0
n,k+1 at the zero-th round of data reuse is ac-

tually the same as that of (14). It is noted that wt+1
n,1 = wt

n,Kb+1. The HD-DA-TEQ [11]

may suffer the error propagation (EP), which is highly possible in practical underwater

acoustic communication [4]. When the EP happens, its effect can be catastrophic for

turbo equalization. Moreover, the input of the SIC filter remains unchanged over the

multiple rounds of data reuse [11].
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As demonstrated in Fig. 2.2, the equalized symbol x̂n,k is translated into the

extrinsic bit LLRs Le(c
j
n,k), which are de-interleaved and input as the a priori LLRs

Ld
a(c

j
′

n,k
′ ) of the maximum a posteriori probability (MAP) decoder. After decoding, the

decoder outputs its extrinsic LLRs Ld
e(c

j
′

n,k
′), which (after interleaving) are fed back to

the equalizer as its a priori LLR input La(c
j
n,k). The extrinsic information are exchanged

between the equalizer and the decoder iteratively, with its reliability increasing with

the number of iterations. Once the iterative procedure is finished, the hard decisions

on the information bits b̂n are made.
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3 PROPOSED ADAPTIVE TURBO EQUALIZATION

In this work, an efficient adaptive turbo equalization scheme is proposed, by

performing the equalizer adaptation and the SIC with the a posteriori soft decisions

available due to the data reuse, as demonstrated in Fig. 3.1. For notation convenience,

the proposed soft-decision driven adaptive turbo equalization is called the SD-DA-TEQ.

There are two layers of iterative processing in the proposed SD-DA-TEQ: the outer-

layer iteration between the equalizer and decoder, and the inner-layer iteration (data

reuse) inside the adaptive equalizer itself. For convenience, the outer-layer iteration is

called “turbo iteration”, and the inner-layer iteration is named as “equalizer iteration”.

It is pointed out that the a posteriori soft decisions are fed back in a block-wise way

inside the adaptive equalizer, which improves the robustness and performance of the

adaptive turbo equalization as well as reduces the complexity [17].

Soft Decision
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Time Averaging

Adaptation

Signal flow for filter adaptation

Signal flow for symbol detection

Ap

rk

x̂tn,k

x̂t+1
n,k
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)
et+1
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n,k−x̂
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A posteriori Stat. Calc. Unitft+1
n,k+1

gt+1
n,k+1 µt

n δtn

x̌tn,k

Figure 3.1. The block diagram of the proposed adaptive equalizer with data reuse.

In the following, the computation of the a posteriori soft decision is first pre-

sented, then the a posteriori soft decision based equalizer adaptation and SIC are

detailed.
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3.1 A POSTERIOR SOFT DECISION COMPUTATION IN THE

EQUALIZER ITERATIONS

At the t-th (t ≥ 0) round of equalizer iteration, the a posteriori soft decision

x̌t
n,k of the equalized symbol x̂t

n,k is calculated as

x̌t
n,k =

∑

αi∈S

αiP
(
xn,k = αi|x̂

t
n,k

)
(15)

where the a posteriori probability P
(
xn,k = αi|x̂t

n,k

)
is given as

P
(
xn,k = αi|x̂

t
n,k

)
=

p
(
x̂t
n,k|xn,k = αi

)
P (xn,k = αi)

p
(
x̂t
n,k

) . (16)

The a priori probability P (xn,k = αi) is computed with the a priori LLRs as in (7), and

p
(
x̂t
n,k

)
is obtained via the normalization

∑2q

i=1 P
(
xn,k = αi|x̂t

n,k

)
= 1. The equalizer

output x̂t
n,k conditioned on xn,k = αi is assumed to follow a Gaussian distribution

[18, 19, 20], as

p
(
x̂t
n,k|xn,k = αi

)
=

1

πδtn
exp

{

−
|x̂t

n,k − µt
nαi|2

δtn

}

(17)

where

µt
n =

1

Kd

Kb∑

k=Kp+1

x̂t
n,k

Q(x̂t
n,k)

(18)

δtn =
1

Kd

Kb∑

k=Kp+1

|x̂t
n,k − µt

nQ(x̂t
n,k)|

2 (19)

with Kd = Kb−Kp being the length of information block. Obviously, the evaluation of

µt
n and δtn relies on the entire block of estimated symbols. As a result, the a posteriori

soft decisions are available until all symbols in the block are equalized. This fact

naturally leads to the block-wise soft-decision feedback operation, where the a posteriori

soft decision x̌t
n,k of the t-th equalizer iteration is used in the (t+1)-th equalizer iteration,

as shown in Fig. 3.1. Over equalizer iterations, the reliability of the a posteriori soft

decision x̌t
n,k keeps increasing thus speeds up the convergence of the equalizer. The
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block-wise soft-decision feedback mechanism has shown the advantage of low complexity

and high performance [17].

3.2 A POSTERIOR SOFT DECISION BASED EQUALIZER

ADAPTATION AND SIC

3.2.1 A Posterior Soft Decision Based Equalizer Adaptation. At

the (t + 1)-th equalizer iteration, the block of a posteriori soft decisions from the t-th

equalizer iteration {x̌t
n,k}

Kb

k=Kp+1 are fed into the filter adaptation unit, and the equalizer

vector is updated as

wt+1
n,k+1 = wt+1

n,k +
µ(x̌t

n,k − x̂t+1
n,k )

∗uk

δNLMS + uH
k uk

(t ≥ 0) (20)

The equalizer adaption at the zero-th equalizer iteration is different from (20), since

there are no a posteriori soft decisions available. When the number of turbo iteration

Niter > 0, the a priori soft decisions {x̄n,k}
Kb

k=Kp+1 are instead used for the equalizer

adaptation. When Niter = 0, even the a priori soft decision x̄n,k is unavailable, so the

hard-decision directed equalizer adaptation as (14) is adopted. In summary, one has

the following equalizer adaptation at the zero-th equalizer iteration

w0
n,k+1 =







w0
n,k +

µ(x̄n,k−x̂0

n,k
)∗uk

δNLMS+uH
k
uk

, (Niter > 0)

w0
n,k +

µ(Q(x̂0

n,k
)−x̂0

n,k
)∗uk

δNLMS+uH
k
uk

, (Niter = 0)
(21)

Last, the training-mode equalizer adaptation as given by (12) is performed at each

equalizer iteration of the data reuse procedure.

The sparsity enhanced IPNLMS algorithm has also been adopted to process the

experimental data. The IPNLMS proportionately adapts the equalizer vector as

wt+1
n,k+1 = wt+1

n,k +
µ(x̌t

n,k − x̂t+1
n,k )

∗Gn,kuk

uH
k Gn,kuk + δIPNLMS

(t ≥ 0) (22)
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and

w0
n,k+1 =







w0
n,k +

µ(x̄n,k−x̂0

n,k
)∗Gn,kuk

uH
k
Gn,kuk+δIPNLMS

, (Niter > 0)

w0
n,k +

µ(Q(x̂0

n,k
)−x̂0

n,k
)∗Gn,kuk

uH
k
Gn,kuk+δIPNLMS

, (Niter = 0)
(23)

where δIPNLMS is a small positive number for regularization, and Gn,k = diag{gn,k(0),

gn,k(1), . . . , gn,k(Keq − 1)} is a diagonal proportionate matrix with the l
′
-th diagonal

element given by

gn,k(l
′

) =
1− α

2Keq

+ (1 + α)
|wt+1

n,k (l
′
)|

2‖wt+1
n,k ‖1 + ǫ

, 0 ≤ l
′

≤ Keq − 1 (24)

where ǫ is also a regularization parameter introduced to avoid numerical instability,

wt+1
n,k (l

′
) is the l′-th element of wt+1

n,k , and | · | and ‖ · ‖1 are the absolute operator and

the l1-norm operator, respectively. The selection of α depends on the sparsity of the

equalizer. When α = −1, the IPNLMS reduces to the NLMS [21] and the equalizer

sparsity is not exploited. When α = 1, the IPNLMS behaves like the proportionate

normalized least mean squares (PNLMS) [22]. It is noted that the IPNLMS is still of

linear complexity without involving any matrix inversion operation.

3.2.2 A Posterior Soft Decision Based SIC Scheme. The performance

of the SIC depends heavily on the quality of the soft decision. Most adaptive turbo

equalization schemes employ the a priori soft decisions for SIC [12, 13, 14, 11]. By

utilizing the a posteriori soft decisions, which possess higher fidelity than the a priori

soft decisions due to the extra information gleaned in the equalization process, one is

able to improve the SIC. Specifically, with the improved SIC, the equalizer output x̂t+1
n,k

is given by

x̂t+1
n,k = ft+1

n,k

H
rk + gt+1

n,k

H
x̆
t
n,k (25)

Obviously, the a priori soft decisions x̃n,k in (8) have been replaced with the a pos-

teriori soft decisions x̆t
n,k = [(x̌t

n,k−K3
)T , . . . , (x̌t

n,k)
T , . . . , (x̌t

n,k+K4
)T ]T , where x̌t

n,k
′ =

[x̌t
1,k′

, x̌t
2,k′

, . . . , x̌t
N,k

′ ]T when k
′
6= k, and x̌t

n,k
′ = [x̌t

1,k′
, . . . , x̌t

n−1,k′
, 0, x̌t

n+1,k′
, . . . , x̌t

N,k
′ ]T

when k
′
= k.
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4 UNDERSEA EXPERIMENTAL RESULTS

The proposed adaptive turbo detection scheme has been tested by field trial data

collected in the SPACE08 undersea experiment, conducted off the coast of Martha’s

Vineyard, Edgartown, MA, in October 2008. The water depth of this sea trial was about

15 m. On the transmitter side, four transducers numbered 0 through 3 were deployed.

Transducer 0 was fixed on a stationary tripod about 4 m above the ocean bottom.

Transducers 1-3 were evenly mounted on a vertical array with 50 centimeters (cm)

spacing, and the top transducer in the array was about 3 m above the ocean bottom.

Six hydrophone arrays placed at different locations were deployed for signal reception,

with detailed information given in Table 4.1. Obviously, the communication distances

were 60m, 200m, and 1000m. The top hydrophone of each array was approximately

3.3 m above the sea bottom.

Table 4.1. Description of the Hydrophone Arrays
Rx Array Range Orientation Number of Hydrophone
name/type (m) hydrophones spacing (cm)

S1/Cross 60 Southeast 16 3.75
S2/Cross 60 Southwest 16 3.75
S3/Vertical 200 Southeast 24 5
S4/Vertical 200 Southwest 24 5
S5/Vertical 1000 Southeast 12 12
S6/Vertical 1000 Southwest 12 12

For MIMO transmission, the horizontal encoding (HE) scheme [23] with BICM

in time domain was adopted at the transmitter, as shown in Fig. 2.1. The channel

coding was a rate Rc = 1/2 convolutional code with generator polynomial [17, 13] in

octal notation. The modulations include QPSK, 8PSK, and 16QAM. The transmission
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power for all modulation schemes were the same, so detection becomes more difficult

when the modulation level increases. The carrier frequency was fc = 13 kHz and the

symbol rate was 9.77 kilo symbol per second (ksps). A square-root raised cosine filter

with a roll-off factor of 0.2 was used for pulse shaping, leading to the occupied channel

bandwidth of about 11.72 kHz. At the receiver side, the passband sampling rate was

39.0625 kHz.

The signal format at the n-th transducer is illustrated in Fig. 4.1, where the

transmit burst starts with a header linear frequency modulation (LFM) signal named

LFMB and ends with a trailing LFM signal named LFME. The LFM signals are used

for coarse synchronization, Doppler shift estimation, and channel structure measure-

ment. Following the header LFM signal are three data packets with QPSK, 8PSK,

and 16QAM modulations, each starts with a m-sequence of length 511, followed by a

data payload consisting of 30, 000 symbols. The use of long data payload improves the

transmission efficiency. Gaps are inserted in the transmission burst, and they can be

used for estimating the noise power. For the SPACE08 experiment, the typical SNR

estimation is in the range of 20 dB to 32 dB.

block iblock i
Training 

block 1

Gap

1000 1000

LFME

50030000

Training 

Gap GapLFMB

1300(n−1) 1300(N−n)300 1300(N−n)1300(n−1)

Gap GapGap

300

189511

Gap

16QAM packet8PSK packetQPSK packet

m−seq. GapData payload

1300 x N1300 x N

31200 3120031200

block 1Info. Info.

31200 x 3

Kp KpKd Kd

Figure 4.1. Format of the transmit signal on the n-th transducer in the SPACE08
experiment.
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The received bursts of the 200-m channel and the 1000-m channel are shown in

Fig. 4.2. Obviously, the strength of the 200-m signal (peak-to-peak amplitude of 0.38)

is much stronger than the 1000-m signal (peak-to-peak amplitude of 0.038), which

is reasonable since the acoustic signal attenuates with distance. Besides, impulsive

interference is observed in the 1000-m signal.
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Figure 4.2. An example of the received signals in 200-m and 1000-m transmissions.

In Fig. 4.3, the channel impulse response (CIR) measured in the experiment

is shown for both the 200-m transmission and the 1000-m transmission, where “T#”

and “H#” denote the indices of the transducer and the hydrophone, respectively. The

following observations are made: first, the multipath energy spread over a time window

of 10 ms, corresponding to a channel length of 100 taps in terms of the symbol period

Ts = 0.1024 ms; second, the channels are non-minimum phase as the strongest multi-

path component is not at the very beginning of the CIR, which add to the difficulty for
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Figure 4.3. An example of the channel impulse responses over a period of time.

equalization; third, the channel is fast time-varying, especially for the 200-m channel,

making the adaptive symbol detection quite challenging.

4.1 PARAMETER SETUP

Due to the fast time variations of the UWA channels, the adaptive turbo detec-

tor partitions each long data payload into multiple blocks of size Kb for processing, as

shown in Fig. 4.1. For each partition block, the first Kp symbols are used as the train-

ing symbols to initialize the adaptive receiver, and the remaining Kd symbols carries

information bits. The resulting training overhead is ξ = Kp/(Kp +Kd) and the corre-

sponding data rate is 9.77× ξqNRc kilo bits per second (kbps). In the data processing,

Kp is fixed as 500 and the choice of Kd is flexible depending on the modulation and the

MIMO size. In Table 4.2, the choice of the training overheads (equivalent to the choice

of Kb since Kp is fixed) and the corresponding information rates are summarized, for

different combinations of modulation and MIMO size.

The step size µ of the adaptive algorithms was set to be exponentially decaying

with each data reuse iteration as in [11, 4], and the decaying factor was set as β = 0.9.

The initial step size was chosen as µ = 1 during the training period, and decreased to
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Table 4.2. List of training overheads (block sizes) and the corresponding data rates for
different combinations of modulation and MIMO size

Modulation MIMO size Block size Training overhead Data rate (kbps)

QPSK
2× 6 3600 13.89% 16.82
3× 12 2200 22.73% 22.64
4× 12 1800 27.78% 28.22

8PSK
2× 6 2200 22.73% 22.64
3× 12 1800 27.78% 31.74
4× 12 1200 41.76% 34.18

16QAM
2× 6 1800 27.78% 28.22
3× 12 1500 33.33% 39.06
4× 12 1050 47.62% 40.92

µ = 0.1 at the DD mode. The choices ofK1 = 100, K2 = 50 and K3 = K4 = 50 are used

for the feedforward filter and the SIC filter, respectively, in this particular experiment.

The maximum number of equalizer iteration (or data reuse) was set as 4. Other relevant

parameters in the adaptive algorithm were set as δNLMS = 0.01, δIPNLMS = 5× 10−5, ǫ =

0.01, and α = 0.

4.2 EXPERIMENTAL RESULTS

The results for the 200-m and 1000-m transmissions are presented. For the

200-m transmission, 30 S3 files and 15 S4 files were recorded in two days during the

experiment. Each file contains one burst as shown above, and all 45 files were processed.

For the 1000-m transmission, 34 data files were recorded during the trial but only 19

of them are valid. The 19 valid files including eight S5 files and eleven S6 files, were all

processed.

4.2.1 Results On The Two-transducer MIMO Transmission. In this

subsection, the processing of the two-transducer MIMO data is discussed. Table 4.3

provides a summary of the results, and the figure of merit is the number of packets

achieving a specific BER level. From the table, the following observations are made:

first, the effectiveness of the turbo equalization is clearly shown, as the detection perfor-
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mance increases with the number of turbo iterations; second, the proposed SD-DA-TEQ

with either NLMS or IPNLMS manifests fast convergence, since most packets achieve

the specified BER performance within 3 ∼ 4 turbo iterations; third, the IPNLMS-based

SD-DA-TEQ exhibits better performance than the NLMS-based SD-DA-TEQ, and the

performance gain tends to increase with the modulation level. With QPSK or 8PSK

modulations, the NLMS achieves comparable performance to the IPNLMS while at

lower complexity, thus is a desired choice for practical use. With 16QAM modulation,

however, the IPNLMS achieves considerable performance gain over the NLMS so is

more preferred.

Table 4.3. Number of packets achieving the specified BER level (2× 6 MIMO)

Range Turbo iter.
QPSK (BER = 0) 8PSK (BER < 10−4) 16QAM (BER < 10−3)
NLMS IPNLMS NLMS IPNLMS NLMS IPNLMS

200m

0 0 0 0 0 0 0
1 14 26 7 8 3 12
2 20 14 9 16 5 13
3 8 3 4 2 6 7
4 0 0 4 5 5 3
5 1 1 2 0 1 0

Total 43 44 26 31 20 35

1000m

0 0 3 0 0 0 0
1 10 13 7 7 4 7
2 5 0 1 1 4 6
3 1 0 0 0 2 0
4 0 1 0 0 1 0
5 0 0 0 0 0 0

Total 16 17 8 8 11 13

Fig. 4.4 provides a more intuitive demonstration of the final detection results

(after five turbo iterations) in Table 4.3. It is easy to see that for the QPSK modulation,

the NLMS and the IPNLMS achieve similar performance for both the 200-m and the

1000-m transmissions. For the 8PSK modulation, the IPNLMS is slightly better than
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Figure 4.4. Detection results of the two-transducer MIMO transmission after 5 turbo
iterations. (a) Results of the 200-m channels. (b) Results of the 1000-m channels.

the NLMS. With the 16QAM modulation, however, the performance gap between the

NLMS and IPNLMS is substantial. For example, the 200-m result shows the percentage

of the packets with BER < 10−4 increases from 11.1% for the NLMS to 60% for the

IPNLMS after five turbo iterations.

Finally, performance analysis is provided for the proposed adaptive equalization

via the mean square error (MSE) curve. For a given turbo iteration, the MSE of the

n-th transmit stream at the (t + 1)-th equalization iteration is estimated via a leaky

integrator as [12, 13]

MSEt+1
n,k+1 = λMSEt+1

n,k + (1− λ)|et+1
n,k |

2 (26)

where k = 1, · · · , Kb, e
t+1
n,k=x̌

t
n,k−x̂

t+1
n,k and λ is set as 0.99. It is noted that MSEt+1

n,1 =

MSEt
n,Kb+1, e

0
n,k=Q(x̂0

n,k)−x̂
0
n,k when Niter = 0 ,and e0n,k=x̄n,k−x̂0

n,k when Niter > 0. In

Fig. 4.5, the MSE curves obtained in the detection of 200-m 2× 6 MIMO packet with

8PSK and 16QAMmodulations are presented, for the first and the third turbo iteration.

Obviously, the MSE gaps between the NLMS and the IPNLMS tend to decrease with

the number of equalization iterations. Even though, for the 16QAM modulation, there
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Figure 4.5. The MSE curves of the 2 × 6 MIMO detection with 8PSK and 16QAM
modulations (200-m channel).

is still nonnegligible 2 dB difference between the IPNLMS and the NLMS, after multiple

equalizer iterations. This observation matches the BER results in Table 4.3.

4.2.2 Results On The MIMO Transmission With More Than Two

Transducers. This subsection presents the processing results for 3× 12 and 4× 12

MIMO transmission. Compared with the two-transducer transmission, the detection

gets more difficult with more concurrent transmission streams, due to the increased

co-channel interference (CCI). Figure 4.6 presents the results of the 1000-m 3 × 12

transmission. Though the 3 × 12 UWA channels experienced severe spatial selectivity

due to the comparable channel gain between the third transducer and the receive hy-

drophones. The SD-DA-TEQ still enabled robust detection in the QPSK and 8PSK

packets with reasonable training overhead. With a 22.73% training overhead, both the

NLMS and the IPNLMS based SD-DA-TEQs detected successfully most QPSK pack-

ets with BER < 10−4. Specifically, with the IPNLMS algorithm, 84.2% of the packets

achieve BER < 10−4 and the remaining packets have the BER < 10−3. As to the
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Figure 4.6. Detection results of the 3× 12 MIMO transmission after 5 turbo iterations
(1000-m channel).

8PSK packets, 89.5% of them achieve satisfactory performance with BER < 10−2 with

the IPNLMS algorithm, at a 27.78% training overhead. The training overhead for the

16QAM modulation was increased to 33.3%. With the IPNLMS-based SD-DA-TEQ,

52.6% 16QAM packets achieve the BER < 10−2, and 31.6% packets reach the BER

level of 10−2.

The results of the 4×12 MIMO transmission are next demonstrated in Fig. 4.7,

where the training overheads have been increased to 27.78%, 41.76% and 47.6% for

QPSK, 8PSK, and 16QAM, respectively. Compared with the cases with 2 and 3 trans-

ducers, the performance improvement of the sparsity enhanced INPNLMS algorithm is

greatly amplified in the 4 × 12 MIMO transmission. For example, the IPNLMS algo-

rithm still works decently with the QPSK packets. Specifically, 57.9% QPSK packets

achieve satisfactory performance with BER < 10−3, and only one packet fails with BER

> 10−1. The detection results for 8PSK and 16QAM modulations, are not as satisfac-

tory as those for the QPSK modulation, even a higher training overhead was used. A

closer look at the detection results reveals the performance bottleneck lies in the third

transmit stream, whose signal strength is pretty weak on the receive side.
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Figure 4.7. Detection results of the 4× 12 MIMO transmission after 5 turbo iterations
(1000-m channel).

4.2.3 Comparison Between The Proposed SD-DA-TEQ And The HD-

DA-TEQ. It is found the HD-DA-TEQ experienced convergence issue in the process-

ing of 8PSK and 16QAM packets, due to the catastrophic effect of error propagation.

Even with QPSK modulation, the NLMS-based HD-DA-TEQ did not converge as also

observed in [4]. Therefore, the comparison between the proposed SD-DA-TEQ and the

HD-DA-TEQ is limited to the two-transducer MIMO transmission with QPSK modu-

lation and the IPNLMS algorithm. The comparison is shown in Fig. 4.8 for the 200-m

transmission. Obviously, the SD-DA-TEQ outperforms the HD-DA-TEQ dramatically.

After three turbo iterations, 43 packets achieve zero BER by using the SD-DA-TEQ.

On the contrary, the detection still fails for 15 packets with BER larger than 10−1 when

the HD-DA-TEQ is adopted.

In Fig. 4.9, the detection results of the 200-m and the 1000-m transmissions are

compared in terms of the percentages of different BER ranges. After one turbo iteration,

71.1% and 73.3% of packets achieve BER < 10−4 for the 200-m channel and the 1000-

m channel, respectively, with the proposed SD-DA-TEQ. With three turbo iterations,

the SD-DA-TEQ successfully detected 97.8% 200-m packets and 94.8% 1000-m packets
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Figure 4.8. BER comparison between the SD-DA-TEQ and the HD-DA-TEQ for 2×6
MIMO transmission (200-m channels). (a) Comparison after 1 turbo iteration. (b)
Comparison after 3 turbo iterations.

with BER < 10−4 (most of these packets achieved zero BER). With the HD-DA-TEQ,

however, there are still 31.1% 200-m packets and 84.2% 1000-m packets failed with

BER > 10−1. This comparison again demonstrates the superiority of the proposed

SD-DA-TEQ over the HD-DA-TEQ.
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Figure 4.9. BER range comparison between the SD-DA-TEQ and the HD-DA-TEQ
after 1 and 3 turbo iterations for 2 × 6 MIMO transmission. (a) Comparison in the
200-m channels. (b) Comparison in the 1000-m channels.
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Finally, the comparison in terms of MSE is presented in Fig. 4.10. From the

figure, the difference in MSE between the proposed SD-DA-TEQ and the HD-DA-TEQ

can be more than 5 dB. Further, the SD-DA-TEQ converges faster than the HD-DA-

TEQ, as shown by the gap between the first and the third turbo iteration.
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Figure 4.10. MSE comparison between the SD-DA-TEQ and the HD-DA-TEQ for 2×6
MIMO transmission (200-m channels).

4.2.4 Evolutional Behavior Of The Proposed SD-DA-TEQ. The perfor-

mance gain brought by the turbo iteration of the SD-DA-TEQ, has been demonstrated

in Table 4.3. In this subsection, the evolutional behavior of the SD-DA-TEQ is elabo-

rated in more details.

In Fig. 4.11, the quality evolution of the soft decisions is presented by using

8PSK packet as an example. Each row shows the quality evolution at different equal-

izer iterations for a given turbo iteration, and each column demonstrates the quality

evolution at different turbo iterations for a given equalizer iteration. Obviously, the

quality of the soft decisions increases with the number of equalizer iterations and the
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number of turbo iterations, as expected. It is also clearly shown the a posteriori soft

decisions provide better fidelity than the a priori soft decisions due to the extra infor-

mation gleaned over the equalization iterations.

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

A posteriori SD, turbo iter. 1, eq. iter. 1 

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

A posteriori SD, turbo iter. 1, eq. iter. 3

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1
A posteriori SD, turbo iter. 2, eq. iter. 1

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

A posteriori SD, turbo iter. 2, eq. iter. 3

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1
A priori SD, turbo iter. 3

Real Part

Im
ag

. P
ar

t

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

Real Part

A posteriori SD, turbo iter. 3, eq. iter. 1

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

Real Part

A posteriori SD, turbo iter. 3, eq. iter. 3

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

Im
ag

. P
ar

t

A priori SD, turbo iter. 1

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

Im
ag

. P
ar

t

A priori SD, turbo iter. 2

Figure 4.11. The evolution of soft decisions.

In Fig.4.12, the evolutional behavior of the IPNLMS-based SD-DA-TEQ is

demonstrated by using MSE as the figure of merit. For each subfigure, the number

of turbo iterations is fixed as 3, and the number of equalization iterations varies from 0

to 4. Obviously, the MSE decreases consistently with the increase in the equalization it-

erations, regardless of the modulation. With 4 equalization iterations, the performance

gain achieved can be up to 14 dB and 6 dB during the training phase and the DD
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phase, respectively. The results with the NLMS-based SD-DA-TEQ are very similar

thus omitted for brevity.
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Figure 4.12. The MSE evolution of the IPNLMS-based SD-DA-TEQ.

In Fig. 4.13, the performance evolution of the NLMS-based SD-DA-TEQ with

different numbers of equalization iterations is shown for the 8PSK packets, where the

number of turbo iteration has been fixed as 3. Obviously, the detection fails (the

BERs of all the packets are above 10−1) without using any equalizer iteration. The

performance keeps increasing with the increase in the number of equalizer iterations.
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5 CONCLUSION

A soft-decision driven adaptive turbo equalization scheme was proposed for

MIMO underwater acoustic communications. The data reuse technique was adopted

such that the adaptive equalizer itself performs iterative symbol detection, enabling

the usage of a posteriori soft decisions for the equalizer adaptation and the soft inter-

ference cancelation. Attributed to the better fidelity of the a posteriori soft decisions

as compared with the a priori soft decisions employed in the existing adaptive turbo

equalization, the proposed scheme not only provided robust detection performance but

was very efficient in terms of spectral utilization and processing delay. Therefore, it is a

good candidate for practical use. The proposed scheme was tested by the experimental

data collected in the SPACE08 undersea experiment and showed powerful detection ca-

pability. It worked successfully in MIMO transmission with multilevel modulations and

more than two concurrent transmit streams, which is not found in existing literature.
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III. BLOCK ITERATIVE FDE FOR MIMO UNDERWATER ACOUSTIC

COMMUNICATIONS

Weimin Duan, Yahong Rosa Zheng Fellow, IEEE, Dajun Sun, and Youwen Zhang

ABSTRACT—In this paper, we propose a low complexity iterative detection scheme

for the uncoded zero padding (ZP) single carrier (SC) transmission in Multiple-input

Multiple-output (MIMO) underwater acoustic (UWA) channels. Due to the long mul-

tipath in UWA channels, ZP SC-FDE has to use large block size to achieve low com-

putational complexity and high data efficiency. But, the higher bandwidth efficiency

results in more sever channel estimation error and performance degradation. To en-

hance the performance of the ZP SC systems with high data efficiency, we design a

soft-decision block iterative frequency-domain equalization (BI-FDE) combined with

iterative channel estimation. With increasing reliability as the the iteration proceeds,

the soft decision symbols obtained at the previous iteration are used to re-estimate the

channel, thus improving the overall system performance. Since both the feedfoward

and feedback filters are designed in frequency domain without the aid of channel cod-

ing, the proposed SD BI-FDE scheme is affordable for real-time implementation. The

performance enhancement of the proposed iterative receiver has been verified through

a pool test.
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1 INTRODUCTION

High data-rate multiple-input multiple-output (MIMO) underwater acoustic (UWA)

communications is very challenging due to severe inter-symbol interference, strong spa-

tial correlation and fast channel variation. Currently, two classes of low-complexity

transmission schemes are commonly used in high data-rate coherent UWA communi-

cations: orthogonal frequency division multiplexing (OFDM) and singer carrier fre-

quency domain equalization (SC-FDE) [1, 2]. The OFDM system divides the data

stream into multiple parallel data streams, which are transmitted with orthogonal sub-

carriers. Since the sub-channels can be treated as frequency flat fading channels, the

(Fast Fourier Transform) FFT based receiver can be implemented with low complexity.

SC-FDE transmits in wideband but converts the received signal into frequency domain

via FFT, performs frequency domain equalization, and converts the equalized signal

back to time domain via IFFT before detection. The SC-FDE has the same overall

transceiver complexity as that of the OFDM.

Due to the long multipath in UWA channels, both OFDM and SC-FDE has to

use large block size to achieve high data efficiency. But, the higher bandwidth efficiency

results in more sever channel estimation error and performance degradation. Combined

with channel coding, Turbo SC-FDEs have been proposed to approach the near optimal

performance in MIMO (UWA) communications [2]. However, the iterative processing

in Turbo SC-FDE considerably complicates the hardware design of the receiver, since

the unavoidable soft-output decoding contributes a lot to the overall computational

complexity. It is then of great practical interest to design an iterative frequency domain

equalizer without the soft-output decoder for UWA communications.

A block iterative FDE (BI-FDE) with frequency domain decision feedback fil-

tering was proposed for uncoded SC-FDE systems [3]. The BI-FDE operates iteratively

on the same set of received signal without the help of channel coding. At each iteration,
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the decisions of the estimated symbols in the previous iteration are used as the input

of the frequency domain decision feedback filter. Meanwhile, the filter coefficients are

computed in each iteration with the estimated correlation factor (hard decision directed

design) or data signal power and disturbance variance (soft decision directed design).

The BI-FDE was extended to uncoded and coded SC-MIMO systems in [4]. However,

it does not apply the independence constraint when soft decision feedback is used, and

the performance in MIMO systems is not shown. The application of BI-FDE in UWA

communications is very limited. Most of existing work test the block iterative FDE in

single-input single-output or single-input multiple output systems [5, 6].

In this paper, we investigate the BI-FDE for zero padding (ZP) SC MIMO UWA

communications. In the proposed FD receive scheme, an iterative channel estimator

is embedded into the BI-FDE, where the soft decisions of the estimated symbols in

the previous iteration are also used to re-estimate the channel. A 2x4 MIMO UWA

communication test was conducted in the pool of Harbin Engineering University to

verify the proposed algorithm. Without the help of channel coding, the experimental

results show that the proposed iterative receiver achieves satisfactory performance at

the symbol error rate (SER) level of 10−3 to 10−4.
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2 SYSTEM MODEL

Consider an uncoded MIMO UWA communication systems with N transduc-

ers at the transmitter and M hydrophones at the receiver. At the transmitter, each

independent binary information bit stream is mapped into symbols, which are chosen

from a specific alphabet set S = {α1, α2, · · · , α2Q} with normalized unit average power.

The mapped symbols are then grouped into blocks with length K, and Kzp zeros are

inserted between two consecutive blocks to avoid the inter-block interference (IBI). The

N parallel zero-padded (ZP) blocks are modulated with the same single carrier, then

simultaneous transmitted to the MIMO UWA channel.

After front end processing at the receiver, such as synchronization, demodulation

and down sampling, the received baseband signal of the m-th hydrophone at time

instant k can be expressed as

rm,k =

N∑

n=1

L−1∑

l=0

hl(m,n)xn,k−l + wm,k, (1)

where {hl(m,n)}L−1
l=0 is the channel impulse response (CIR) between the m − th hy-

drophone and n − th transducer, and L is the length of the channel. Besides, wm,k is

the sampled additive white Gaussian noise (AWGN) at them−th hydrophone with zero

mean and variance σ2
w. After stacking up the received symbols from all the M receive

elements, the received signals can be written as a vector rk = [r
(1)
k , r

(2)
k , . . . , r

(M)
k ]T

rk =

L−1∑

l=0

hlxk−l +wk (2)

where

xk = [x1,k, x2,k, . . . , xN,k]
T (3)

wk = [w1,k, w2,k, . . . , wM,k]
T (4)
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and

hl =












hl(1, 1) hl(1, 2) · · · hl(1, N)

hl(2, 1) hl(2, 2) · · · hl(2, N)

...
...

. . .
...

hl(M, 1) hl(M, 2) · · · hl(M,N)












. (5)

To enable the low-complexity frequency domain bin-wise processing, we use an

overlap-add (OLA) method to reformulate the received signal as

y = [rT1 , · · · , r
T
K ]T + [rTK+1, · · · , r

T
K+Kzp

,01×(K−Kzp)]
T. (6)

Note that the OLA method is also used in ZP-OFDM [7]. Then the linear convolution

in (2) is converted to a circular convolution as

y = hx +w, (7)

where x = [x1,x2, · · · ,xK ]
T is the concatenated transmitted symbols, w = [w1,w2,

· · · ,wK ]
T is the vector of sampled noise, and h is a block circulant channel matrix with

[hT
0 , · · · ,h

T
L−1, 0M×{N(K−L)}]

T being its first column.

To convert the block-wise time domain signal into frequency domain, we define

a K-point unitary discrete Fourier transform (DFT) matrix as F. Thus FH is the K-

point unitary IDFT matrix. For MIMO systems, the block DFT matrix for transmitted

symbol vectors and received signal vectors are further defined as Ft = F ⊗ IN and

Fr = F⊗IM , respectively, where ⊗ denotes the Kronecker product operation. Multiply

Fr on both sides of (7) yields

Y = Frhx+ Frw = HX+ Frw, (8)

where Y = [Y1,Y2, · · · ,YK ]
T is the frequency domain block-wise received signal, X =

Ftx = [X1,X2, · · · ,XK]
T is the frequency domain block-wise transmitted symbols, and
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H = FrhF
H
t is the frequency domain channel matrix. Since the time domain channel

matrix h is block circular, H = Bdiag{Hk}Kk=1 is a block diagonal matrix, with each

diagonal element Hk being the frequency response of the MIMO channel at the kth

frequency bin.
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3 BLOCK ITERATIVE RECEIVE SCHEME FOR MIMO SYSTEMS

We propose a block iterative receive scheme which combines the BI-FDE with

iterative channel estimation for uncoded MIMO systems. As depicted in Fig. 3.1,

an iterative channel estimator is embedded in a BI-FDE to perform the joint channel

estimation and equalization. In each iteration, the soft decisions from the FDE are used

both in channel estimation and decision feedback equalization at the next iteration.

FFT
Feedforward

Filter

Filter

Feedback

Pilot

NLMS Channel
Estimator

IFFT

FFT

APP
Calc. Unit

Soft

Mapper

Soft Decision Symbols

Figure 3.1. Structure of the proposed iterative receiver.

The BI-FDE consists of a FD feedforward filter W and a FD feedback filter D.

In the ith iteration, the estimated transmit symbols are given as [8]

x̂(i) = FH
t WY − FH

t DFtx̃
(i−1), (9)

where x̃(i−1) is the a posteriori soft decisions of the transmit symbols at the (i− 1)-th

iteration. The feedforward filter W = Bdiag{Wk}
K
k=1 and the feedback filter D =

Bdiag{Dk}Kk=1 are calculated by minimizing the MSE(i) = E
{
(x̂(i)−x)H(x̂(i)−x)

}
with

the constraint
K∑

k=1

Dk[n, n] = 0, for n = 1, 2, · · · , N . Here, the constraint avoids the

self-subtraction of the desired symbol in the feedback signals [8]. Using the Lagrange
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multipliers method as in [8], the W and D can be solved as

Wk = (IN +DkΘ
H
0 )H

H
k (HkH

H
k + σ2IM)−1, (10a)

Dk = D1
k −ΛD2

k, (10b)

where D1
k = ΓkB0D

2
k, D

2
k = (B0 − ΘH

0 ΓkΘ0)
−1, Γk = HH

k (HkH
H
k + σ2IM)−1Hk. B0

and Θ0 are correlation matrices defined as

B0 = diag{β1, β2, · · · , βN},

Θ0 = diag{θ1, θ2, · · · , θN},

(11)

where the elements of B0 and Θ0 are obtained by

E{x̃(i−1)
n,k (x̃

(i−1)
n′,k′ )

∗} = βnδn,n′δk,k′,

E{xn,k(x̃
(i−1)
n′,k′ )

∗} = θnδn,n′δk,k′,

(12)

and δn,n′ = 1, δk,k′ = 1 if and only if n = n′, k = k′. Besides, Λ = diag{λ1, λ2, · · · , λN}

is a diagonal matrix, and each element is a Lagrange multiplier

λn =

K∑

k=1

D1
k[n, n]

K∑

k=1

D2
k[n, n]

. (13)

The equalized symbol x̂
(i)
n,k is assumed to be Gaussian distributed N (µ̌nx

(i)
n,k, σ̌

2
n),

which is similar to the broadly used gaussian approximation in turbo equalization. The

parameters µ̌n and σ̌2
n are given as

µ̌n =
1

K

K∑

k=1

{

WkHk

}

[n, n],

σ̌2
n =

1

K

K∑

k=1

{

Γk +Dk(B0 −ΘH
0 ΓkΘ0)D

H
k

}

[n, n]− µ̌2
n.

(14)
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Then based on the equalized symbol x̂
(i)
n,k, the a posteriori probability p(x

(i)
n,k =

αj |x̂
(i)
n,k) can be computed as

p(x
(i)
n,k = αj |x̂

(i)
n,k) = C exp

−|x̂(i)
n,k − µ̌nαj|2

σ̌2
n

(15)

where the αj belongs to the alphabet set S and C is a constant. We use the a posteriori

probability p(x
(i)
n,k = αj |x̂n,k) to calculate the a posteriori mean of the equalized symbol

x̂
(i)
n,k as follows

x̃
(i)
n,k =

∑

αj∈S

αjp(x
(i)
n,k = αj|x̂

(i)
n,k), (16)

which are treated as the a posteriori soft decisions of x̂
(i)
n,k and fed into the feedback

filter at the (i+ 1)− th iteration.

Moreover, we also use the a posteriori soft decisions of x̂
(i)
n,k as the virtual pilot

to re-estimate the channel, which iteratively lower the channel estimation error. In

this paper, we use a low-complexity normalized least mean squares (NLMS) algorithm

to perform the iterative channel estimation. Note that in the first iteration, the soft

decisions of the transmit symbols are unavailable, hence the pilot symbols are used to

provide the initial estimation of the channel.
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4 POOL EXPERIMENTAL RESULTS

4.1 EXPERIMENTAL SETUP AND DATA FORMAT

A pool experiment was conducted to test the proposed algorithm at Harbin

Engineering University in July, 2015. In this experiment, a MIMO single carrier acoustic

communication system with QPSK modulation was tested. The center carrier frequency

was fc = 12 kHz. The symbol rate was 4 kbps, and the roll-off factor for the square-

root raised cosine pulse shaping filter was chosen as β = 0.2. Two transducers and 4

hydrophones were used to set up a 2 × 4 MIMO transmission.The depth of the pool

was 5m. The two transducers were positioned at 1.25m and 2.05m below the water

surface, respectively. The four hydrophones were evenly placed with depth from 1.4m to

3.2m. The communication distance was approximately 15m. Both the transducer and

hydrophone were fixed, and the water surface kept calm during the experiment. Silver

sand are put at the bottom of the pool to simulate the environment of an underwater

channel. Besides, anechoic tile is attached on both sides of the pool to formulate far

field acoustic propagation.

The data structure of the transmit blocks are presented in Fig. 4.1. The block

size of data payloads are set as 2048 and 4096. In each block, 400 pilot symbols

are inserted before the data payload for initial channel estimation. Besides, linear

frequency modulation (LFM) signals are attached at the front and end of each packet

for synchronization.

Pilot Payload Gap Pilot Payload

Block i Block i+1

Figure 4.1. The data structure in the pool experiment.
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4.2 PERFORMANCE EVALUATION

A typical channel in the experiment is shown in Fig. 4.2, which has long and

severe multipath delay. Hence single carrier communications in this environment would

be challenging.
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Figure 4.2. An example channel in the pool experiment.

We processed 32 blocks of size 2048 and 24 blocks of size 4096, and the pilot

overheads for the two groups of data are 19.5% and 9.77%, respectively. Figure 4.3

provides a typical example of the IB-FDE process with a block of size 4096, which

increases the output SNR by 4.5dB. In this example, the SER with one-time FDE is

0.047. After 6 iteration, the SER is decreased to 2.44×10−4, which achieves two orders

of performance improvement.

The SER performance is further summarized in Fig. 4.4 and Fig. 4.5, in terms

of the percentage of the blocks that fall in the specified BER ranges. Generally, the

performance of blocks with higher bandwidth efficiency are worse than blocks with

lower bandwidth efficiency. In both cases of block transmission, the iterative processing

progressively reduces the error of symbol detection. For blocks with size of 2048, after
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Figure 4.3. An example of performance improvement in the IB-FDE process.
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Figure 4.4. BER ranges comparison with different number of iterations (block size
2048, 2× 4 MIMO UWA channels).

5 iterations, 53.1% blocks achieves SER < 10−4 and other 46.9% blocks still have SER

< 10−3. The blocks with 4096 symbols follows a similar performance trend, which have

62.5% of blocks with SER < 10−3 after 6 iterations.
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5 CONCLUSION

In this paper, a low-complexity block iterative frequency domain symbol detec-

tion scheme is proposed for ZP SC-MIMO UWA communications. The iterative receiver

combines the BI-FDE with iterative channel estimation. The algorithm has been veri-

fied through an UWA single carrier communication test with high data-efficiency. The

reliability of symbol detection and channel estimation increased iteratively, which gains

obvious performance improvement over non-iterative FDE. Compared with traditional

FD Turbo equalization, the complexity of the proposed receiver is further reduced,

which is promising for real-time implementation.
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IV. EXPERIMENTAL EVALUATION OF TURBO RECEIVERS IN

SINGLE-INPUT SINGLE-OUTPUT UNDERWATER ACOUSTIC

CHANNELS

Weimin Duan and Yahong Rosa Zheng, Fellow, IEEE

ABSTRACT—This paper presents some experimental results on both the channel es-

timation based minimum mean square error Turbo equalizer (CE MMSE-TEQ) and the

direct-adaptation turbo equalizer (DA-TEQ) in single-input single-output (SISO) un-

derwater acoustic (UWA) channels. For CE MMSE-TEQ, we compare the soft-decision

feedback Turbo equalizer (SDFE), the bidirectional soft-decision feedback Turbo equal-

izer (Bi-SDFE) and the classic linear Minimum Mean Square Error (MMSE) Turbo

equalizer in terms of bit error rate (BER) performance. For DA-TEQ, the recently pro-

posed soft-decision direct-adaptation TEQ (Soft DA-TEQ) is evaluated with the same

set of experimental data. Both QPSK and multilevel modulations (8PSK and 16QAM)

have been tested with the symbol rate of 9.77 ksymbols/s. Experimental results show

that the CE-TEQs are more robust in SISO underwater acoustic transmission under

harsh channel conditions. Especially, with low pilot overheads, the recently proposed

Bi-SDFE achieved low BER performance in all cases.
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1 INTRODUCTION

The multi-channel receive techniques, such as time-reversal combining [1], adap-

tive single-input multiple-output (SIMO) decision feedback equalization (DFE) [2], are

used to increase the reliability of underwater data transmission. All the multi-channel

receive techniques are built on the physical hydrophone arrays. However, a practical

issue for an undersea network or point to point underwater acoustic (UWA) communi-

cations is the physical size of the modems. Especially for commercial UWA modems,

the multi-channel receive schemes amplify the cost in hydrophones and hardware im-

plementation. Therefore, the design of robust receive techniques with single receive

element is highly desirable.

Turbo equalization is considered as an effective iterative receive scheme to com-

bat UWA channel dispersions [3]. In turbo detection, channel equalization and decoding

are performed jointly, which is different from classic receive scheme that separates the

channel equalization and decoding. Hence, the power of modern channel codings are

much more efficiently used during the signal detection, which greatly enhance the ro-

bustness of the communication systems. Currently, two classes of turbo equalizers are

commonly used in UWA communications: channel estimation based minimum mean

squared error turbo equalizer (CE MMSE-TEQ) [4, 5, 6] and direct-adaptation turbo

equalizer (DA-TEQ) [7].

In CE MMSE-TEQ, the UWA channel is explicitly estimated and incorporated

into the calculation of MMSE equalizer coefficients. The existing CE MMSE-TEQs

can be further classified into two categories: Turbo MMSE Linear Equalizers (Turbo

LEs) [8] and Turbo MMSE Decision Feedback Equalizers (Turbo DFEs) [3]. First, the

approximate implementation of MMSE-LE (approximate Turbo LE) has been consid-

ered for UWA communications, which only updates the equalizer coefficients once at

each Turbo iteration [4, 7]. Second, a family of Turbo DFEs have been proposed for
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tough inter symbol interference (ISI) channels, which exhibit less noise enhancement

and better Bit-Error-Rate (BER) performance than the Turbo LEs. For example, the

soft-decision feedback Turbo equalizer (SDFE) [9] achieves good performance in severe

ISI channels while maintaining linear computational complexity. Moreover, a bidirec-

tional SDFE (Bi-SDFE) was recently proposed to further enhance the robustness of

SDFE in tough UWA channels [10].

DA-TEQ is another class of TEQ considered for UWA communications, which

uses adaptive algorithms to directly estimate the coefficients of the equalizer [11, 7].

Since the large size matrix inversion operation in the CE MMSE-TEQs is avoided, the

DA-TEQ exhibits lower complexity and is more attractive for hardware implementa-

tion. After initial training, most existing DA-TEQs use hard-decisions of the equalizer

output to track the time-variations of the UWA channel. The main drawback of this

hard decision directed adaptation is the error propagation, which may result into a

catastrophic failure of the convergence. To lower the error propagation effect in coef-

ficients adaptation, a soft-decision DA-TEQ was recently proposed for multiple-input

multiple-output (MIMO) UWA communications, where the a priori soft decision from

the decoder is used to direct the filter adaptation [12].

The performance of the turbo equalization in UWA communication systems has

been verified by many oceans experiments [4,5,7,11,13,6]. But, in most of the reported

experiments, turbo equalization has been tested in either SIMO or MIMO systems,

which all required a hydrophone array at the receiver. It is therefore interesting to

evaluate the Turbo receiver algorithms, especially the recently proposed Turbo DFEs

[13,10] and Soft DA-TEQ, for how robust they can perform with the single-input single-

output (SISO) setting under harsh channel conditions. In this paper, we use data

collected in the SPACE08 experiment to evaluate the performance of several Turbo

receiver algorithms in time-varying SISO UWA channels.
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2 SYSTEM MODEL

Consider a single carrier system with bit-interleaved coded modulation (BICM)

as shown in Fig. 2.1. At the transmitter side, a sequence of information bits {bi}
Kb

i=1 are

encoded and interleaved. The interleaved coded bits are grouped as c = [c1 c2 · · · cKc
],

where ck denotes the kth coded bit vector [ck,1 ck,2 · · · ck,q] with the jth bit ck,j ∈ {0, 1}.

The symbol mapper then maps each coded bit vector ck to a symbol xk from the 2q−ary

alphabet set S = {α1, α2, · · · , α2q}. Here αi corresponds to a deterministic bit pattern

si = [si,1 si,2 · · · si,q] with si,j ∈ 0, 1, which maps a group of interleaved encoded bits with

a specific symbol. After symbol mapping, the baseband signal is upsampled and pulse

shaped. The pulse shaped signal is modulated with a single carrier, then transmitted

to the SISO UWA channel.

MapperEncoder
UWA

Channel

bi ck xk yk∏

wk

Figure 2.1. Block diagram of the single transmitter UWA communication system.

At the receiver side, the received signal is synchronized and demodulated to base-

band. After downsampling, the symbol rate received baseband signal at time instant k

is written as

yk =

L−1∑

l=0

hlxk−l + nk (1)

where hl is the lth tap of the length-L baseband equivalent UWA channel, xk−l is

the symbol transmitted at time instant k − l. In addition, nk represents the sampled

noise, which is modeled as additive white Gaussian noise (AWGN) with zero mean and

variance σ2
n. We can also stack K = K1 +K2 + 1 received symbols as a vector rk, and
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rewrite equation (1) in matrix form

rk = Hxk + nk (2)

where

rk = [yk−K2
yk−K2+1 · · · yk+K1

]T (3a)

xk = [xk−K2−L+1 xk−K2−L+2 · · ·xk+K1
]T (3b)

nk = [nk−K2
nk−K2+1 · · ·nk+K1

]T (3c)

H=









hL−1 · · · h0 · · · 0

...
. . .

. . .
. . .

...

0 · · · hL−1 · · · h0









. (3d)
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3 TURBO RECEIVER STRUCTURES

The structure of the MMSE Turbo receiver is depicted in Fig. 3.1, which is

composed of two units: a MMSE Turbo equalizer and a maximum a posterior proba-

bility (MAP) decoder. Different from the classic separate processing scheme, the turbo

receiver jointly performs the channel equalization and decoding in an iterative fashion.

The MMSE equalizer estimates the transmitted symbol x̂k with the received signal and

the a priori log likelihood ratios (LLRs) La(ck,j) provided by the decoder. Then, the

estimated symbol x̂k is mapped to the bit extrinsic LLRs Le(ck,j). After de-interleaving

operation, the bit extrinsic LLRs are treated as the a priori information Ld
a(ck′ ,j′) for

MAP decoding. The MAP decoder also outputs the corresponding bit extrinsic LLRs

Ld
e(ck′ ,j′), which is further interleaved and fed back to the MMSE equalizer as the new

bit a priori information La(ck,j). Based on the turbo principle, the extrinsic LLRs are

iteratively exchanged between the MMSE equalizer and MAP decoder, and the reliabil-

ity of the soft information progressively increases with the number of iterations. After

multiple iterations, the iterative processing stops, and the final hard decision b̂i is made

at the decoder output.

Equalizer

MMSE Turbo
MAP decoder

rk

La(ck,j)

Le(ck,j) Ld
a(ck′ ,j′ )

Ld
e(ck′ ,j′ )∏

∏−1
b̂i

Figure 3.1. Block diagram of the Turbo receiver for SISO UWA communication system.

In the practical application of turbo receiver, the equalizer coefficients are either

computed based on the estimated channel impulse response (CIR) or directly estimated
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through adaptive methods. In this paper, we consider both the CE based TEQ and DA-

TEQ. In the CE based Turbo receivers, we adopt an iterative channel estimation scheme,

which is implemented with the Normalized Least Mean Square (NLMS) algorithm.

The estimated UWA channel is then incorporated into the computation of the MMSE

equalizer coefficients. In the DA-TEQ, we utilize the NLMS algorithm to directly

estimate the equalizer coefficient without channel knowledge. In the following, we

briefly review four TEQs evaluated in this paper.

3.1 CE-BASED LMMSE TURBO EQUALIZER

In the CE-BASED LMMSE Turbo Equalizer, the a priori LLRs La (ck,j) pro-

vided by the decoder are used to compute the a priori soft decision

x̄k = E
[

xk| {La (ck,j)}
Q

j=1

]

=
∑

αi∈S

αiP (xk = αi) (4)

where

P (xk = αi) =

q
∏

j=1

1

2
(1 + s̃i,j tanh (La (ck,j) /2)) (5)

and

s̃i,j =







+1 if si,j = 0

−1 if si,j = 1.

The transmitted symbol xk is estimated by a linear combining of the received

signals and the a prior soft decisions [8]

x̂k = fH(rk − Ĥx̃k) (6)

where rk is defined in (3a), f is the feedforward filter with length being K = k1+k2+1,

Ĥ is the estimated channel matrix, and x̃k = [x̄k−K2−L+1 · · · x̄k−1 0 x̄k+1 · · · x̄k+K1
]T .

Considering the computational complexity, we evaluate an approximate imple-

mentation of Turbo LE [8], which only computes the feedforward filter once at each
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turbo iteration

f = (σ2
wIK + v̄ĤĤH)−1h̃k (7)

Here, v̄ is the time averaged variances of the transmitted symbols, which is computed

based on the a priori information [8]. Besides, h̃k is the (K2 + L)th column of Ĥ.

3.2 CE-BASED SOFT-DECISION FEEDBACK TURBO EQUALIZER

A low-complexity CE-BASED SDFE was proposed in [9] to lower the error

propagation in traditional Turbo DFEs. At the SDFE, the estimated symbol x̂n is

given by

x̂k = grk + bxd
k + dk (8)

where g is the feedforward filter, b is the feedback filter of length K3 = K2+L−1, and

dk is the time-varying offset. Besides, the input vector of the feedback filter is defined

as xd
k = [xd

k−K3
xd
k−K3+1 · · ·x

d
k−1]

T , and xd
k is the a posterior soft decision estimated by

the bit a priori information La(ck,j) and bit extrinsic information Le(ck,j). Note that

the low-complexity SDFE only updates the feedforward filter and feedback filter once

at each turbo iteration.

The filters in the SDFE at each turbo iteration are given by

gH= [σ2
wIK+Ĥ(Cff−Cfb(Cbb)−1CfbH)ĤH ]−1s (9a)

bH= −(Cbb)−1ĤC
fbH

gH (9b)

dk = E{xk} − gĤE{xk} − bE{xd
k} (9c)

where Cff , Cfb and Cbb are the covariance matrices defined as

Cff = E
{
xkx

H
k

}
−E {xk}E

{
xH
k

}
(10a)

Cfb = E
{

xkx
d
k

H
}

− E {xk}E
{

xd
k

H
}

(10b)

Cbb = E
{

xd
kx

d
k

H
}

− E
{
xd
k

}
E
{

xd
k

H
}

(10c)
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which are computed by the a priori information and the a posteriori information, as

detailed in [9], and s = Ĥ[01×(K2+L−1) 1 01×(K1)]
T is the selection vector.

3.3 CE-BASED BIDIRECTIONAL SOFT-DECISION FEEDBACK

TURBO EQUALIZER

The Bi-SDFE was proposed for UWA communication in [10], which has used a

time-reversed SDFE in conjunction with a normal SDFE to harvest the time-reverse

diversity in decision feedback equalization. Both the normal SDFE and time reversal

SDFE are the low-complexity implemented SDFE proposed in [9,14]. Besides, a simple

and effective linear combing scheme was adopted to combine the extrinsic LLRs at the

outputs of the SDFEs:

Le(ck,j) =
1

1 + ̺j
(Le,f(ck,j) + Le,b(ck,j)) (11)

where Le,f(ck,j) , Le,b(ck,j) are the extrinsic LLRs from the normal SDFE and the time-

reversed SDFE with respect to the same bit position j, ̺j is the correlation coefficient

estimated by time averaging

ˆ̺j =

∑Kc

k=1 [Le,f(ck,j)− µ̂j,f ] [Le,b(ck,j)− µ̂j,b]

(Kc − 1)σ̂j,f σ̂j,b

. (12)

Similarly, here the mean µ̂j,f and µ̂j,b, standard deviations σ̂j,f and σ̂j,b are also estimated

by time-averaging.

3.4 SOFT-DECISION DIRECT-ADAPTATION TURBO EQUALIZER

At the DA-TEQ, the estimated symbol x̂
(n)
k is a linear combining of the received

signals and the a prior soft decisions

x̂k = wH
k rk + qH

k x̃k (13)
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where wk is the feedforward filter and qk is the soft interference cancelation (SIC)

filter. We can reformulate equation (13) as x̂k = GH
k Uk. Here Gk = [wT

k qT
k ]

T is the

concatenation of the feedforward and SIC filters, and Uk = [rTk x̃T
k ]

T is the overall input

of the filters. The DA-TEQs utilize the adaptive algorithms, such as NLMS, to directly

estimate the eqaulizer coefficients

Gk+1 = Gk + 2
µ

ǫ+ rkr
H
k

(xk − (Gk)
HUk)Uk (14)

where the µ is the step size, ǫ is a small number for regularization.

To track the time variations of the UWA channles, the filter adaptation continues

in decision-directed (DD) mode after training phase, where the xk in (14) is replaced

with the tentative hard decision of x̂k. Such an empirical processing method is widely

used in existing DA-TEQs for underwater acoustic communication systems. The main

drawback of the hard decision directed adaptation is the error propagation, which may

results into a catastrophic failure of the convergence. Recently, a soft-decision DA-

TEQ (Soft DA-TEQ) was proposed for MIMO UWA communication systems [12], which

utilized the a priori soft decision x̄k from the decoder to direct the equalizer coefficients

adaptation. In this paper, we evaluate the performance of the Soft DA-TEQ in SISO

UWA channels.
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4 EXPERIMENT DESCRIPTION

The SPACE08 experiment was conducted at the coast of Martha’s Vineyard,

Edgartown, MA, in October 2008. The single carrier modulation frame structure,

shown in Fig. 4.1, was adopted for transmission, where the data frame consisted of a

header, three data packets, and a tail. The header and tail of the transmitted signal were

LFMB and LFME, respectively, each having a 1000-symbol length of linear frequency

modulation (LFM) signal surrounded by some gaps. The header and tail were for

Doppler estimation, frame synchronization, and carrier synchronization purposes. The

three data packets were QPSK, 8PSK and 16QAM modulated symbols, respectively.

The transmission signal strength was the same for all three modulation schemes, making

the received SNR the same for all modulation schemes. Each packet started with an

m-sequence (maximal-length sequence) of length 511, followed by a small gap and a

data packet of 30,000 symbols. Note that N is the number of transducers, and n is the

transducer index. For SISO transmission, n and N are both set as 1.

A rate 1/2 convolutional code with a generator polynomial G = [17, 13]oct was

chosen as the forward error correction code. The center carrier frequency was fc = 13

kHz. The symbol interval was 0.1024ms, and the roll-off factor for the square-root

raised cosine pulse shaping filter was chosen as β = 0.2. Thus the occupied bandwidth

of the transmitted signal was 11.71875 kHz. The receiver sampling rate was 39.0625

kilo-samples/s. The communication distance was 200 meters.

The depth of the experimental water was about 15m. A transducer located on a

fixed tripod at about 4m above the ocean bottom was used in the SISO communication

test. At the receiver, 24 hydrophones were also fixed with tripods to form a vertical

array, where the top hydrophone of the array was about 3.3m above the ocean bottom.

The sixth hydrophone from the top was used to form the SISO communication system.

Seven received data frames at different transmission times were processed to test the
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Gap LFMB Gap QPSK packet 8PSK packet 16QAM packetGap Gap Gap LFME Gap

1300(n-1) 1000 300 31200 31200 312001300(N-n) 1300(n-1) 300 1000 1300(N-n)

1300 x N 1300 x N3 x 31200 = 93600

m-seq. Gap Data payload Gap

511 189 30,000 500

Figure 4.1. The burst structure of the nth transmit branch in the SPACE08 experiment.

performance of the Turbo receivers in SISO UWA channels.

Figure 4.2 shows the time evolution of four typical channel impulse responses

(CIRs) in the experiment. The CIRs were fast time-varying, although both the trans-

ducer and hydrophone were fixed during the experiment. In some packet transmissions,
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Figure 4.2. CIRs over one packet transmission.

the channels were also non-minimum phase systems since the strongest multipath com-

ponents were not located at the very beginning of the CIR.
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5 PERFORMANCE EVALUATION

In the following subsections, we first present the performance of 3 CE MMSE-

TEQs: Linear MMSE (LMMSE) Turbo eqaulizer [6], Soft Decision Feedback Turbo

equalizer (SDFE) [13] and the recently proposed Bidirectional Soft Decision Feedback

Turbo equalizer (Bi-SDFE) [10]. Then, we present some results of a recently proposed

Soft-decision DA-TEQ [12].

5.1 CE-BASED TURBO EQUALIZATIONS

The BER performance of the CE-based Turbo receivers is shown in Fig. 5.1.

Note that “iter. 0” denotes the non-iterative processing, i.e., one-time equalization and

one-time decoding. Besides, the packets with 0 BER are not shown in the BER figures

due to log scale.

For QPSK modulation, the pilot overhead was set as 12%, and the BER of dif-

ferent Turbo detectors are compared in Fig. 5.1(a), where only one iteration of Turbo

equalization achieved significant performance gain over the non-iterative equalizers. Es-

pecially, using the Bi-SDFE, 6 packets achieved 0 BER with only one iteration. In the

second iteration, 6 and 7 packets reached 0 BER with the SDFE and Bi-SDFE, respec-

tively. The LMMSE Turbo equalizer converged slowest, and only 1 packet achieved 0

BER after 2 iterations. Hence with QPSK modulations, both the SDFE and Bi-SDFE

enable robust SISO underwater acoustic single carrier transmission.

For 8PSK modulation, the performance comparison of different CE-TEQs are

given in Fig. 5.1(b). The pilot overhead was 14.81%. The iterative processing provides

tremendous performance improvement over the one-time equalization and decoding.

The Bi-SDFE has obvious performance gain over the SDFE and LMMSE equalizer.

After 4 iterations with the Bi-SDFE, one packet achieved 0 BER, 5 packets were with

the BER level of 10−4, and 1 packet was with BER level of 10−3.
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Figure 5.1. BER performance of CE-based TEQs. Packet 7 reached 0 BER for all
algorithms with Iter 0 in QPSK and 8PSK transmissions.
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We also tested the CE-TEQs using the 16QAM data with pilot overhead 22.22%,

and the data processing result is presented in Fig. 5.1(c). The performance trends

among the 3 CE-TEQs are very similar to 8PSK transmission. After 5 iterations, most

packets with Bi-SDFE achieved the BERs at the level of 10−3. Another interesting

observation in Fig. 5.1(c) is that the performance gap between the SDFE and LMMSE

equalizer are very minor, even after multiple iterations. With packet 7 (good channel

condition), the iterative algorithms exhibited no improvement in BER with multiple

iterations.

Overall, the QPSK and 8PSK transmissions with CE-TEQs were robust in SISO

UWA channels. The turbo receivers achieved low level of BERs, even with low pilot

overhead. The single carrier transmission with 16QAM modulation in SISO transmis-

sion is challenging due to their low Eb/N0. However, the recently proposed Bi-SDFE

greatly enhanced the system performance.

5.2 SOFT-DECISION DIRECT-ADAPTATION TURBO

EQUALIZATION

Figure 5.2 shows the performance of the recently proposed soft-decision DA-

TEQ in SISO UWA channels [12]. Since the hard-decision DA-TEQ was shown to

perform worse than the soft-decision DA-TEQ [12], we only present the results of the

soft-decision DA-TEQ.

For QPSK, 20% pilot overhead was required to achieve low BER performance.

As shown in Fig. 5.2(a), packet 1 and 7 achieved 0 BER, and 4 packets were with the

BER level of 10−4. Only the third packet stayed at the BER level of 10−3 after multiple

iterations. For higher level modulations, the DA-TEQ required much higher pilot over-

head to achieve satisfactory performance. For example, when 8PSK modulations was

used, 30% pilot overhead was used to achieve the results in Fig. 5.2(b) and 16QAM

required 42% pilot overhead to barely converge. Hence, the direct-adaptation equalizer

with high level modulations is spectral inefficiency in time-varying SISO UWA chan-
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(c) 16QAM, 42% pilot overhead

Figure 5.2. BER performance of Soft-Decision DA-TEQ. Packet 7 achieved 0 BER at
Iter 0 for all modulation schemes.
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nels. However, with QPSK modulation, the recently proposed Soft-decision DA-TEQ

may achieve a good trade-off between complexity and performance with reasonable

percentage of pilot overhead.

Note that Packet 7 achieved 0 BER at Iter 0 for all modulation schemes, but

the overhead was a lot higher than the CE-based algorithms. When the overhead was

reduced to the same levels as in Fig. 5.1, then the DA-TEQ of packet 7 performed

similarly to the CE-based algorithms.
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6 CONCLUSION

We tested four MMSE-TEQs in time-varying SISO UWA channels. Experimen-

tal results show that the CE-TEQ algorithms are robust in SISO underwater acoustic

transmission under harsh channel conditions. With reasonable pilot overhead, the re-

cently proposed Bi-SDFE achieved the lowest BER performance in all channels with

slightly higher computational complexity. In contrast, the DA-TEQ exhibited low-

complexity but requires high pilot overhead to achieve satisfactory BER performance.

The pilot overhead of the DA-TEQ is especially high in high-level modulation schemes,

making the high-level modulation unattractive in low SNR conditions. Overall, the

QPSK modulation can achieve extraordinary low BER performance for all CE-TEQs

and DA-TEQ algorithms in all packets because of the reasonable SNR levels.
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SECTION

2 CONCLUSIONS

This dissertation investigates the low-complexity Turbo receiver algorithms for

multiple-input multiple-output (MIMO) underwater acoustic (UWA) communications.

First, an iterative bidirectional soft-decision feedback equalizer (Bi-SDFE) is proposed

for robust communication in severe triply selective fading channels. A simple and

effective linear combining scheme is derived to harvest the time-reverse diversity of the

extrinsic information at the output of the two soft-decision feedback equalizers (SDFEs)

for MIMO systems with multilevel modulation. Both bit error rate (BER) simulation

and extrinsic information transfer (EXIT) chart analysis show that the proposed Bi-

SDFE obviously outperforms the original SDFE. The Bi-SDFE even outperforms the

near optimal but high-complexity exactly implemented minimum mean square error

(MMSE) Turbo linear equalizer at the medium-to-high SNR region. The complexity

of Bi-SDFE is roughly twice that of SDFE, but still remains a linear function of the

channel length, MIMO size and modulation constellation size. The performance gain of

the proposed MIMO SDFE has been verified by undersea communication experimental

data.

Second, this dissertation proposes a a posteriori soft-decision driven direct adap-

tation turbo equalization (DA-TEQ) scheme for MIMO UWA communications. The

data reuse technique is adopted such that iterative symbol detection is performed inside

the adaptive equalizer itself. Attributed to the better fidelity of the a posteriori soft

decisions as compared with the a priori soft decisions used in the existing DA-TEQ,

the proposed scheme not only achieves robust detection performance but also is very

efficient in spectral efficiency. Therefore, it is a good candidate for practical application.

The powerful detection capability of the proposed iterative receive scheme was demon-

strated by the experimental data collected in an undersea experiment. Especially, the
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proposed DA-TEQ works successfully in MIMO transmission with multilevel modula-

tions and more than two concurrent transmitted data streams, which is not found in

existing literature.

Third, a frequency domain (FD) low-complexity block iterative detection scheme

is proposed for uncoded zero-padding single carrier MIMO UWA communications. The

proposed iterative receiver combines the block iterative frequency domain equalization

with the iterative channel estimation. The reliability of symbol detection and chan-

nel estimation increased iteratively, which achieves obvious performance gain over the

non-iterative FDE. Compared with FD Turbo equalizer, the complexity of the pro-

posed receiver is further reduced, which is promising for real-time application. The

performance of the proposed iterative receive scheme has been test through a pool

experiment.

Finally, this dissertation also evaluates four MMSE Turbo equalizers in time-

varying single-input single-output (SISO) UWA channels. Experimental results show

that the channel estimation based Turbo equalizers are robust in SISO systems un-

der tough channel conditions. With reasonable pilot overhead, the recently proposed

Bi-SDFE achieves the lowest BER performance in all cases with slightly higher com-

putational complexity. In contrast, the DA-TEQ exhibits low-complexity but requires

high pilot overhead to achieve satisfactory BER performance.
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