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ABSTRACT

Cyber-Physical Systems (CPS) present special problensgéairity. This dissertation
examines the cyber security problem, the physical secpraflem, the security problems
presented when cyber systems and physical systems atevingat, and problems presented
by the fact that CPS leak information simply by being obsérv@he issues presented
by applying traditional cyber security to CPS are explored asome of the shortcomings
of these models are noted. Specific models of a “drive-bgn@mutomobile connected
to a road side assistance network, a “Stuxnet type” attdeksinart grid, and others are
presented in detail.

The lack of good tools for CPS security is addressed in parthyintroduction
of a new model, Multiple Security Domains Nondeducibilityeo an Event System, or
MSDND(ES). The drive-by-wire automobile is studied to shbew MSDND(ES) is
applied to a system that traditional security models do estdbe well.

The issue of human trust in inherently vulnerable CPS withesided cyber monitors,
is also explored. A Stuxnet type attack on a CPS is examingd) imth MSDND(ES)
and Belief, Information acquisition, and Trust (BIT) lodiz provide a clear and precise
method to discuss issues of trust and belief in monitors dectrenic reports. To show
these techniques, the electrical smart grid as envisiogagdeoFuture Renewable Electric
Energy Delivery and Management Systems Center (FREEDMggrres also modeled.

Areas that may lead to the development of additional to@dspaesented as possible
future work to address the fact: CPS are different and reglifferent models and tools to

understand.
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1. INTRODUCTION

This work was inspired by a life-long interest in “locks” aticeys” of various sorts.
The problem of keeping the bad guys out is a major part of mgerarAs security officer
for various organizations, | was responsible for electtaaicurity for all of the data centers
where | worked. The constant announcements that the se@uablem was solvednce
and for allby an industry expert’s software re-enforced a deep andrapgkepticism with
security as a whole. My experience in my career with secuht almostworked led
eventually to the present work.

The papers that make up the bulk of this dissertation shazilddwed in light of the
hidden fear inside every security officer that somewhergetigea hole, a gap, an innocent
observable result, or that nebulous “something” that giliesadversary the information to
take what they will. These papers build towards the finalltélsat, at least in CPS, security
does not work in the sense that most people think it doese&esécurity is highly unlikely
in CPS and may be cost prohibitive. It may be more realistitrydor the ideal while
recognizing the limitations of CPS security. These systettisnost likely be breached.

The first paper in this effort iModeling and reasoning about the security of drive-by-
wire automobile systemid]. This paper examines the drive-by-wire automobile citéal
to a corporate network such as General Motors OnStar. Thik gads naturally toA
Multiple Security Domain Model of a Drive-by-Wire Systej2] that introduces Multiple
Security Domains Nondeducibility (MSDND)(ES) as a modeh#mdle information flows
that cannot be modeled with traditional methods. Duringwioek on these two papers,
concerns over applying MSDND(ES) to another model suchaen®t and how to describe
the roll of trust in these attacks lead to a third pageModal Model of Stuxnet Attacks on
Cyber-Physical Systems: A Matter of Trust

Work on the smart grid has pointed out the usefulness of tgsipdl side of the CPS

to verify the cyber side and to point out some of the weakrsegéhe system, and in the



fourth paperBreaking Multiple Security Domains Nondeducibility on tBenart Grid[3].
Security may not work to completely protect a CPS, but we cansecurity models to find

weaknesses. Hopefully, we can then safeguard them andéyradine attacks.

1.1. PROBLEM STATEMENT

Security models designed for purely cyber systems or thesggded for purely
physical systems do not work effectively to discuss CPS. tbbés developed in the past
are not adequate; newer and more targeted tools must beogedel This work presents
MSDND(ES)as new tool to examine CPS. With this new modek fassible to describe
CPS that cannot easily be modeled otherwise.

The simple act of observing the CPS leads to informationdea®PS of interest
normally cannot be hidden nor can the human activities atébem. Information leakage
via physical observation is subtle and causes unavoidalol@ianoticed security issues. A
strong case can be made that a CPS cannot be completelydsgture

One of the major problems with CPS is that the cyber systenglisly coupled, or
intertwined, with the physical system. Not only must the @ybystem be secured, the
physical system must also be protected. Much effort can heepl into securing both
systems only to overlook the interface between the two, besd very difficulties can
possibly be leveraged to use the physically observable pathe CPS to verify the cyber
parts of the system. Some examples of using the physicatsiderify the cyber side will

be presented in Sections 6 and 7.

1.2. PROBLEMS SPECIFIC TO CYBER-PHYSICAL SYSTEMS

In this work, the problems specific to CPS will be examined nBydeling CPS using
the previously available models, the weaknesses and pnshMath underlying assumptions
of these models will become apparent. This does not meae thoslels are useless when
dealing with CPS, far from it. The earlier models are stikfus in defining the structure of

a CPS and may assist in finding and examining weaknesses syst&@ms. However, the



existing models do not serve well in terms of actually digrow all threats or in designing
systems and procedures to provide adequate security, ntregoprovide assistance in
explaining why such threats exist. Since absolute secdogs not exist with CPS; the

field must evolve towards resilience in the face of secunigabhes. Breachedll happen.

1.3. RELATED WORK

1.3.1. Historical Security Tools. In Section 2, some early security models [5] are
examined in the light of cyber systems. The HRU model is dised briefly as a tool to
isolate the actors of interest intubjectsand objects The BLP and Lipner models are
presented as a way to begin to structure the security donaaithido begin to understand
the possible information flows in a particular CPS. In pi@tthis is a difficult part of the
modeling of any CPS. Often these steps are repeated in aggroteontinual refinement of
the model.

1.3.2. Information Flow Security Models. Once the subject/object and security
domain structure is well understood, the information flohd@er the Event System (ES) of
the model can be mapped. Traditionally, Information FlowBgy (IFS) can be examined
using a wide range of different models and hybrids of thosdetso Among the most useful
of these for CPS are Noninterference, Noninference [7],3uttierland’s Nondeducibility
(ND)(ES) [8]. These will be described in detail in Section 2.

1.3.3. Sutherland’s Nondeducibility (ND). Introduced by Sutherland in 1986 [8],
ND is described in the literature from two different viewpts which are both explored
in this work. The trace based view, see Section 2.3.1 is etsienderstand but in some
cases less useful than the frame based version. The franed kassion introduced by
Sutherland is more suited to the analysis of CPS and is disdusriefly in Section 2.3.2.
While the concepts are similar, there are striking diffeenthat are sometimes critical to

the description of a specific system. Equivalent descmgtiaf a CPS will be obtained by



using either the trace based or frame based version, butdatisncommon for one method

to be more direct than the other.

1.4. METHODOLOGY

The basics of Belief, Information transfer, and Trust (Bl&gic are introduced in
Section 3. The most often overlooked issue in research coimgesecurity and CPS is how
to deal with the fact that an “agent”, human or computer, ims®ense must believe and
trust other agents [9] [10]. BIT logic is a doxastic modalitdgnot a propositional logic,
and deals with belief and trust in a logical statementather than whether a statement
is true or false. The BIT logic is strictly concerned with tsiate of mind of an agent’s
understanding of the truth value of a statement and must@&abhfused with the actual
truth value of the statement. The BUT logic is essentialgyghme as the BIT logic, but is
concerned with publicly broadcasts of information rathert BIT logic’s private transfer
from agentj to agent.

Section 3 presents the underlying modal framework for tse aéthis work as well
as the axiomatic system used, see Table 3.1. Kripke frani¢$12] and models built upon
those frames are key to the understanding of Sutherland’g88NDVhile the explanation is
brief, it should provide enough background to grasp the @b aspects of ND. Finally,
the basic definition of MSDND [2] is presented from a modalwpeint. Multiple Security
Domains ND and the application of BIT Logic to CPS are the tefthis work. MSDND

provides a tool to examine real CPS that are usually lesspbdrctly defined. With this

1The BIT operatorsB;, I; ;, andT; ; are the doxastic equivalents of the more famitiaoperator.



tool comes the beginnings of a more realistic view of compksurity models and CPS and

then moves towards a more realistic view of what securityazahcannot do.

1.5. RESEARCH DIRECTION AND INTERRELATIONSHIPS
Sections 4, 5, 6, and 7 are distilled from published paperse first paper,
Modeling and Reasoning about the Security of Drive-by-wtgomobile Systemgaised

three questions:

1. What can be done to deal with cases where Sutherland’s B @lot apply due to

constraints or the lack of valuations in the descriptiorhef CPS?
2. How can issues with trust be described precisely?

3. Can the physical side of a CPS be used to verify the cybePsid

To make the evolution of this work easier to follow, the mapFigure 1.1 should be
helpful. In short, the questions raised in the first papéodeling and Reasoning about
the Security of Drive-by-wire Automobile Systefti§ related to applying ND to the drive-
by-wire car led directly to the development of MSDND in thesed paperA Multiple
Security Domain Model of a Drive-by-Wire SystetMSDND led directly to the Stuxnet
paper,A Modal Model of Stuxnet Attacks on Cyber-Physical Syste#dViatter of Trust
and the introduction of BIT logic provided a way to describe tole of trust in the attack.
Corollary 6.6.1 hinted at using the problematic intertwoniof the cyber and physical
systems as a method to break Nondeducibility and make thekattsible.

All of these questions and new methods were then applieceteldctrical smart grid
in the final paperPhysical Attestations, Nondeducibility, and the Smartd@Gnhich uses
the new MSDND model to describe that CPS.

1.6. DRIVE-BY-WIRE AUTOMOBILE
In Section 4, a specific CPS is modeled using the traditimw${1]. The automobile

is modeled in three different modes: Normal operationsatdms road conditions, and



® Prius (1) e MISDND (2)
e ND issues (mine) e MSDND developed
e Trust questions e MSDND vs. ND
e Physical indicators
h 4
e Stuxnet (3) e Smart Grid (4)
N MSDND quel ° MSNDN everywhere
e Trust questions e ND issues at edges
e Physical indicators e Physical Attestation
I 4

Figure 1.1. Flow of Questions Raised in Drive-by-Wire Paper

remote control via a manufacturer’'s network connectione odel is built by applying
increasingly more sophisticated security models and tlemgths and weaknesses of each
is presented. The security models presented are HRU, BlghetiModel (Lipner), and
three IFS models. The IFS models look at NoninterferencejmMerence, and trace-based
Sutherland ND. This section not only presents the analysasreal CPS but also presents

the beginnings of an algorithm to analyze a generic CPS.

1.7. MULTIPLE SECURITY DOMAINS NONDEDUCIBILITY
MSDND(ES) was developed to address situations where Sattis ND applies as
well as those where ND should apply but there are problemdDNIHES) is defined and



explained fully in Section 5. Some problems that arise whtamgpting to secure CPS are

also explored in Section 5.

1.8. STUXNET TYPE ATTACKS ON CPS AND TRUST
In Section 6, MSDND(ES) is used to model [13] the new threasegploby an

Advanced Persistent Threat (APT) [14] such as Stuxnet [IB§ goal is not to do another
detailed analysis of Stuxnet itself, but rather to try anddeisuch a threat from an IFS
viewpoint [16]. In Section 4, it is mentioned that trust @ay key role [17] in attacks on
CPS, yet there are few tools to precisely define trust leteatiscuss mathematically trust
and belief. A new tool, the BIT logic [9] developed by Liau tgreat promise in this area.
BIT logic includes two concepts of a liar which are useful ne tanalysis of CPS. Many
different types of social engineering attacks could be klesd more clearly, and more

compactly, using BIT logic.

1.9. MSDND(ES) AND TRUST IN THE SMART GRID
MSDND is used in Section 7 to model the smart grid with Disitdd Grid

Intelligence (DGI) as envisioned by the Future Renewab&xtEc Energy Delivery and
Management Systems Center (FREEDM) project [18]. One offrtbee commonly studied
attacks on the smart grid is thiake power injectiorattack. The MSDND(ES) nature of
the attack is viewed from the cyber messaging viewpoint &edphysical measurements
of voltage, current, and phase angle on a common distribdiics and is shown to be
nondeducible. However, using the approach of physicasttien [19], the dependency

of the physical measurements upon known system charaae@sd the monitored cyber



messages can be used to break the MSDND(ES) nature of thk titaeveal the malicious

node.

1.10. DISCUSSION

Some “thought experiments”, gedankenverguahthe Section 9 present the ideas of
Nondeducibility and information flow security in a clear agalsy to understand manner.
Some additional topics are briefly discussed to further edpgon the ideas developed
during the course of these studies. These include a numiafferent ways to understand
the relationship of MSDND(ES) to other security models glath some of the advantages
of using MSDND(ES).

Finally, MSDND is discussed in the light of semantic dis@anand levels of
abstraction. More work needs to be done in these areas,dyatiththe promise of new uses
of MSDND as a method to model more complex information flowess not only security
domains but across levels of abstraction such as encodrnterecent work with Cyber-
Physical Systems in Critical Systems Heuristics (CPS-C8HEPS-CSH systems become
terribly complex with information flows between levels ofsatactions of the system which
are very difficult to model. There are many opportunitiesfiother research in the area of

CPS-CSH.

2Gedankenversuch is German for “thought experiment”. Maaxperiments” in quantum mechanics can
never be done, but important results can still be derivecbbdtsly the most famous gedankenversuch is
Schrddinger’s Cat.



2. RELATED WORK

2.1. HISTORICAL MODELS

2.1.1. HRU. The HRU [20] is mechanically simple. It consists of a matrix o
Subjects, Objects, and Commands [21]. Each element centhenrights for a pair of
subjects, objects, or subject and object. This matrix itfedathe HRU Access Control
Matrix (ACM).

The contents of each element of the matrix are manipulateddyyof a simple set of

commands in either of the two forms:

Algorithm 1 HRU Conditional Command
HRU conditional command a( Xy, Xs, ..., X)
if simple or compound conditicthen
statement(s)
end if
end

Algorithm 2 HRU Unconditional Command
HRU unconditional command a( X1, X5, ..., X})
statement
statement
statement
end

In an HRU command, the only allowed statements are: ent&{ejereate subject,
create object, destroy subject, destroy object. A proeednay consist of multiple

commands, but each command has this very simplistic streictu



10

The goal of the HRU model is to provide a structure that canlatathe desired rights
structure and characteristics while still being simplewggioto lend itself to mathematical
analysis. Usually the goal is to show that all such strustare members of the set of all
Turing machines.

While the commands and Access Control Matrix are easy torsteted and simple to
manipulate, applying the HRU Model to a specific situationhallenging. The real world
model may map easily onto the HRU model without being of muoéctiuse in regards to
modeling CPS. HRU was intended to be used to model acces®lzondt IFS. However,
it is an excellent starting point in understanding the mefa model of a CPS

2.1.2. BLP. A classical BLP model [7] is composed of distinct securityels [22]
with each subject or object assigned to an appropriate isgtawel. During the operation of
the model, information flows from more secure levels to tiss ecure levels [23]. Higher
levels in the BLP model are said to dominate lower levels, BbB rights depend solely
on this relationship. The BLP model also introduces two nighits concepts, the Simple
Security Property (SSP) and the Star Property (*propefyne SSP prohibits the reading
of any object or subject at a higher level. The *property [dvak the writing of any object
or subject at a lower level.

2.1.3. Lipner Model. The Lipner model [24] [7] changes the BLP model into a model
of trust in the form of integrity levels and integrity compaents which act much like BLP
security levels and security domains. The policy of mostnest in this dissertation is the

ring policy form of the Lipner model, which adds three newesul
1. Any subjects € S may read any object ¢ O regardless of the integrity levels
i(s),i(0) € 1.

2. s e S canwrite too € O if and only if i(0) < i(s).

3. s1 € S can execute, € S if and only ifi(sy) <i(sy).

The Lipner model adds the element of trust when used with thi@ Biodel. This

allows the system to be described in terms of the integrittheramount of trust placed
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in each of the levels. It should be noted that the integritgle can be independent of the

security levels of the BLP model.

2.2. INFORMATION FLOW SECURITY MODELS

2.2.1. Noninterference. Noninterference is concerned with actions and events
leading to the unintended flow of information from one segudomain to another, for
example from HIGH to LOW. For the purposes of Noninterfeegran action is any act by a
subject that causes a change in the rights or states of arsohject or object (subjects may
initiate actions directly where objects may not). An eventhie result of an action where
there is an input, an output, a change in the state of theraysiea change in the rights of
an object or subject. For example, if a subject grants anathigiect the rights to read the
contents of a write-only objeahyfile, changing the file from “WRITEONLY” to “READ”
is an “action”. The change in the rights to the object, i.e $bcond subject may now read
the file when it could not before, is an “event”. An action oest/does not need to be
directly observable in any physical sense, as this exanmols Changing a bit in memory
is an action even if we cannot see any change in the physicalbmyewith the naked eye.

Informally, Noninterference (NI) [25] [26] [27] [28] hold&hen an entity with low
security sees the exact same actions or events whether loighdével events are taken into
account. In other words, the information seen by the lowllewnéty is the same before and
after all high level events are deleted. This can be showrobyparing the trace of events
seen by the low level when all actions occur to the trace afitsvgeen by the low level after
all high level actions and high level events have been rechéreen the trace. If the trace
seen by the low level entity with all high level actions anems exactly matches the trace
seen by the low level entity with all the high level actionsl@vent removed, the system is
secure under Noninterference with respect to those aciind®vents. A formal treatment

of Noninterference will now be given.
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Definition 1. Security Levels

With no loss of generality, the system is divided into twoisdy levels. The level
examined for noninterference will be denoted by Lower sécyartition (LOW) and all
higher security levels will be denoted by Higher securitstipan (HIGH). Multiple security

levels can be examined pairwise sequentially using thigexmtion.
Definition 2. Commands

Let the set of all commands &= {cg,cy,...}.

A specific sequence of commands is denoted, as{cy,ci, ..., ¢, }.
Definition 3. Possible states of the system

The set of all possible states of the systemtis {0,071, ...,0,} whereo, is some

initial state andv; is theit" state of the system.
Definition 4. Trace(T')

The list of all events seen at a particular security level,,¢1IGH, is denoted ag};.
Likewise, the list of all events seen at a set of multiple siéglevels is denoted a$5 ;

where 2 and 3 are the security levels. All traces are ordetsdod events. Also:

T(COaUO) =01 (2.1)

T(cis1,0i1) = T(civ1, T(c1,04)) (2.2)

Definition 5. Outputs

The set of outputs from a sequence of commands is given by{o1,0,,...,0,}. A

specific ordered set of outputs will be denoted”asgc,, o;).
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Definition 6. Purge Operatorr

The Purge Operator removes all actions by a specific entityekample, to remove

all the actions by subject the purge function is denoted as.
Definition 7. Projection Operator Prq. . .)

The Projection Operator produces the set of events thatjadudy object is allowed

to see. This is denoted @505 (s, cs,0;) > P*(cs,0;).
Definition 8. Noninterference (NI)

With respect to a subject,, commands are NI secure wifH users or subjectsA, G :

|G") if and only if:
* Ve,ecrands e G
* proj(s,cs,0:) = proj(s,ma(cs, 04)
or
* outputc,, G') =output(purgéc,, G), G’)

2.2.2. Noninference. Like Noninterference, the notion of Noninference (NF) [7]
is concerned with information flow. Informally, the NF propeholds when a low level
observer cannot correctly determine if a result of an eveoaused by a high level event or

a low level event.
Definition 9. Security Levels

A system can be divided into two security levels without amgsl of generality. The
level being examined for Noninference (and later for Nonobdallity) is denoted as LOW.
All higher security levels are denoted as HIGH. Multiple wdty levels can be examined

one at a time using this convention.
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Definition 10. Commands

The set of all commands 8 = {cg,c1,...}. A specific sequence of commands is

given byc = {co,c1,...,¢n}-
Definition 11. Possible system states

The set of possible states of the system is givelxby{oy,01,...,0,} whereoy is

an initial state and; is thei*" state of the system.
Definition 12. Event system
An event systen{£5) is the set of all events in the model.
Definition 13. Trace
The set of valid traces in the system is denoted@,a®\ valid trace is denoted as
Definition 14. Trace restrictor

The trace restrictor operatert E removes all events other than those in the set of

eventstl as seen by a specific observer.
Definition 15. Noninference Secure

A system is Noninference Secure (NF) if

NF(ES)=V1eT,: (11 L)1 H=2 (2.3)

wherer 1 L is a valid trace.

To prove Noninference holds, it is necessary to prove that:

e 71 LeT,:71 Lisavalid trace in the system

e (t1L)1H=02.
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The first condition states that if only the low level eventghie trace are examined,
then the resultis a possible set of events that makes serseapplied to the cyber-physical
system. The second condition states that if the low level®vare examined and the trace is
restricted to only high level events, then the resultingdra empty. There can be no events
in the trace that leak information from the high level to tbe level. Both conditions must

hold in order to prove Noninference.

2.3. SUTHERLAND’S NONDEDUCIBILITY (ND)

While Sutherland ND(ES) was originally introduced from adabviewpoint [8], it is
given here from both the modal view and a trace viewpoint.[29]e differences, and the
issues arising from those differences, are discusseditaBsction 2.3.3.

The property of Nondeducibility(ND) [7] holds if what is odrwved at a low level is
consistent with any number of high level actions. Therefoceinformation is leaked to the

low level.

Table 2.1. Trace Operators and Terms for ND(ES)
T,  denotes the set of all possible finite sequences of low lereits that are legal.
ES denotes the set of possible events.
HI denotes all HIGH-level inputs.
LI  denotes all LOW-level inputs.
HO denotes all HIGH-level outputs.
LO denotes all LOW-level outputs.
|X denotes the trace restrictor which restricts a trace totearevelX .

2.3.1. Trace-Based ND(ES).

Definition 16. Nondeducibility
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A system is Nondeducibility secure (ND) if:

ND(ES)=Vrp,tgeTr:3reTr:7|L=7|LAT|HI = 74|H. (2.4)

2.3.2. Modal ND(ES). In the Sutherland model, the valuation functions are theesam
for all entities in the same security domain. Given a gereage with two valuations$/; (w)
andV,(w), the definition of Sutherland Nondeducibility [30] with pet to the valuation,

V, for the model is:
ND(ES) = (Yw e W : Va(w), Vi(w) # @)(Fw : [Vi(w) = Vi(w)] A [Va(w) = Va(w)]). (2.5)

If the two domains are not equal, asHihfGH andLOW, a slightly modified version of

equation 2.5 may be used:
ND(ES)=(Vz#2: V' (2) =we W)(Fw e W: [Vi(w') = 2] A[Va(w) = Va(w)]). (2.6)

2.3.3. Trace Based Verses Modal Frame Based Sutherland Noeducibility.
There is an important difference between the SutherlanddBiducibility from a trace
analysis and the more useful modal frame viewpoint. In a &asuch as defined earlier
in Section 3.2, time can be thought of as simply one of theestatiables changing in an
ordered manner. The state of ND(ES) can be evaluated viadheefbased model as the
system progresses. A modal frame model is not reduced tgzanglthe past behavior of
the system or rerunning the system to compare traces. thitsapossible to analyze the
state of the system at any time. Indeed, time in the traditisense is not an issue. It is
important to understand that the final results of trace basé@me based ND(ES¥ill be
the same.A set of events in a system are ND(ES) or they are not. Indeede systems

will lend themselves to trace based analysis more than fltzamsed.
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3. METHODOLOGY

3.1. SECURITY ALGORITHM

Developing a security model is part methodology and par{ldré problem lies in the
fact that information is always viewed in light of an exigtimind frame. The internal
mental framework of the analyst can cloud the details andtstimings of a security
model. The art lies in catching these internal blind spotereehey can be exploited by an
adversary.

To aid in the creation of a model of a CPS, an algorithm is priese These
algorithms are designed to lead a team of analysts throwgprtbtess. At first glance, the
algorithms appear to endlessly circle around the problethaut making much progress.
Unfortunately, this is a possible outcome of a team analyéidone properly, the process
refines the model over and over until a strong model is deeelop

The first algorithm, Algorithm 3 ONTINUAL REFINEMENT, iS an overview of the
basic procedure to build and refine a model. In reality, thecgss is one of continual
refinement and usually will involve retracing steps alreadgnpleted. This should not be
discouraged, but it is entirely possible a team could gegletin the details and lose sight
of the eventual goal of developing a CPS model. Hopefullg, dlgorithm will lead to a
spiraling in on the final model instead of a constant circlngund the same steps.

The second algorithm, Algorithm 4YBERSECURITY, provides a method to build
the cyber side of the model using traditional security meéghd/Nhile this dissertation has
shown such a model is not complete for a CPS, it is a necessstrgtep. Building a cyber
side model is essential to determining what entities aremapt to the model. At each step
refinements to the model may require the team or analystitacestheir work back to the
HRU question of what are the subject and object of the modal.th& model is refined,

these return steps should become a matter of checking teeitise refinements have not
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created new issues for HRU or the other traditional modeishé&end of each return to the
algorithm, the result should be a well defined model of theececurity side of the CPS.
The next algorithm, Algorithm 5 IPYySICALSECURITY, depends highly on the actual
CPS. Some systems will be self-contained or within a higbiytiolled environment, but
most CPS are distributed over a significant distance. Witth ystems it is critical to
include in the models any communications system such asaViRrivate Network (VPN)
built over the INTERNET. Physical security must take into@ant the fact that all CPS can
be observed to some extent. Fortunately, physical seandyhysical attacks are relatively

well understood.

Algorithm 3 CPS Security Methodology

1: procedure CONTINUAL REFINEMENT

2: refinements = true

3 while refinementslo

4 refinements:=false

5: CYBERSECURITY(refinements)
6: PHYSICALSECURITY(refinements)
7
8
9

CYBERPHYSICALINTERFACESECURITY(refinements)
TRUSTSECURITY(refinements)
: BuiLD MODALMODEL(refinements)
10: KNOWNATTACK (refinements)
11: end while
12: end procedure
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Algorithm 4 Cyber System Security
1: procedure CYBERSECURITY(refinements)
2: procedure HRU MoDEL(actors)

3: Identify and refine subjects and objects
4: Build or refine possible event system (ES)
5: Identify security domain$' D;
6: "
Ensure: | JSD; = security universe
7: Z procedure BLP MoDEL(traditional Security Domains)
8: Identify and refine security domains
9: if any subject or object changéuen
10: refinements:=true
11: restart HRU Model
12: end if
13: procedure LIPNER(Trust Compartments)
14: Identify and refine trust compartments
15: if any subject or object changéen
16: refinements:=true
17: restart HRU Model
18: end if
19: if any security departments changidn
20: refinements:=true
21: restart BLP Model
22: end if
23: end procedure
24: end procedure

25: end procedure
26: end procedure

Algorithm 5 Physical Security
1: procedure PHYSICAL SECURITY(refinements)
2: Identify and refine physical security issues
: Identify and refine opportunities for physical monitors

3

4: Identify and refine opportunities for physical attestation

5: if changeghen

6: refinements:=true > Back up to HRU and refine model
7: end if

8: end procedure
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Algorithm 6 Cyber-Physical Interface Security
1: procedure CYBER-PHYSICALINTERFACESECURITY(refinements)
2: Identify existing physical monitors
. Identify useful observatiords

3

4; Identify and refine opportunities for physical attestation

5: if changeghen

6: refinements:=true > Back up to HRU and refine model again
7 end if

8: end procedure

Algorithm 7 Trust Security
1: procedure TRUSTSECURITY(refinements)
2: Identify and refine agents > subject are often agents
3 Examine model for physical attestations
4: Examine model for cyber attestations
5: if changeghen > Back up to HRU and refine model
6:
7
8:

refinements:=true > Back up to HRU and refine model
; end if
end procedure

Algorithm 8 Build a Modal Model
procedure BuiLD MODALM ODEL(refinements)
Determine which questions;, are relevant
Develop valuations fop
if 7 VgD(w) then
Try to develop MSDND(ES)
end if
if any progress towards modélen
refinements:=true
end if
end procedure
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Algorithm 9 Explore Known Attacks on Similar CPS

procedure KNOWNATTACKS(refinements)
Literature search > Look for attack on similar CPS
if new attack foundhen
Review results of CyberSecurity
Review physical attestation
if cbyer security changdhen
refinements:=true
restart Cyber Security
else ifphysical security changeken
refinements:=true
restart Physical Security
else ifinterface changethen
refinements:=true
restart Cyber-Physical Interface Concerns
else
refinements:=true
restart Trust Security
end if
end if
end procedure

3.2. MODAL FRAMES AND LOGIC SYSTEM

3.2.1. Modal Logic Models over Frames. The modal models in this dissertation
are built over generalized Kripke frames [11] [33] [12] [34i{d require at least some
background in modal logic. This section will present an wiew of Kripke frames and
the axiomatic system used throughout this dissertation.

The set of worlds,{w; e W:i=0,1,...,n} can be thought of as all possible
combinations ofn boolean state variables, si, ..., s,,.

The possible worlds are connected bycampletely populatedet of transitions,
{wa’}, where R+, sets the state variable, = T(“true”) and similarly, R-,, sets the
state variableg, = 1(“false”). For example, the change of a state variahléeads to an
irreducible ‘jump’ from worldw,_, to worldw,, _ [35]. This defines the effect of changing

a state variable, e.gR+;,, as a transition from the current world,, to another world,
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w’ where all other state variables retain their current vahrass; = T regardless of the
previous value of;. R—,_ is viewed in a similar fashion as setting the state variahlé¢o
“false” and leaving all other variables unchanged in thagition,w Rw’, from world w to
w'. This could result in a transition from one world, back to the same world, i.e: Rw?*.
Transitions of the typev Rw' = @ can be disallowed without any loss of generality¥his
simply states that transitions must move from one world @fthme to another world in the
frame, i.e., state changes cannot transition out of thef séttmossible worlddV'. Together,
the set of worlds and transitions define a frafie, { W, R} [36].

At this point it is helpful to informally define some modal loggymbols. The terms

“models” and “satisfied” in this usage is the same as in SATESHroblems.

Oy © is always true here

O © might be true here

wr @ inw,qpisthe conclusion of a valid proof

wE @ inw, states are such thatis true, i.e.p is “satisfied” in worldw
BIT The BIT/BUT operators are explained in Section 3.4

B;p Belief is a doxastic version of thep operator.

I jo  Information transfer is a doxastic version of the operator.

U, Utterance is a doxastic version of the operator.

T; ;o  Trustis a doxastic version of th®py operator.

Becaused and<> are duals, only one need be defined and the other can be used as
simply a shorthand. In this dissertatiohy will be defined aslw € W : w E ¢. Op then
becomes a shorthand, imyp = ~ & ~p. This translates loosely to: “it is such thats true
everywhere” can be substituted for “it is not possiblegdo be false somewhere.”

The sety, ) € ®, is a set of countably many atomic propositions. Questionsbea

asked by evaluating well-formed formulas(wff’s) built fnthese atomic propositions. The

4This is referred to as a Reflexive Frame.
5The frame is a Serial Frame.
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set of well-formed formulas is the least set containinghat is closed under the following
formulation rules:

o if pisawff,soare-p,0p,,and & ¢

* if ¢ is a wff, so areB;p, and~B;p,

* if g is awff, so arel; ;p, and~I; ;o,

« if pis awff, so arel; o, and~T; o,

* if ¢ andy are wff, then so i v

* if ¢ andy are wff, then so isp A

As usual, other classical logical operatorgand), — (material implication), xor
(exclusive OR) and- (if and only if), can be defined as abbreviations. The modatator,
O, is an abbreviation for & ~p [12] [11] [37]. Because the modal operatarand<
are duals, only one needs to be axiomatically defined. Indisigertation, the>¢ operator
will be the fundamental operator. The axiomatic systemvsgin Table 3.1. The “K” and
“M” axioms are only required to insure that our axiomatictsys is correct and complete in
order to correctly claim the set 1) € @ is closed over the normal propositional operators.

Let {1} be the set of valuation functions such tR&t (w) returns the value of state
variables, as seen by an entityin world w, that is,V’ (w) = (s, A T). NOTE: If no
valuation function exists to return the value of a statealas, says;, then our model can
never determine the value of that state variable nor theevafuany logical expression
dependent upon that state variable. A model is defined asle dp= {F,V} or M =
{(W,R,V}.

3.3. TWO MODAL LOGIC BASED MODELS

The classical Sutherland Nondeducibility Model and the tigld Security Domain
Nondeducibility Model are modal models over frames. Infally) each possible combi-
nation of binary state variables defines a wotld, Changes in any state variable cause a
transition to a different world, much like a labeled traiwsitstate machine. A framework

of the possible combinations of states, the transitionaden those combinations, and the
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valuation functions for all the states that make up a wordinegs the actions of a model. If
built properly, this model should behave in the same mamnét@aCPS. A series of worlds
and the translations between those worlds makes up an gxstahs ES.

3.3.1. Modal Logic Model. Recall that the combination of states, s1,...,s,, are
such that each combination corresponds to a single uniqué woe /. A change in an
state variable moves to a different world, ¢ W where all other state variables retain their
values. This transition is unique and is denotedvdsy’ € SR. Together, the set of worlds
and transitions define a framg~ {W, R}.

The set of all valuation functiong)’}, is such thatv? (w) returns the value of state
variables, as seen by an entityin world w. NOTE: If no valuation function exists to return
the value of a state variable, say then the model can never determine the value of that
state variable nor the value of any logical expression dégetupon that state variable. A
model is defined as a tuple = {F,V} or M = {WW, R,V }.

3.3.2. Sutherland Nondeducibility Model. In the Sutherland model, the valuation
functions are the same for all entities in the same secuaityain. Typically, some evalua-
tions are restricted to one domain while others appear to spdtiple domains. Consider a
generic case with two valuationg; (w) andV,(w). Sutherland Nondeducibility [30] with

respect to the valuatioiV,, for this model is:

ND(ES)= (VweW :Vy(w),Vy(w) # )
Jw': [Vi(w) = Vi(w')] A [Va(w) = Vo(w')]

3.3.3. Multiple Security Domains Nondeducibility Model. Computer security tools
work relatively well for computers, but CPS leak informatioecause the physical part of
the system can be watched for changes. By their very nati®,ae messy from a security
domain view point. Domains overlap, the boundaries are Ileainc(ideal boundaries cannot

leak information), and outside threats can leak into dosdiought to be secure.
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Computer security tools work best when secure domains eaalyl nested inside less
secure domains like a Medieval castle with its outer walld aterior keep, see Fig. 3.1.
This model serves us well for most uses but breaks down wheledpo CPS. Because
CPS typically need to secure both data and information fltessecurity domain picture
gets complicated, see Fig. 3.2. We need new models that cdaltie cyber and physical
components of CPS.

If the system consists of more than two security levels, gsumption is that the
progressively higher security levels are contained witthi@ next lower security level.
Indeed, this model has served well since the advent of thedvaldcastle with its outer
walls and interior keep, see Figure 3.1. Unfortunatelys thbdel does not work well for
modern CPS because the security levels often overlap amdrafg entirely contained as in
the case of the Medieval castle and keep system, see Figlure 3.

Good security models exist for computer systems and acaegsot; but CPS are
more complicated than the computer systems these modets designed to describe.
Information flow security is important and in CPS it is not giée to limit the goal to
simply denying information flows from one security domairatmther. The physical nature
of the system leaks information and novel attacks, such aengt [15] have shown the
limitations of viewing threats as only attempts to steabinfation. CPS information flow
models must now explore information flow across security d@ioniboundaries as being
critical to the safe operation of the system.

Extending existing models to multiple security domains mbtematic. This
dissertation offers a different approach, the Multiple B&g Domains Nondeducibility
Model. Assume an entity as any part of the system capable of independent observation
or action. The Event System (ES) divides into multiple sigutomains,SD?, as viewed
by each entityi in the model. These domains may, or may not, overlap. Thedgpieu

security domains conform to the following rules:
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LJSDi = (ES). (3.1)

iel

Vi,j:0<i#j<n:[(SD'nSD!=@)v(SD'nSDI +g)] (3.2)

The first rule states that every event happens in some sedoihain. Unless
specifically noted, the event system can be thought of asitivense with security domains
being a number of subsets of the universe. Any event thataappe happen outside of the
security domains under examination, explicitly happenthat part of the universe that is
the unknown domain. This unknown domain is those unexamsnewmundings in which
our model is defined. For example, an unsuspected adverstrg hills looking down into
the parking lot is in the unknown domain.

The second rule states explicitly that any pair of securitgndins may overlap, may
be disjoint, or one may be a contained subset of the otheer@d$ models require disjoint
security domains that are separated by an ideal barriesgevbich no information may

flow in eitherdirection [7]. MSDND(ES) simply requires the security dansabe defined.

Definition 17. Multiple Security Domains Nondeducibility

There exists some world with a pair of states where one mustuleeand the other false
(exclusive OR), but an entityhas no valuation function for those states. In security doma
SDi, i simply cannot know which state is true and which is false. Nd8Dover an ES can

be defined as follows:
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MSDND(ES)= 3w e W : w - O[(s5 V 5) A~(5; Asy)] Afw i (A VE(w)a A Vi(w))].
(3.3)

An equivalent formulation would be:
MSDND(ES)= 3w € W : w + O[s, Xor s,] A [w & (B Vi(w)A 3 Vi(w))]. (3.4)

In the special case whesg is ¢ = T ands,, is ~¢p = T, MSDND(ES) reduces to:

MSDND(ES)=3weW :wrafpxor ~p]AlwE (AV,(w))]. (3.5)

3.3.4. Reduction of the Sutherland Model to MSDND.

4 N

k Castle Stronghold J

Outside threat area

Figure 3.1. A Medieval Castle Model of Security
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Theorem 1. Any arbitrary case where ND(ES) holds can be shown to be aapmse of
MSDND(ES).

Proof.

Given: A system with two security domairsft andright, and two distinct worldsy’, w" €

W whereN D(ES) holds. NOTE: The use déft andright as designations is to emphasize
that MSDND is not a high/low hierarchy model, but is instegzh&itioning model.

With no loss of generality, this valuation can be expressatt@nary decision value because
in the current worldyw, either theright event has occurred:() or it has not(w”). Create
two state variables such that - (w = w’) andsf — (w = w’). Because this case is
ND(ES), it follows that theleft domain cannot evaluate eithet or sf because to do

so would breakVD(ES). It is now easy to construct the conditions for MSDES).

4 )

Safe Area

Disjoint
Safe Are

Threat
Encroachment

Outside Threat Area

Figure 3.2. Problematic Overlapping Security Domains
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w,w' eW >weW By construction
w + O(st Xor sf) By construction
AV (w) ND(ES)
Ve (w) ND(ES)

we [2VE(w)A 3V (w)]  ND(ES)

Since the first clause is constructed as a tautologycdnjunctionwe can construct the
conditions for MSDND(ES).

MSDND(ES)= Jw e W : w” + 0(st Xor s f)w = (2 Vi (w)a 2 Vif(w)). (3.6)

O

3.3.5. Remarks about the Reduction from Sutherland Model toMultiple Security
Domains Model. It is possible to reduce any system that meets ND(ES) to oake th
meets MSDND(ES) by defining decision variables for eachalde that is ND(ES).
However, a reduction in the other direction, MSDND(ES) to(EB) is not always possible.
MSDND(ES) works even in the case where the model under exaimimdoes not contain
a valuation function capable of returning the valuecoh all worlds. Sutherland’s ND(ES)
does not address this situation.

Furthermore, MSDND(ES) does not depend upon examining tvwoains nor upon
any relationship between those domains sucloasandright. The domains in question
might be one wholly contained in the other, they might oyeriar they might be disjoint.
There is no need to determine in advance what the relatipisbietween the two, three, or

more domains in question.

3.4. DOXASTIC BIT AND BUT LOGIC
Recall from the earlier discussion of the axiomatic systeag Table 3.1, the two

generi€é modal logic operatorsip (it must always be true that) and ¢ (it might be

SHere generic modal logic is a more familiar term for what isgerly termed alethic logic.
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true under some conditions th@). These generic modal logic operators often take on
more specific meanings for more specific logics such as teshpaogic, deontic logic,
epistemology, and others.

Becausen and<¢ are duals, only one need be defined and the other can be used as
simply a shorthand. In this dissertatiapy will be defined asiw € W : w I+ ¢. Op then
becomes a shorthand, i.ep = ~ & ~p. This translates loosely to: “it is such thais true

everywhere” can be substituted for “it is not possiblegdo be false somewhere.”

BIT and Belief, Utterance, and Trust (BUT) Lodiwere introduced by Liau [9] [40]
to provide a modality to formally reason about belief, imh@tion transfer, utterances, and
trust when dealing with cyber entities. While it was develdprimarily for handling trust
in database and distributed systems, BIT logic is usefulléscribing CPS, especially when
humans are involved. Before BIT logic, social engineeritigcks could only be described
by a narrative in imprecise language. With BIT logic, spogfmd other unwanted behavior
is described with simple, formal proofs.

BIT logic is designed to reason about the belief and trustaitye has in information
from an entityj, e.g., the belief and trust an operator has in the reading &enonitoring

station. The doxastic modal operators that corresponcetashabo operatof? are:

* T, jp defines the trusthas in a report from thaty is true

B,y defines the belief bythaty is true; it does not matter if is true or not; believes

it to be true

* I, j» defines the transfer of information directly from one agerarothet, that is;

reported ta thatyp is true

 U;y defines the broadcast of information thats true by an agent. No efforts are

made to hide the transmission although the actual messagbenzbscured.

"We will not distinguish between BIT and BUT logic as it will lévious which we are using.
8For our purposes, we do not need the doxastic versions of
°If the information is published to the world at large, theddéince operatot/; p, is used.
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BIT Logic introduces four new modal operators to deal withatdgents believe, trust,
and communicate with each other. Great care must be takestiogiliish between what is
true, what is believed to be true, and what reported infoiomas believed and trusted.

3.4.1. Belief. It is critical to remember thatelief in the context of doxastic logic
has nothing to do with the notion of thith of a statemenp. An entity believeghe truth
of a statement based upon some internal state, not basecanpalemonstration or proof
of the actual statement. In the context of BIT logic, the belief operatds;y, is a variant
of the more familiar modal operatar. For simplicity, belief is always absolute and there is
no corresponding operator for the modahor does the current work require one.

There is an important distinction betweeR; ¢ (: does not believe» to be true) and
B;~¢ (i believes-p to be true). In the first caseédoes not believe in the truth gfwhile in
the second caseis certain thaty is false. Again, nothing is said or known about the truth
of ¢, buti believes in its own knowledge of the stateof

3.4.2. Information Transfer. The information transfer operatds,;y, clearly states
how i gains knowledge op. The information transfer operator inherently assuresl|
not lie tos; however, this restriction allows liars to lie to trustingeats. It is key to realize
the information is transferred directly to an agent who hadirect way to evaluate whether
or notj is a liar. Whether or notthinks is a liar is determined by the Trust operator, but
either way the information is transferred.

There is a difference between the two stateméntsy (read * told ¢ thaty is not
true”) and~I, ;¢ (read % did not tell« anything abouty). In this case the difference is
obvious, but care must be taken in how information trandegements are read and used.

3.4.3. Utterances. If information is not transferred directly from agento i but is
instead broadcast to any and all agents, the Utterancetopéfais used to represent the
transfer. For example, if agepsends up a flare, that informatigrcan be seen by everyone
and is no longer private. The Information transfer operatgtp, is no longer appropriate

and the Utterance operatdf;y, is used instead.
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The statement/;  is interpreted as ageptopenly puts the informatiop out for any
entity to know. Any agent has no direct way to evaluate whether or hat a liar. Whether
or noti thinks is a liar is determined by the Trust operator, but either viiyimformation
is transferred.

The statement¥;~¢ (read % openly said thap is not true”) and-~U;¢ (read % did
not say anything aboup) are not the same concept. The differences between these two
statements is easy to understand, but care must be takemgutfuse them.

3.4.4. Trust. The trust operatol]; ;¢, is a doxastic modal operator for trust that
corresponds to the modal operator and is used to describe the internal stateistfthat
1 has for knowledge about the statelearned directly fromj. Two subtle distinctions
are important here. First, the trust thahas inj abouty hasno bearingon the trust;
has inj about the state of any other informatign Second, trust in a report does not
imply the information has ever been transferred, only thatili be trusted onceg actual
makes a report or transfers the information abpufor the purposes of this dissertation,
T; ;o = T; j~p; 1.e., if i trusts a positive report it is assumedill trust a negative report as
well.

The two statementd; ;~p (read % trusts any report from thaty is not true”) and
~T; ;o (read i emphatically does not trust any report frojmabouty at all”), are not

equivalent in any circumstances. They are contradictory.
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Table 3.1. The Axiomatic System
1. Definition of logical and modal operators (abbreviatjons
D1: pAry=~(~pv )
D2: @ xor ¢ = (pv)A~(p ) (Exclusive OR)
D3: o> =rpvy
D3: pov=(p->v)A(Y—>e)
D4: Cp=dweW:wEp
D5: Op=~O~p
D6: B;(y) Entityi believes the truth of
D7: 1, ;(v) Entity j informsi thatp = 7
D8: T, ¢ Entity: trusts the report from abouty

2. Axioms
P:  all the tautologies from the propositional calculus
K: o(e->v) - (0p > oy)
M: Dp -
S4: op-Doyp
S5 Cp-oO0p
Al: ~Op->0O~0¢
A2: O(pVvy) = Opv oy
A3: OpAOyY —O(pAar)
Bl [BipABi(p > )] - By
B2: ~B;l
B3: B,y - B;B;y
B4 NBZQO - BZNBZ(p
112 [LijenLij(p—> )] = L
12:  ~I; ;1
Cl: Bilijo AT jpo — Bip
C2: Ti;p =BT ¢

3. Rules of Inference [38] [11]
R1: from+ ¢ and+ ¢ — v infer ¢ (Modus Ponens)
R2: ~(pA1) = (~pV~)) (DeMorgan’s)
R3: from+ ¢ infer+— op (Generalization)
R4: fromr =4 infer-op =0y
R5: fromryp=vinfer-1T, ;0 =T, ju

Note: AxiomsK andM are required to insure correctness and completeness dajdical
system [39].
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4. DRIVE-BY-WIRE AUTOMOBILE

In this section we will examine the interactions of a netwodnnected drive-by-
wire automobile with a “trusted® network for roadside assistance such as General Motor’s
OnStar.

An increasing number of modern automobiles are essentalg-by-wire systems,
highly computerized, and connected wirelessly to sensoes as OnStar or Toyota Safety
Connect. While these features enhance automobile safdtyeability, the security impact
is a growing concern. This section examines the securityriwey-wire automobile
systems. Generic models of access control and informatiendte defined, with specific
instances of the 2010 Toyota Prius used where appropridte. alitomobile systems are
examined from the viewpoint of the driver with special engikan the driver’s ability to

determine who, or what, is actually in control of the autoitein critical situations.

4.1. INTRODUCTION

Modern automobiles are essentially drive-by-wire systemrsnected wirelessly to
manufacturers networks. The security impact of these ashchrfeatures is a growing
concern. Three fundamental questions are: (i) what is arogpipte security model for such
systems? (ii) what level of security do such systems pr&viged (iii) how does the driver
interact with the automobile and manufacturer? To addiesset questions, this section
models automobile systems as CPS and applies classicaitgemwdels of multilevel
access control and information flow security. Compared witbrmation and computer
systems, CPS present an interesting perspective of sefnanih three standpoints. First,
CPS have at their heart a control mechanism that is eithemguter system or something
similar; this raises the issue of securing a computer syst®etond, the physical side of

a cyber-physical system makes it easy to understand howynhadrserving the system can

OHere trusted is used in its more general sense and not in thedlic sense.
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leak information; this eases the difficulties of visualgttacks on the system. Third, CPS
are prone to collateral damage when compromised. It is masieeto see the implications
of a breach when it leads to total destruction of the systeherahan simply accessing
a few confidential documents in the case of an informatiomursiggcbreach. There are
two important questions to answer. First, why should ondyaeahow a drive-by-wire
automobile interacts with a remote roadside assistane&eaffered by the manufacturer?
The answer is that the presence of a drive-by-wire systenmstbat the driver has limited
control of the automobile in certain situations. Indeedjght of malware such as Stuxnet
[15], an attack on this CPS can have life-threatening camseces. Second, how should
the analysis be done? Why not simply discuss anecdotal msé®e The answer is that
a framework is needed if the system is to be understood agdct The formal security
models studied in this dissertation support the analydiseihteractions between the driver,
drive-by-wire automobile and remote assistance servibais.section specifically considers
the Toyota Safety Connect system, which has many of the saatarés as the OnStar
system. A prime concern is whether or not the driver can deter if the automobile
is under his/her control, the control of the on-board corepuir under the control of an
external entity. If the driver is not in control, is there #myng he or she can safely do? Or
is the driver helpless? We will show that, in some situatidhe driver not only has no
control, but that the driver cannot determine who or what ¢@grol of the automobile.
More than most current automobile models, the Toyota Paus drive-by- wire system.
In fact, other than issuing various requests to the comtraltea network (CAN), which is
the control mechanism of the Prius, the driver has littledcad far as our security model
is concerned. For example, when the driver steps on the Ip@dal, a sensor is activated
that requests the Prius to engage the braking system. Themmechanical linkage and
no possibility of the driver overriding an errant commandfarcing the Prius to obey
some other command. Indeed, the Prius traction controesysakes full control of the
accelerator, braking and all other systems from the drineleu hazardous road conditions.

Should the Prius determine not to honor a command, the dnesmo more control than
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a passenger. This dissertation considers several seownitigls and analyzes three issues
for each model: (i) normal operations that take the autotadbom a powered down to
a driving state; (ii) traction control under hazardous ra@additions; and (iii) external
(remote) control of the automobile. Special emphasis isqalaon the driver’s ability to

determine who, or what, is actually in control of the autoiteab

4.2. FUNCTIONAL MODEL

The functional model consists of a corporation that prowigervices to its automo-
biles in the form of remote assistance (e.g., navigationpte unlock and remote shutdown)
and an automobile with on-board drive-by-wire functiotya(e.g., key fob identification,
normal operations and operation under hazardous roadtcoms)i

4.2.1. Normal Operations. Normal operations of the Toyota Prius are similar to
those of most modern automobiles. When the driver appraattteevehicle, the vehicle
senses the key fob. In the case of the Prius, the driver dddsame to depress a button on
the fob to activate the automobile. If the Prius determihes the driver has the correct key
fob, it goes into the pre-operational mode and unlocks thvedside door when the handle
is pulled. The driver can then operate the vehicle.

4.2.2. Hazardous Road Conditions.Since the early 1970s, automobiles have been
equipped with Anti-Lock Braking System (ABS). More recgrégbme automobiles, such as
the Toyota Prius, have been equipped with traction conysibesns to automatically correct
for loss of traction. These systems can be thought of as a-sepef ABSs and are very
effective. As in the case of an ABS, the first time that a dresgyeriences a traction control
system, there is a feeling of complete loss of control of t®mobile. When the traction
control system is operating, the system overrides any mthiat the driver takes to protect
the automobile and passengers. In this dissertation, stldsions about traction control
are assumed to apply only to the Toyota Prius.

4.2.3. Remote Shutdown.Many automobile models have the ability to be remotely

disabled. This is intended to assist in recovering a stoleioraobile, but it has the
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potential for misuse [41]. Of particular concern are modsleh as the Toyota Prius, that

automatically shift into park when the system is turned off.

Engage/disengage

Traction
control

Figure 4.1. Schematic Operation of Corporation/Driver/ldgeractions

4.2.4. Remote Operations. If an automobile is equipped with OnStar, Toyota
Safety Connect or some other similar service, the owner rmust the corporation or
service provider. The specific limits of the service oftemruat be discerned from the
sales brochure. Also, it can be very difficult to determin¢hié actions undertaken by
an automobile during its operation are due to traction ayntemote corporate operations
or a malfunction. In all three cases, the results can be thme sthe driver has no control

over the automobile.

4.3. LEAKAGE OF RIGHTS
This section analyzes the leakage of rights using the sgeunddels described in the

previous section.
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4.3.1. Subjects, Objects, and Rights.

Subjects:

Car - The computerized control function of the vehicle.

Corporation - An entity, or its members, that may be able to control theialeh
through a wireless link; for example, Toyota Safety Conf@i@it Another example

would be GM OnStarr.

TractionControl (T'C) - The vehicular system that takes control of the automobile
under hazardous driving conditions. It includes the momailfar anti-lock braking

system (ABS).

Objects:

Activator: The operational network of the automobile, including pbstsoperations

such as brakes, shift and power on/off.
Fob: The key fob that activates the automobile.
Driver: The person sitting in the driver’'s seat of the automobile.

Car|D: A unique identifier that allows remote commands to the@mdbile, including

commands that change rights [43].

Corporatel D: A unique identifier that allows the corporation to secursign a

command sent to an automobile &yir I D.

These objects are attached to th&ivator and are operated by thet right. These
objects have no direct security impact. They exist in the ehatmply to make it

easier to understand the objetttivator.

— Shift - The automobile will remain in PARK unless there is d/key fob inside

the vehicle. There is no physical shift control linkage.
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— Brakes - The brakes will not operate under certain condstisach as when the
traction control is engaged. The vehicle decides at allgimieether to brake or

regenerate when the brake pedal is pressed.

— Accelerator - The accelerator is drive-by-wire and will nperate under certain

conditions.

— Power On/Off - The ability to change the power state of themuatbile.

Rights:

* act (activate): The ability to perform an action, very much likgead, write, and

execute.

* know: - Knowledge or possession of theob, Corporatel D, or CarlD. In the
special case of the fob, the automobile acquiresw when the fob is in the proximity
of the automobile and is remotely sensed. In the cas€whoration, know can
mean the information is retrieved from the files or receiveer@ link of unspecified

length and type.

* engage/disengage: The ability to engage or disengage control from anothercsou
The automobile recognizes commands according to this releya Corporation,

TractionControl, andDriver.

4.3.2. Bell-LaPadula. There are three security levels, CORPORATE, CAR
and DRIVER. The most secure is the CORPORATE level and thst Isecure is the
DRIVER level. The CAR environment is an intermediary betweéaformation held in

the CORPORATE environment and the DRIVER (or unsecuredy@mnent.

1. Corporation (highest level) which we refer to| @ORPORATE |

» SubjectCorporation

» ObjectCorporatel D
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» ObjectCarlID (asknown by Corporation)

2. Car system (Middle level) which we will refer to 4€AR]

SubjectCar

Subjectl'ractionControl

ObjectCarl D (asknown by Car)

Object Activator
3. Driver (lowest level) which we refer to §ORIVER |

* ObjectFob
» ObjectDriver

* ObjectCarlID (asknown by Fob)

The security domains for the model create compartmentspidudition the system
into domains that restrict actions between levels. Thisrtigqularly important when a high

security subject lowers its security level to write to a lowecurity object.

1. [RASSIST] The security domain of th€orporation and everyC'ar connected to the

WiFi network.

SubjectCorporation

SubjectCar

ObjectCorporatel D

ObjectCarI D (asknown by Corporation)

2. [CAN] The security domain of the actual Controller Area NetworlAKGQ of the

target Prius.

e SubjectCar

» Subjectl'ractionControl
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* ObjectCarlID (asknown by Car)

» ObjectActivator
3. [CABIN]

» SubjectCar
* ObjectFob
* ObjectDriver

* ObjectCarID (asknown by Fob)

The Subjects and Objects within the security model are gdlacthe level and domain
[LEVEL, (DOMAIN)], as shown in Table 4.1. Figure 4.1 presents the subjectbbje
interactions: C'ar receives the authorization to operate framb, TractionControl or

Corporation.
Theorem 2. The BLP model allow§'ar to operate under hazardous road conditions.
Proof.

1. C'ar senses hazardous road conditions. No security actionsdtavered.

2. Car uses thé property to engag@ractionControl.
[CAR] < [CAR] and (CAN,CABIN) c (CAN,CABIN)

3. Car lowers its security level tpDRIVER] and deletesct from Driver.

[DRIVER] < [DRIVER] and (CABIN) ¢ (CAN,CABIN)
4. Car restores its security level {€AR, (CAN,CABIN)].

5. TractionControl usesact to control the automobile vi@'ar (and Activator).

[CAR] < [CAR] and (CAN) c (CAN,CABIN)
6. C'ar senses normal road conditions. No security actions haver izt

7. Car uses thé property to disengadéractionControl.
[CAR] < [CAR]and (CAN) c (CAN,CABIN)
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8. Car lowers its security level tpDRIVER] and restoreact overCar to Driver.

[DRIVER] < [DRIVER] and (CABIN) < (CAN,CABIN)
9. Car restores its security level {CAR, (CAN,CABIN)].
10. Driver uses*property andict to operate Prius.

[DRIVER] < [CAR] and (CABIN) < (CAN,CABIN) O

Theorem 3. The BLP model allows for th€'ar to operate under the remote control of

Toyota.
Proof.

1. Corporation lowers its security level tpCAR].

2. Corporation uses the property to sendngage/disengage command tad ar.

[CAR] < [CAR] and (RASSIST) < (CAN,RASSIST, CABIN

3. Car lowers its security level tpDRIVER] and deletesct from Driver.

[DRIVER] < [DRIVER] and (CABIN) ¢ (CAN,CABIN)
4. Car restores its security level {CAR, (CAN,CABIN)].

5. Car uses*property to sendisable command tdl ractionControl.

[CAR] < [CAR] and (CAN) c (CAN)

6. Corporation uses thé property to control th&€'ar via act.

[CAR] < [CAR] and (RASSIST) c (CAN,RASSIST,CABIN)

7. Corporation uses thé property to return control to th€ar.

[CAR] < [CAR] and (RASSIST) ¢ (CAN,RASSIST,CABIN
8. Corporation restores its security level (CORPORATE.

9. Car lowers its security level tpDRIVER] and restoreact overCar to Driver.

[DRIVER] < [DRIVER] and (CABIN) ¢ (CAN,CABIN)

10. Car restores its security level {€AR, (CAN,CABIN)].
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Table 4.1. BLP Security

Subject Level Domain
Object CORPORATE CAR DRIVER RASSIST CAN CABIN
Activator X X
Fob X X
Driver X X
Car X X X X
CarlD X X X X X X
Corporation X X
CorporatelD X X
Traction Control X X

11. Driver can now use th&property to writeact to theCar.
[CABIN] < [CAR] and (CABIN) c
(CAN,RASSIST,CABIN [

This allows the corporation to take control of any functidrCar at any time. While
there exists a slight possibility that this might be usetuthe driver in the situation of a
runaway or stolen automobile, the security implicatiors @ore sinister in terms of an
attack[41]. If an employee of the corporation were to useg¢fmmmands maliciously, the
implications may well be life threatening. A command couddeémtered remotely to set the
accelerator to maximum and the driver and passenger wouldlpéess. The assumption is

that this could happen but never would happen—it is simplyatenof trust.

4.3.3. Lipner. In order to implement the Lipner (Biba/Bell-LaPadula) mhaee
will use the same security levels and domains as in our egiLP model of theCar.
However, because we also consider the Biba model, it is sapeto define integrity levels

and integrity compartment3dble 4.2). The integrity levels are:
* [TRUSTED] - Completely trusted

— ObjecCorporatel D

— SubjectCar



— Subject Traction Control
— ObjectActivator

— ObjectCariD

— ObjectFob

— ObjectDriver
« [UNTRUSTED] - Not trusted
— SubjectCorporation
The integrity compartments are:
» [WiF1] - Wireless network

— SubjectCorporation
— SubjectCar
— ObjectCariD

— ObjecCorporatel D
* [CAN] - Controller Area Network

— SubjectCar
— SubjectT'ractionControl
— ObjectActivator

— ObjectCarID
» [CABIN] - Passenger compartment

— ObjectFob

— ObjectDriver

Assumption 1. Ring Policy We will use the Ring Policy for our model.

44
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Theorem 4. The Lipner model allow§'ar to operate under normal conditions.
Proof.
1. The Prius senses the fob. No security actions have takee pk this point.

2. The Prius reads the fob for the proper credentidlssr is a subject and fob is an

object. Any subject can read any object.

3. Car writes to object Driver to grantct over Car. Car [TRUSTED,(CABIN)] is at
the same integrity level as the objeltiver  TRUSTED,(CABIN)).

0]
Theorem 5. The Lipner model allow§'ar to operate under hazardous road conditions.
Proof.
1. TheCar senses hazardous road conditions. This is allowed becauseaurity
actions are involved.

2. Clar engages Traction Control. Both are at the same integrigl [FRUSTED, (CAN)|.

3. Car deletes rightact over Car from object Driver. A subject may write to an
object only if the subject is at the same, or higher, intgglétvel as the object.
Car [TRUSTED,(WiFi,CAN,CABIN)] is the same integrity level as
driver [TRUSTED,(CABIN)).

4. Traction Control usesct to control the automobile vi@'ar and Activator. A subject
can only execute another subject if it is at the same or higjitegrity level. Traction

Control,Car, and Activator are all at leve[ TRUSTED,(CAN),.
5. Car senses normal road conditions. No security actions occur.

6. Car disengages Traction Control. A subject can only executeh@nsubject if it
is at the same or higher integrity level. Traction Controdl & are both at level

[TRUSTED,(CAN).
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Table 4.2. Lipner Integrity Matrix

Subject Level Compartment
Object TRUSTED UNTRUSTED WiFi CAN CABIN
Activator X X

fob X X
driver X X
Car X X X X
CarlD X X X X
Corporation X X

CorporatelD X X

Traction Control X X

7. Car gives rightact over Car to object Driver. A subject may write to an
object only if the subject is at the same, or higher, intgglétvel as the object.
Car [TRUSTED,(WiFi,CAN,CABIN)] is the same integrity level as
driver [TRUSTED,(CABIN)]. 0J

Before we look at remote operation3yiver is the only person who can correctly assess the
needs of the moment. A remote command, no matter how innocesatfe in theory, could
be life threatening to the passengers. If a command is isdeer must determine the
source of the command’orporation or TractionControl), the current situation, and the
proper actions to preserve the safety f-. Therefore, from the perspective of theiver,

any actions that are not directly under the commandeofver or TractionControl are

inherently not trusted. Indeed, they are most definitelgdkening.

Theorem 6. If Corporation is not trusted, then the Lipner model does not allGw- to

operate under remote operations &yrporation.
Proof.

1. Car is operating normally under the control Bf-iver. This is allowed as no security

actions are involved.

2. Corporation sendsngage/disengage command t@ar. A subject can only execute

another subject if it is at the same or higher integrity level
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Corporation[UNTRUSTED,(WiFi)] is at a lower integrity level than
Car [TRUSTED,(WiFi,CAN,CABIN)] so the execution is not allowed (fails).

Therefore Lipner fails for this procedure. 0J

Because& 'orporation is not trusted, the Lipner model stop®rporation conducting
remote operations. Unfortunately, this is not the way thmoebile system functions in
reality.

4.3.4. Remarks about Applying the Lipner Model. While the Prius works fairly
well under BLP, it does not work as well under the Lipner modielen though the Lipner
Model deals better with issues of changing security levaks Lipner model fails to allow
the known functioning of the system when Toyota Safety Cohiseoperating.

4.3.5. Noninference. We will now examine how”'ar behaves under Noninference
with respect toDriver. We will use the same security levels as in the BLP Model (see

Table 4.2).

Definition 18. Terms
HIGH Level H = { CORPORATE,CAR
LOW LevelL = {DRIVER

We will use the commands and states listed in Table 4.3.

Theorem 7. The Noninference model permits information flowtoiver under hazardous

road conditions.

Statesioy, 013, 09,09, 05,07, 08,014, T12, 010, 01, 00
Commands(,): ci3, ca, ¢g, C5, C7, C8, C14, C12, C10, C1
To prove Noninference with respect foriver, the following two properties must

hold:
Property. 7 is a valid trace:

Proof. 7= {0-070-1370-2709705707708701470127010701700} O
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Table 4.3. Commands and States

Command State

co: Null command oo: Car operating normally

c1: Car grantsDriver act o1: Driver hasact rights

co: Car grantsact to TC oo: Caris in TC mode

c3: Corporation takesact from Car os3. Corporation controls the automobile
¢yt Driver issues request t0'ar o4: Car has a request fromriver

c5. TC gives command t@'ar o5. Car has a command frodC

cg: Corporation issues command og. Car has aCorporation command

c7: Car issues command tdctivator o7. Activator has a command fro®@ar
cg. Activator executes command og. Car does something

cy: Car deletesact from Driver o9: C'ar is not under driver control

c10: TC relinquishesuct overCar o10:. TC'is disabled

c11: Corporation releases control af'ar o11. Corporation releasesict overCar
c12: Car senses normal conditions o12. Road is normal

c13: Car senses dangerous conditions o13. Road is dangerous

c14: Driver observes automobile’s physical actio o14: Driver senses automobile’s actions
c15. Car readsEob o15. Car hasCarID from Fob

c16. Car notifies Driver of success o16. Driver observes notification

o17. Caris parked and idle

Property. 71 L is a valid trace

Proof. r T L= {0'0,0'8,0'14,0'0}
This is not a valid trace. If the high level commanddoes not occur, the@'ar will not
move unless under the commandfiver and stater;, will not occur. Therefore, the

proof fails. Noninference does not hold with respecbtaver. O

In this case, the model is not Noninference secure with e$périver. Information

that the automobile has engaged traction control is leak#uktdriver.

Theorem 8. The Noninference model permits information flowtoiver under

Corporation remote operations.

Statesioy, 03, 09,010, 06,07,08,014, 011, 01,00

Commandéc;): cs, ¢y, C10, Cs, C7, Cs, C1a, C11, C1
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To prove Noninference with respectfa-iver, we must prove two properties:
Property. 7 is a valid trace:

Proof.

T = {0-070-370-970-1070670770870147011701700} |:|

Property. 71 L is a valid trace

Proof.

TTL:{O-07O-87O-147O-0} |:|

This is not a valid trace. If the high level commanddoes not occur, the automobile
remains under the control of the driver and state can not be reachedProof fails -
Noninference does not hold with respect to thériver.

4.3.6. Remarks about Applying the Noninference Model. The implications of
information flow to Driver under hazardous conditions a6@rporation remote control
are not trivial. While Driver knows that he or she is temporarily not in control of the
Prius, it is not possible fobriver to distinguish between the actions of the traction control
mechanisms and remote commands. This is compounded bycthiindd a system failure
would give Driver the same information. Thu#)river is left bewildered,confused and
possibly frightened.

4.3.7. Nondeducibility. We now analyze how'ar behaves under Nondeducibility [44]

with respect taDriver. Once again, we use the same security levels as in the BLPImode

Definition 19. Terms HIGH Level: H = {CORPORATE,CARand LOW Level: L =
{DRIVER.

Once again, we use the commands and states from Table 4.3.

Theorem 9. The Nondeducibility model permits information flow to thevelr under

Normal Operations.
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The events required to begin operations of the automolsle ar
Statesoq7,015,01,016, 04
Commands(,): ci5, c1, ¢16, C4

To disprove Nondeducibility, we need to show that there Ig one set of High Inputs

and Low Inputs that could have produced the events as sedelalyiver.

Proof. Proof by contradiction

Assume there are multiple sets of HI that when taken with bbpice the known trace.

1. These HI cannot come froMractionControl because th&'ar is not behaving

mysteriously.
2. These HI cannot come froorporation for the same reason.
3. These HI must come frodiar.

4. Car has a limited number of possible HI it can produce:

* deleteact overCar from Driver is not possible because the-iver can operate

the automobile

* engage Traction Control is not possible because the automobileti®ahaving
mysteriously
» Car grantsact overCar to Driver is possible because theriver can operate

the automobile

» Car readsFob is possible because this is required to grast over C'ar to

Driver

5. No other actions are possible, therefore there is onlyseth@f HI that leads to the

known trace. Contradiction!

Therefore, the model is not Nondeducibility secure wittpezs to Driver under Normal

Operations. O
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Theorem 10. The Nondeducibility model does not leak information to thever under

hazardous road conditions (Traction Control Mode).

Stateso, 013,09, 09,05,07,08, 014,012,010, 01, 0¢
Commands(,): ci3, ¢, ¢g, ¢s5, C7, C8, C14, C12, C10, C1

The trace would beT, = o0y, 013,09,09,05,07,08,014,012,010,01,00 and T'ry =
00, 08,014, 00. IN plain language, the driver is driving the automobileddenly theCar
begins to behave mysteriously, and then ther suddenly lets the driver operate the
automobile again. We will prove hazardous road conditiensandeducibility secure in

conjunction withC'orporation remote operations.

Theorem 11. The Nondeducibility model does not leak information to thever under

Corporation remote operations.

StateS.O'(], 03,09,010,06,07,08,014,011,02,01,00

Commandéc;): cs, o, 10, Co, C7, Cs, C14, C11, C2, C1

The trace would beTr = oy,03,09,010,06,07,08,014,011,092,01,00 and T'r;, =
09,038,014, 00. In plain language, the driver is driving the automobilesuddenly begins
to behave mysteriously, and théfar suddenly lets the driver operate the automobile again.
We will prove Corporation remote operations is Nondeducibility secure in conjumctio

with hazardous road conditions.

Proof. Hazardous road conditions antrporation remote operations are both

Nondeducibility secure.

In both hazardous road conditions (Theorem 10) @agporation remote operations
(Theorem 11), the driver experiences the exact same low tesee. The automobile

is operating normally, the automobile behaves mysterjoastl is not under the driver’'s
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control, and suddenly things return to normal. By our dabnitND holds if:

ND(ES)=Y7p, g eTr

such that

dreTr:7|L="1|LAT|HI =71|H

Since we have shown two different traces, from hazardowkcoaditions and’ orporation
remote operations, that have different High Inputs but tmesr;, it is not possible to

deduce the High Inputs. Therefore, both are Nondedugjlsiéife for the driver. O

4.3.8. Remarks about Applying the Nondeducibility Model. From the viewpoint
of the driver, it would be better if Nondeducibiligid not hold for hazardous conditions
and Corporation remote operations. The driver has no control in either caslecannot
determine the source of the strange actions ofthe. The driver may not be able to turn
off the automobile and coast to a safe stop. Some newer abiteashift into park when

turned off.

4.4. REMARKS

Like most modern automobiles, the Toyota Prius as a driveog system can present
some interesting security issues. The system fits the newiél BLP model, but the
requirements for a more secure subject to lower its sedesigf to make the system function
implies a large amount of trust in the entity. In the LipnerdaltheCorporation subject is
not trusted, resulting in the system operations being isisbent with known operations.
Both Noninference and Nondeducibility are information flomodels that describe the
ability of the driver to ascertain how the vehicle is beingied. Specifically, the system
is Nondeducibility secure with respect to the driver whiokams the driver cannot ascertain

if Corporation remote operations or th@ar is controlling the behavior.
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If the owner subscribes to OnStar, Toyota Safety Connecspore similar service,
the driver must trust the service. We have shown that in ldl@zer situations or in remote
operations the driver igot in control of the automobile. There is nothing the driver dan
in these situations but trust that all is well. Such concepread beyond the systems studied
here; the recent Stuxnet worm [15] had a similar effect ofdihg the system operator from
the actual CPS operation. As such, this dissertation’syaisals indicative of the type of
analysis needed before large-scale adoption of cyberiqadyservices.

This section models a particular CPS, the drive-by-wir@anabile using a number
of security models from BLP to the IFS models such as Norfietence, Noninference,
and trace-based Nondeducibility. If a model is used that du take into account IFS,
the results do not clearly describe the observed actionseo€PS. The IFS models more
closely reflect the reality of the drive-by-wire automoblet there are still issues.

The models as presented are all trace based. The CPS musidedy diollowed
through the actions of interest atigbnthe trace can be examined to insure that the particular
IFS holds. For both NI and ND the model must be twice under different security
conditions and the resulting traces compared. Trace badedmnation flow models do
not offer the promise of real-time analysis of CPS.

As noted in Section 2.3, Sutherland Nondeducibility cart beexpressed as a modal
frame based model rather than a trace based model. With foased ND models, the
requirement to run the model multiple times can be relaxdds Would seem to eliminate
all of the major issues with ND but in many cases it does noth&tland’s ND requires
the model to contain potential valuation functions &tirWell-formed formula (wff) for all
worlds. This is often not the case with CPS. If valuation functiors missing, the model
fails and ND cannot be determined one way or the other.

The next section will address these issues.
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5. AMULTIPLE SECURITY DOMAIN MODEL OF A DRIVE-BY-WIRE SYSTE M

Traditional security models partition the security unserinto two distinct and
completely separate worlds: us and them. This partitiorbgolte and complete. More
complex situations are most commonly treated as sets adasargly more secure domains.
This view is too simplistic for CPS. Absolute divisions amnceptually clean, but they do
not reflect the real world. Security partitions often ovprlaequently provide for the high
level to have complete access to the low level, and are maomplex than an impervious
wall.We present a model that handles situations where theisgdomains are complex or
the threat space is ill defined. To demonstrate our methodkxamine a “drive by wire”
system from both the traditional view and in light of the modeeality. This dissertation
examines the system from the viewpoint of the driver withcigdeemphasis on the driver’s
inability to determine who, or what, is actually in contrdltbe automobile during critical

situations.

5.1. INTRODUCTION

It is natural to reduce the concept of security to “walling thad guys out.” From
primitive forts to sophisticated medieval castles to mad@mputer security systems, this
model has held up reasonably well. Unfortunately, as sanatbecome more complex, and
the “bad guys” more astute, these models became less effecti

Models such as Bell-LaPadula(BLP) [45], Lipner [24], andiNderference [25] work
well for most situations as long as one is aware of their oins. When viewed as
increasingly more effective and sophisticated attemptdet@ with the real world, these
models serve for the everyday as long as there is somethitey lier the more difficult
and more demanding possible situations. These models deypem clean and idealized
axioms and, in general, require the ability to know the saqaef actions (trace) and are

input total [46] [47]; i.e., we must know all the actions aheéit consequences to be able to
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analyze the security situation. These models all forbiddependencies between input [46]
and frequently rely upon objects following unenforced sidach as BLP’s “no write down”.
Each has their place, but for more demanding applicationsegé stronger tools.

IFS in CPS leads to particularly challenging and complexusgcdomains. Most
security models are composed of “secure” and “not secureifottunately, this focus
leaves these models open to attacks that do not steal infiorzut simply disrupt critical
information flow.

ND was introduced by Sutherland [8] in an attempt to use mtatdiniques to model
data in a partitioned security system. The possible wordg. ( state collections) of this
model are partitioned into disjoint sets and informatiorrastricted toone side of the
partition or the other[7]. Information that could not be inferred from the othedesiof
the partition was determined to be Nondeducibility sec@gerlapping security domains
break Sutherland’s Nondeducibility as do information flaiet simply cannot be evaluated.

In Section 5.4 we use both traditional Nondeducibility andlfiple Security Domain
Nondeducibility to model a “drive by wire” automobile corated to a roadside assistance

network such as General Motors OnStar or Toyota Connect.

Of prime concern is the simple question: can the driver detee when the
car is under his/her control, the control of the on-board qauter, or under the

control of something outside the car? [1]

Section 3.3 outlines the modal techniques and theory bddotidsecurity models. In
Section 5.4 we model in detail: normal operations, hazadoad conditions (a.k.a traction

control), and corporate remote control of the car.

5.2. PROBLEM STATEMENT
Is it reasonable to use computer security models to desaritieS where the attack is

designed to disrupt safe operations by concealing critidatrmation flows? Specifically,
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Table 5.1. Definition of State Variables

Variable

S0 Car is behaving normally(

$1 driver is aware of car’s behavior

S9 car is accepting commands frodriver

83 car is accepting commands frotn

Sy car is accepting commands frooarp

S5 car is faulty and not accepting commands

can the drive-by-wire automobile connected to a road sidist@mnce network be described

correctly using Sutherland’s Nondeducibility or MSDND?

5.3. SPECIFIC CASE OF THE DRIVE-BY-WIRE AUTOMOBILE

This section will use the same specific model of the driveasing automobile
introduced in Section 4. The same subjects, objects, aneésnafdwill be examined using
a Kripke frame based model.

Depending on which mode the car is in, the driver may not be tabdlistinguish who
or what is actually in control. Of particular interest is ret@operation bgorpwhich exists
in one security domain v.s. operation ¢hgrver in another security domain. What the driver
can and cannot ascertain is governed by the information thavexists among domains,
both in the cyber, and in the physical.

The ensuing discussion shows how classic models of infeom#ow and Deducibility
break down in the cyber-physical environment. This disdiem develops a multiple

security domain model and applies it to the car model.

5.4. SPECIFIC EXAMPLE OF THE DRIVE-BY-WIRE PRIUS
5.4.1. Structure of the Model. We will limit our discussion to the state variables

given in Table 5.1 and 5.2.
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Table 5.2. Logical Statements of Interest

p; State

w0 So The car is behaving normally
01 81 driver is aware of car’s behavior
Vg 89 Thedriver is in command

Y3 S3 Traction Control is in command
Y4 S4 Thecorp is in command

05 S5 Thecar is not working correctly
Sa d=T d=@aA~p3A~psA~ps

S¢ t=T t=~paAP3A~PLA~Ps

S¢ C=T  C=~Pa AN~P3 NPy ~Ps

Sf f=T [f=rpaA~psAnpings

Table 5.3. Valuation Functions of the Model
Valuation Result

Vi(w) =soAT “true” < car is behaving normally
Vi(w) =s1 AT “true” < driver knows he is in control
Vi(w) =sy AT “true” < driver is in control ofcar
Vi(w) =s3AT “true” < tcis in control ofcar
Vi(w)=s3AT “true” < corp is in control ofcar
Vi(w) =s3AT “true” < car is in a failure state

We will now define a set of logical conditiong,, d,t,c, f, that we can evaluate to

determine how the car is responding to commands, see Table 5.

Similarly, we can define valuation functions for some of thetes variables in the
frame as given in Table 5.3. On any given world, these valadtinctions will return the
value of the corresponding state variable as seen by thty émtcontrol i € {d,t,c, f}.
Either the driverd, traction controk, or corporationt is in control or the car is faulty and

nothing is in control.

From observing the actual operation of the car, there is &woab constraint.
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Vi(w) = s;

Vé(w) =s;

Vf(w) _ S; 1< 3 .
(s3VvsyVvss) otherwise

Figure 5.1. Evaluation Functions for the Drive-by-Wire Car

Table 5.4. Possible Worlds; for the Drive-by-Wire Car
world incontrol sy s3 s4 S5

Wo d T L 1L 1
w3 t L 1T 1 1
Wy c 1 1 T 1
Ws f N N .

Constraint (Thecar can allow only one source of commandsytrol; at a time) For some

arbitrary world,w € W, this can be expressed by the following set of conditions:

wed < wrO~(tvevf)
wEet < wrO~(cv fvd)
wEc < wrO~(fvdvt)

wef < wro~(dvtve).

This constraint can be expressed as the predicate whichaggaltol if that entity is in

control and) otherwise:

wEd < controly = control, =1
wEt < control; = controly =1
wEc < control.=controls =1

controly = controly = 1

<>
4
w O (Zcontroli = 1).
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5.4.2. The Sutherland Nondeducibility Model. It would be of no real interest
to re-examine all of the same modes of operations of the dhyweire automobile using
Sutherland ND again. However, there is a key difference betwthe trace based analysis
of Section 4 and a modal based analysis. The examinationeofrarde of operation will
suffice to illustrate this difference.

Consider how the car behaves under the Sutherland Modelestrect to theriver
during hazardous road conditions, i.e. traction contrdhe Worlds to be considered are
given in Table 5.4. The evaluation functions faght domain elementsc and corp are
identical but the evaluation function for theft elementdriver must reflect the lack of
access toight level entities. A valid set of evaluations is given in Fig&ré.

5.4.3. Hazardous Road Conditions. When the road conditions deteriorate and

traction control takes over, the driver may be startled.

Theorem 12. The Sutherland model prevents information flow to théver under

hazardous road conditions.

Proof. When the car senses hazardous road conditions, contrdlamatically transferred
from driver to tc. The driver, and passengers, can still sense the actioime afar due to
the cyber-physical nature of the entire system but canraitiate what is causing the car
to do what the driver senses. Using the worlds, states, amdaion functions we have

previously defined (see Tables 5.1 and 5.4 and Figure 5.1¢®ie s
Vi(wz) = Vi(ws) (s2=1)

Vi(ws) = V§(ws) T
Vé(ws) = Vi(ws) = T
Vi(ws) # Vi(ws)

Vi(ws) # Vi(ws)
From the viewpoint of thec(right):

Vi (ws) = Vi (ws) A (Vi(ws) # Vi(ws))

From the viewpoint of the&river(left):
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Vi(ws) = Vi(wa) = Vi(ws)
AR VE(w)) A (B Vi(w))
AR VE(w))

Whentc is in controlis secure from the driver, because the driver lacks valoatio
Vé(w),V4(w), andVe(w). But Sutherland’s Nondeducibilitgannot even be evaluated
because there ar® valuation functions for the driver to determine exactly wzents are
hidden. The traction control module has access to all theat@ins to determine ND, but
the driver does not. Sutherland’s Nondeducibility canmopprly describe the CPS in this

situation. 0

5.4.4. Remarks about Applying the Sutherland Nondeducibity Model. Before,

in Section 4.3.7, Sutherland Nondeducibility was demanstt by comparing the resulting
traces as seen byriver in two different scenarios Because the traces were iddntica
Sutherland Nondeducibility holds. This procedure could yeld ND(ES) without
examining both traces. However, when Sutherland Nondeditgiis used as originally
introduced in the modal version, Sutherland Nondedutybdan be shown directly from
one scenarid the subject has access to the valuation functions requivéhen this is not
the case, as in our current model, Sutherland Nondedugibiteaks down. This critical

issue is what led to the development of Multiple Security @am Nondeducibility.

5.4.5. Multiple Security Domains Nondeducibility Model. We will now examine
how the model behaves when we take overlapping security themato account, see
Figure 5.2.

5.4.6. Normal Operations. First, how does the model resemble the actual CPS under

normal conditions?
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==

SDprius

Outside Threat Area

Figure 5.2. Security Domains in the Model

Theorem 13. The MSDND model permits information flow to tbsver under normal

operations.

Informally, car responds to thériver actions and this ensures that théver controls
car. Under Normal Operations, MSDND(ES) does not hold as in&drom has leaked from
the security domain of the car to the security domain of tineedrAgain, this is the desired

result.

5.4.7. Hazardous Road Conditions. Next, how does the model resemble the actual

CPS when road conditions deteriorate?

Theorem 14. TheMSDND model yields Nondeducibility, thereby stoppiritgal informa-

tion flow to the driver under hazardous road conditions.

Under hazardous conditions, ther acts exactly as in the Sutherland Model

theorem 12. Using the worlds, states, and evaluation fonstive have previously defined
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(see Tables 5.1 and 5.4 and Figure 5.1) we see:

Proof. Given: Thedriver knows something else is controlling the car and constraiitit s

holds.

1. JweW:wE~d driver is not in control here
4

2. w+0O (Z control; = 1) something must be in control
i=1
4

3. wrDO (Z control; = 1) te, corp., or broken
1=2

4. Vi(w)=(sy=1) driver sees car's actions

5. wkERVi(w) driver can't tell it's tc

6. wEPVi(w) is it corp.?

7. wEedVi(w) is it broken?

8. Combining statements 3, 5, and 7 we obtain:

4

MSDND(ES)= 3w e W : [w -0 (Zcontroli = 1)] AwE (B Vi(w)A 3 VE(w))]. (5.1)

1=2

O

The driver has a problem. In the domaisiD? the physical actions of the car can be

deduced, but the only deductidn;ver can make is that he or she is not in control of the car.

Strictly speakingdriver does not have all the needed valuation functions and caneat e

evaluate Sutherland ND(ES). Using the MSDND(ES) definititve driver can correctly

determine Nondeducibility. The driver can correctly detere he is not in control, but

cannot determine exactly what is in control.

5.4.8. Corporate Remote Operations.When corporate, or some other entity, takes

control remotely, the CPS behaves much as it does under padrconditionis.

Theorem 15. TheMSDND model yields Nondeducibility, thereby stoppritigal informa-

tion flow to the driver during remote operations.
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Under corporate remote operations; behaves as before, see theorem 11. Using the

worlds, states, and evaluation functions we have prewalefined (see Tables 5.1 and 5.4

and Figure 5.1) we see:

Proof. Given: Thedriver knows something else is controlling the car and constraiifit s

holds.

1. JweW:wr~d driver is not in control here
4

2. wrO (Z control; = 1) something must be in control
i=1
4

3. wrO (Z control; = 1) te, corp., or broken
=2

4. Vi(w)=(sy=1) driver sees car's actions

5 weE}Vi(w) driver can't tell it's tc

6. wEdVi(w) is it corp.?

7. wEedVi(w) is it broken?

8. Combining statements 3, 6, and 7 we obtain:

4

MSDND(ES)= 3w e W : lw O (Z control; = 1)] Aw e (Vi (w)a 2 VE(w))]. (5.2)

1=2

O

5.4.9. Remarks about Applying the Multiple Security Domairs Model. From the

physical actions of the car, it is correct to deduce that tineedis not in control. What is

in control is MSDND(ES) secure from the driver. Hazardousditions (traction control),

Remote Corporate Operations, and possible mechanicatdadlll present the same way
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to the driver and passengers. The longer this situationrooed the more likely it is that

something bad will happen.

5.5. REMARKS

The traditional view of security, the idea of “walling the cdbguys out”, is too
simplistic. Viewing security domains as wholly containeithm a threat space or within a
less secure domain is inadequate as are the tools avaiRéétricting models to idealized
partitions does not work well with cyber physical systems.

We have shown multiple security domains, without the naetseskideal partitions, is
a more realistic model. We have shown that in CPS informdéaks throughout the model
by observation of the physical actions of the system. Our deiinition of MSDND(ES)
can model traditional Nondeducibility as well as providedimition of Nondeducibility
that holds in CPS. Specifically, MSDND(ES) can easily modkelasions where critical
information flow from one security domain to another is dped or denied altogether as
in the Stuxnet worm attack.

We applied our model to a specific CPS, a drive-by-wire autalapunder real world
conditions. Our model fits the CPS better than traditionatdémucibility because it does
not require us to partition the system into idealized domé#nat do not allow information
flow between domains. Indeed, our model does not even neattitess how the security
domains interact once they have been properly defined. We $tawwn that we can relax
the requirements of absolute domain partitioning andrsiditiel the system.

Furthermore, we have shown that since MSDND(ES) does no¢rdepipon the
ability to evaluate information flow between distinct andsallite partitions, our model
does not require building complicated decision variablesdoes it require access to the
total input/output of the model. By relaxing the boundarpditions of the model, results

are obtained by modal methods.
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6. STUXNET TYPE ATTACKS ON CPS AND TRUST

Multiple Security Domains Nondeducibility, MSDND(ES) e}ils results even when
the attack hides important information from electronic mans and human operators.
Because MSDND(ES) is based upon modal frames, it is abledtyzsthe event system
as it progresses rather than relying on traces of the systetonly does it provide results
as the system evolves, MSDND(ES) can point out attacks degitp be missed in other
security models.

This work examines information flow disruption attacks sastStuxnet and formally
explains the role that implicit trust in the cyber securifyaccyber physical system (CPS)
plays in the success of the attack. Modal operators are definallow the manipulation
of belief and trust states within the model. We show how thiacathides and uses the
operator’s trust to remain undetected. In fact, trust inGRS is key to the success of the

attack.

6.1. INTRODUCTION
The advent of APT attacks [14] such as Stuxnet [48] have méder,araditional

security models obsolete. The idea of reducing informagexurity to walling the bad guys
out is still valuable for a first line of defense, but as siimias become more complex and the
attacks become more sophisticated, these models becomefiestive. To make matters
worse, these models depend upon clean, idealized axiomsegude knowledge of the
sequence of actions (trace). Therefore they are input [&I[47]; i.e., we must know
all the actions and their consequences to be able to andlgzseturity situation. These
models are designed to prevent the theft and transfer ofnretion to the outside world
and are of limited use when the attack seeks only to hidecalitnformation and not steal

it. Stuxnet-like attacks require different tools.
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Information flow security in CPS can lead to particularly gdex security partitions.
Tools that work well with securing the cyber part of the systarely work well to keep
the physically observable parts of the system from leakifigrmation. Physically locking
the fence around the physical parts of the CPS does not pfatet a purely cyber attack.
Typical electronic or cryptographic solutions do not magplecific cases closely enough to
handle the cyber-physical interfaces. A persistent attaekth enough time and backing
will get in.

Models based upon modal logic and Kripke frames show promiseir efforts to
understand these attacks. Modal logic techniques prowgeways to think about trust,
information flow, and security domains. As modal logic is cemed with ways to view the
truth of situations, we can look at how trust affects the niedésing Kripke frames we can
get beyond traces and the need to look at the total input atpdibof the system. We need
no longer wait until we can analyze the entire evolution efrfiodel. With these models we
can ask about the truth of what is presented and whether eh@oésults are valid, not just
“Iis security preserved?” We will use these methods to examAiRTs [14], or Stuxnet-like
attacks.

Nondeducibility(ND) was introduced by Sutherland [8] asaitempt to use modal
techniques and frames to model secure information in atjgeu#id model. The possible
worlds of this model are partitioned into two or more disjaets in a step-wise manner.
These sets are usually labeledragh andlow with all information restricted t@ne side
of the partition or the othef7]. Information that could not be gleaned from the other
side of the partition was determined to be Nondeducibilgguse. With this model, many
sophisticated real world security issues could be effetisnodeled and studied. However,
the partition must be absolute and it must be simplistic. @apping security domains
present severe difficulties for Sutherland’s Nondeduitybds do information flows we
simply cannot evaluate. MSDND can model Sutherland’s Ndod#ility over any ES

so this dissertation will concentrate on MSDND(ES).
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We will use BIT logic [9] to show why a Stuxnet type attack isdsfficult to discover
in CPS. The doxastic logic of belief, information transtand trust is integral to the ability
of a Stuxnet type attack to succeed and explains to an extendiothe basic reasons CPS

are so vulnerable to these attacks [10].

6.2. PROBLEM STATEMENT

Can the role of implied trust in Stuxnet style attacks on CBSdbmally modeled?
Can we detect such an attack while it is in progress? How donateq ourselves from
something we trust? Most security efforts to date have beewatl the bad guys out and
keep them from “seeing” or “stealing” sensitive informattjdout what if the goal is to hide
critical information from the operator, i.e. the centriuig running at the wrong speed? If
incorrect but reasonable information is sent, how will onew? Can one know? Trust in
CPS monitors can be used to blind the human operator to thgyrebAPT attacks. This

paper presents a generic method to guard against usingdroiske malicious actions.

6.3. THE ORGANIZATION OF THIS SECTION

Section 3.4 presents a brief explanation of BIT logic, Kagkames, and models over
Kripke frames. BIT logic is a tool for reasoning about thestrand belief key in Stuxnet
type attacks.

An understanding of the underlying Kripke structure is keymderstanding Nondeducibility
from a modal viewpoint. Traditionally, Nondeducibility offormation flows are examined
from a trace base viewpoint. We will contrast the benefitsafds verses models. We will
then give a description of our modal logic and the logic ofdfeinformation transfer, and
trust in these attacks.

In Section 6.4, we will describe our model of a specific CPS akatrifuge/PLC
monitored by an electronic system. We will also show how sarclattack occurs and that
such an attack is MSDND(ES) [2] secure. We will also showwititout physical monitors

to verify cyber-physical monitors, CPS are vulnerable teehanexpected attacks. We will
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show how belief in the readings from the CPS is critical toghecess of an attack. We will
further show the roles trust and belief play in attacking &CPastly, we will present some

concluding remarks.

6.4. STUXNET-LIKE ATTACK MODELS

MSDND(ES) is particularly well suited to model attacks wiéhe goal is to hide
critical information from an operator rather than to steatmmdify the information. There
are two basic ways to hide this information: make it impoestb evaluate the desired
guestionyp, or to disrupt the actual valuation function to return aneliable valuation of
the questiorp. Trace based Nondeducibility is unable to properly harfukekind of attack
and traditional Nondeducibility does not address the sdnavhere the question cannot be

evaluated at all.

6.5. CENTRIFUGE SYSTEM FUNCTIONAL MODEL

Consider a centrifuge used to enrich uranium. Uranium gasassed into the
centrifuge which must spin at a narrow range of frequenciexrder to produce enriched
uranium [49] [50] [51]. Such a device is usually controlleg & PLC device which is
monitored by a PC running special software. PeriodicaleyPIC queries the controller as
to how fast the centrifuge is spinning and adjusts the spieiédsioutside the operational
range. If the centrifuge speed is too far outside the rargedevice could literally spin
itself apart.

Consider the centrifuge system as divided up into multipisity domains defined in
Table 6.1, see Figure 6.2. For simplicity, consider anydygfbnd communications channels
to be in the PLC security domaifiD!. Let ¢ be “The centrifuge is spinning within the
desired range.” Obviously eitheror ~o must be true at all times. Under normal conditions,
the PLC - PC system will monitor the centrifuge and make adjests to insure thap is

true. Under normal conditions; is not MSDND(ES) secure.
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Table 6.1. Centrifuge System Security Domains
Domain Valuation

SDO A Physical centrifuge

S D! V}O Stuxnet-like virus

SD? V2 PLC

©

SD3 V?p Monitor Station

SD* 4 Human Operator

S Db V?O Outside Observer
(buffer) —

PLC MONITOR
STATION

(buffer)

DEVICE

Figure 6.1. Centrifuge and PLC

6.6. CENTRIFUGE SYSTEM ATTACK MODEL
If a virus could be introduced into the PLC itself, the virusutd easily disrupt the

operation of enriching uranium [49] [50] [51]. The virus wdudbe especially hard to detect
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because it would not attempt to report the centrifuge speaddcation on the INTERNET;
it would simply insure that the centrifuge was operating maage that would not produce
enriched uranium. In reality, the Stuxnet attack we arer@sted in was very simple.
After infecting the PLC, the virus entered a passive phaserevhi recorded the messages
between the PLC and monitor by intercepting the messagdseifPrLC communication
buffer [52]. After a short period of time, the virus would adkvledge control messages
from the monitor station and allow the centrifuge to spinaatdom frequencies outside its
operational range. To a human operator, any queries via theton station would return
positive results but the uranium produced would not be Bedenough to be useful. If the
centrifuge lacked a physical speed indicator or the humanedpr did not happen to monitor
the physical read out when the centrifuge was outside thienapfrequency range, the
attack could go on until quality control tested the uraniurthe centrifuge failed. Because
the PLC would have reported valid frequency readings, itldidne difficult to determine
the cause of the failure.

The centrifuge is monitored and controlled directly by tHeCPwhich is securely
linked to a PC Monitoring station. The system is overseen bwman operator and
superiors. Because this is a CPS, the actions cannot easilyididlen from outside
observation af D>.

We will assume an attack by an APT much like Stuxnet. How thesvis introduced is
not going to be discussed in this dissertation, but ther@aayenumber of ways the system
could be successfully infected by a stray USB device, anctete piece of software, or
contact with an network attached device. For example, a P@emied to the INTERNET
might be infected from a website. The virus might then migikaa printer or media sharing
to the monitor station on the secured network. The virusa&eakily migrate from there to
the PLC.

6.6.1. A Detailed Examination of the Attack Model. Let: ¢ betrueif the centrifuge
is operating within the desired frequency range taiskeotherwise. We define the security

domains as in Table 6.1. During the recording phase of tlehkifsee Figures 6.1 and
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Figure 6.2. Security Domains

6.3) the system operates normally. When the system is utidekasee Figure 6.4; is

MSDND secure in some domains but not in others. This is the loféhe attack.

Theorem 16. The speed of the centrifuge is not MSDND(ES) secure undemaior
operations and during recording phase.
Proof.

Case 16.1. Uninfected

If the system is not infected]’, will be correctly evaluated for all domains.
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(buffer) T

PLC MONITOR
STATION

STUXNET

DEVICE

Figure 6.3. Centrifuge and PLC Controller Record Phase

Case 16.2. Infected

If the system is infected and Stuxnet is in the recording eha#l messages are
recorded and then relayed. Therefdfg(w) will be correctly evaluated for all domains.
Recording the message before it is relayed is actually proatic for Stuxnet as the delay
leaks information about the attack. The effect is neglggiblt if the centrifuge/PLC system
is closely monitoring the time required to deliver a mesdegma the sensor to the PLC itself

the attack might be detected. O

Theorem 17. The speed of the centrifuge is not MSDND(ES) secure at theiqathy

centrifuge during the attack phase for infected systems.
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Figure 6.4. Centrifuge and PLC Controller Attack Phase

During the attack phase, the centrifuge correctly reptststatus. The physical speed
of the centrifuge is not MSDND(ES) secure from sensors océmérifuge during the attack

phase.

Proof.
To clarify notation, lets; be the state in which the centrifuge is within nominal bounds
(p = 1) and lets, be the state in which the centrifuge is not operating withemmal
bounds ¢ = 1 and~y = T).

To show MSDND(ES), we must find a world such that:
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MSDND(ES)= FweW:wrO[(s1Vsy)A~(s1A82)]

Alwi (B Vi (w)a Vi (w))]

It is obvious that(s; xor s;) = true, so the first condition for MSDND(ES) is met.
However, the sensor directly measures the speed of theéfagetand therefore botit? (w)
andV? (w) are correctly evaluated for any and the conditions for MSDND(ES) are not

met. |

Corollary 1. The speed of the centrifuge is not MSDND(ES) secure/inif i has direct

access to/) (w).

Proof.
1) w +Ofe xor ~p] Definition of a boolean wff
2) wE V) (w) Theorem 6.6.1
3) JwrV)(w)=3wkVi(w) Entityihasaccesst6D°
4) we (IVi(w)A BV (w)) bystep3
Therefore, by definition MSDND does not hold. 0J

Corollary 6.6.1 implies that a physical reading may be usebreak an MSDND
attack that focuses on the chain of cyber monitoring repdttawvever, this is only useful
if the physical monitoring cannot be compromised, e.g. apletely physical meter is

available, and an entity does not believe and trust the aylogitoring reports.

Corollary 2. An entity: will not believe a false report of the speed of the centrifiigiee

entity has direct access ), (w).

Without any loss of generality, assume entitigssuch ag = j + 1.

If entity « has direct access to the sensor, e.g. the sensor physrigdigrs an alarm when
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V9 (w) returnsfalsg and doubts the reading reportedhyheny is not MSDND(ES) secure

with respect ta. But first the entityi must doubt the reading enough to check the physical

alarm.

Proof.
1)
2)
3)
4)
5)
6)
7)
8)
9)
10)
11)
12)

~@
Ii,oNSO

Lig~p

I jp

~Bilijo v ~Ti;p
~(Bili jp AT o)
~Bip

BiI; o~

Tio~p

Bil; o~p AT g~p

Bi~p

The centrifuge speed is not optimal
Sensor turns on a physical alarm
Sensor reportsy electronically
The report is passed up the line
j electronically reporte
1 either mistrusts, or does not belieye
DeMorgan’s
1 does not believe by rule C1
i believes the sensor alarm is on
i trusts the alarm
Conjunction
by rule C1
0]

In short, if there is a physical alarm on the centrifuge atabks because he or she

does not trust the electronic reports, the optimal speedeoténtrifuge imot MSDND(ES)

secure with respect to any entity that bothers to check tlysiphl alarm.

Theorem 18. The speed of the centrifuge is MSDND(ES) secur&ot during the attack

phase for infected systems therefomll believe all is well orp.

Proof. By definition (¢ xor ~¢) = true, so the first condition for MSDND(ES) is met. Jf

cannot be correctly evaluated $1D?2, then both conditions are met.

Case 18.1.Centrifuge speed is nominal and= true.



1)
2)
3)
4)
5)
6)
7)
8)
9)
10)
11)

¥

wE VO (w) = true
Liop

Bilipp

Tiop

Biligp ATiop = Bip
I

Byl

1519

Byl 1o A T5 10 — Bayp

wE VZ(w) = true

Centrifuge nominal

Definition of w = VY (w)

Sensor reports to virus

Virus believes sensor report
Virus trusts the sensors

Axiom C1, Virus believes status
Virus always reports “all is fine”
PLC believes interface report
PLC trusts reports

Axiom C1 PLC believes all is well

V2 (w) alwaysreturnstrue

Case 18.2.Centrifuge speed is not nominal ang = true.

1)
2)
3)
4)
5)
6)
7)
8)
9)
10)
11)

~p

wE VI (w) = false

I g~

B1f1,0N80

T o~

B g~ ATy g~ = Bi~p
I

Byl

Ty

Bal1p AT 10 = Bap

wE VZ(w) = true

Centrifuge speed is not nominal
Definition of w = VY (w)

Sensor reports problem to virus
Virus believes sensor report
Virus trusts the sensors

Axiom C1, Virus believes status
Virus always reports “all is fine”
PLC believes interface report
PLC trusts reports

Axiom C1 PLC believes all is well

V2 (w) alwaysreturnstrue

76



77

SinceTy ¢ A Boly 10 - By, the PLC believes the lie told in step 7 in all cases.
Therefore, unknown to entities ifiD?, V2 (w) andVZ_(w) cannot be evaluated. We now

have all the requirements to conclude thas MSDND(ES) secure fron§ D2. O

During the attack phase, Stuxnet receives sensor repattslamys reports to the
PLC that the centrifuge is within acceptable operationaapeeters. Stuxnet has hijacked
the interface between the sensor and the PLC.

It should be noted that the doxastic proof above has at itd heaolation of trust in
the system. Briefly, line 2 states that the speed sensor aettigfuge reports correctly that
it is outside nominal operating speed. The virus has indetself into the buffer between
the sensor and the PLC and hijacked the interface. Becaissetérface is designed to
receive secure messages from the sensors on the centtgaljethe PLC trusts the reading
(line 2) as if it came directly from the sensor. The vimlgvaysreports the centrifuge is
operating normallyy, to the PLC (line 6) whethep or ~y.

The PLC trusts and believes all reports from the centrifi@fexnet is a liar because
it reports “all is well” even when it receives reports thaeé thpeed is not correct. The
interface has been successfully hijacked by the virus aa@ttC has no way to know that
the virus is an intentional liar. Therefore the virus hascegsfully created a situation that
is MSDND(ES) and the PLC does not take corrective action.

The sensor abD? is able to correctly evaluate the situation. Should the sehs
directly connected to an alarm circuit or light that is segthie human operator, the physical

alarm Useless uranium will be produced until the centrifigally fails.

Theorem 19. The speed of the centrifuge is MSDND(ES) securé&ot during the attack

phase for infected systems, therefore entitieSir? will trust that o = true.

During the attack phase, the system always reports theifceygtis within acceptable

operational parameters.

Proof.

By definition (¢ xor ~¢) = true, so the first condition for MSDND(ES) is met. }f cannot
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be correctly evaluated i D?, then both conditions are met. The valuatidfisandV?,
both must rely upon reports frosD?, therefore ifS D? is MSDND(ES) securé D3 must

also be MSDND(ES) secure. Belief and trust are also carfefiam S D?:

1) pV~p—> By Theorem6.6.1

2) I3 50 No problems reported to monitor
3) BsIs 50 Monitor believes interface report
4) T3¢ Monitor trusts all reports from 2

5) Bslz20ATs90 — By Monitor believes all is well
SinceTy ¢ A Boly 10 - By, the PLC believes the lie told in step 7 in all cases.
Therefore, unknown to entities ifiD?, V2 (w) andV2_(w) cannot be evaluated. We now

have all the requirements to conclude thas MSDND(ES) secure fron§ D2. O

Theorem 20. The speed of the centrifuge is MSDND(ES) securéfot and .S D5 during

the attack phase for infected systems.

The proof follows the same pattern as the proof of Theoremi @usd will not be given

here.

6.7. REMARKS

MSDND(ES) and BIT logic can be used to model Stuxnet typeck#taSuch attacks
rely on MSDND(ES) and the inherent trust placed in the coneptsof CPS to hide critical
information from electronic monitoring and from human agers. Others [14] have
discussed how difficult it is to thwart specifically targetthcks such as APTs. Because
Stuxnet-like attacks do not make an effort to steal inforamgtthere is no need for the virus
to connect with the INTERNET. Therefore, monitoring outdbd traffic does not help.

Because such an attack replays valid readings, any effdmdoproblems through
internal inconsistencies is also doomed. It is not feasdéiminate the human components
in large scale operations of CPS; therefore APT attacksoftéin be successful via social

engineering. Once such a virus is in place, detection is @oatpd by human trust in
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electronic systems. If we expect the electronic monitotongive us correct results, a low-
level attack on the physical sensor-monitor communicatsuch as Stuxnet will succeed.

The importance of Corollary 6.6.1 is clear. All CPS must alsve physical
monitoring that can be used to verify the operation of thetedmic monitoring or the next
Stuxnet type attack will also succeed. Verifying cyber sggwith low level physical
monitoring can break the role of trust in MSDND attacks. la tase of Stuxnet, the simple
addition of a physical read out of the actual speed of therifegé would have broken the
attack model if the human operator distrusted the cyber toong enough to verify the
readings on the monitor.

Stuxnet type attacks can be broken. Consider the centrifygeem in light of
Corollaries 6.6.1 and 6.6.1. If the centrifuge is equippeth & physicalspeedometer in
addition to the cyber monitoring, the speedometer can beenadrip an audible alarm
or a cyber alarm with physical diversity from the normal ntoring/control system. For
example, the speedometer might close a hard-wired cirguiirh on a siren and flashing
red light. This is equivalent to all entities having directass to the valuation function

VO (w). If this is true, then Theorem 6.6.1 holds and MSDND(ES) tastacks fail.
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7. PHYSICAL ATTESTATIONS, NONDEDUCIBILITY, AND THE SMART G RID

Events in Cyber Physical Systems affect the cyber systeempltlgsical system, and
the interfaces shared by both and must be examined from rak therspectives. In the
proposed electrical smart grid, an agent might lie abouytatser generation in the physical
world by falsifying meter readings in such a way that thediaat deducible by purely cyber
means. This paper will show how the cyber system can useniaioon from the physical
system to break the nondeducible nature of the attack amdlrés source. It is simple to
use physical power readings to detect many attacks, bueibbthe goals is to preserve the
privacy of the meter readings of each home, it is not a simittento determine the source
of malicious attacks. Multiple Security Domains Nondedbilety will be used to model
the cyber physical system information flows to describe thi@ited nature of the attack.
Physical invariants can be then be used as an attestatide dfule state of the system to

expose the malicious agent.

7.1. INTRODUCTION

Typical CPS consist of an observable physical system wimalnedded cyber control
system. One of the issues when examining such a system isngi¢hhe CPS as a cyber
system and a separate physical system. The interface bettheecyber and physical
systems complicates the overall system. Because infasméaticoupled between the two
systems, some unified approach must be taken to considertibe physical, and interfaces
when analyzing the CPS. If the analysis looks at the cybdesyand ignores the physical
system or looks only at the physical system, many malicidtecles will be missed. It
is quite likely that the cyber system will demonstrate corteehavior while the physical
system does not [19]. The framework for the electrical smad and the invariant analysis
is published in Roth [19]. However, this work formalizes thealysis and extends the

previous work by at least 70% [3].
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The trust placed in the security of CPS plays a distinct nolan attack on the CPS.
Many attacks on CPS rely heavily upon the cyber, physical, linan agents trusting
completely the cyber side of the system and especially abgrayonitors [16]. Often these
attacks can be defeatédthe agents involved, either human or cyber, simply exantiee t
physical layer. Any attack on a CPS must hide from detectiohdth the cyber layer and
the physical layer, but many algorithms to secure CPS igoneeor the other. One way an
attacker can hide is by using the concept of Nondeducikaliginst the CPS security. An
attack is Nondeducible even if the attack is detedtete identity of the attacker cannot be
correctly determined or deduced. In a case such as thisjtdekanay be discovered, but
the attacker may successfully remain hidden behind infaomdlow nondeducibility.

One of the most studied CPS of the future is the smart elettyrad which is proposed
to use distributed cyber intelligence to manage the locatipction and consumption of
energy in a small residential distribution system conretiiea larger utility grid. Currently,
the control of power generation and distribution restslgalgth a trusted electrical utility.
An electrical utility has no reason to be concerned over cr@ls reporting of false power
generation as only the utility has significant electricalgmation capacity. Indeed, the utility
is concerned only with metering power consumption. Localegation of power, such as
solar panels, is changing the established infrastrucsikgilasharing that generation with
neighbors rather than selling power back to the utility. Asvpr generation shifts more
and more to non-utility owned sources, generation and ¢gopton metering is no longer
in the hands of the trusted utility and new malicious behaisopossible. The coming
smart grid must be able to detect these behaviors and guaidsaghem. This paper
will look at the smart grid as envisioned by the FREEDM projé8] and use the same
system framework and physical invariant as outlined andistlby Roth [19]. This work
extends [19] by 70% by formalizing the analysis using MSDNTId additional invariants to
break nondeducibility in order to identify the maliciousdeowhile preserving the privacy

of the remaining nodes.
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In the current smart grid literature, one of the commonlyd&d attack scenarios
is the fake data injection attack, where a malicious advgrsampromises one or more
intelligent meters to report an incorrect state of the latiatribution network [53] [54].
McLaughlin demonstrated the vulnerability of current shmaeters to such an attack [55].
Most research into false data injection attacks has beesdhgson the assumption that the
attacker could not create an attack vector that the cybdralalgorithm could not detect.
However, even if an attack can be detected, it may still beentifiable in the sense that
the system state cannot be correctly determined [56] [3Dthd system state cannot be
correctly determined, the identity of the attack may s@lunknown. This work explores
an approach that validates the results from the cyber daystem by examining the state
of the physical system.

Attestation has long been used in cyber systems to test thectiwess of processes by
peer evaluations [57]. The same principles can be appli¢det@mart grid to help detect
malicious processes [19]. The physical distribution limethe grid act as a high integrity
channel that can be viewed as broadcasting all activity¢h smart meter. This can be used
to dramatically increase the difficulty of hiding the souod@ fake data injection attack. A
CPS attack that exhibits intermittent malicious behasatatectable when the physical and
cyber systems are used to validate each other. What is meraube the cyber and physical
actions are tightly coupled in a CPS, physical observattansoften be mapped to uniquely
identifiable cyber actions [58]. An attestation protocoh caap physical observations to
unique cyber actions to clearly identify the source of thedaata injection.

The main contribution of this work will combine physical edtation, ND [8], and
MSDND [2] to describe the role each plays in detecting a niali€ agent in a local smart
grid. It is simple to use physical measurements to deteritiiaean attack has occurred,
but if the attacker can obscure the source of the attack it moaye possible to correctly
identify the source of the attack. A simple attack may eds#yray the source, but it might
very well be that a clever attack could be mounted so thatteesould have been produced

by any one of a small set of nodes. In a case like this, thelaisateducible but the source
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is nondeducible. If it is not possible to deduce with absotdrtainty exactly which set of
events has occurred, the events are nondeducible.

For example, if the physical measurements clearly pointntatack but not the
identity of the attacking node, i.e. the attacker could bieezinode 1 or node 2, the attack is
deducible but the source is not. Nondeducibility is norsnkdbked at in terms of keeping
information secure. A simple example of deducibility candreen. If a secret action
occurs in a secure partition of a cyber system, the goal ofleducibility is to insure that
no unwanted side effects of the action allow someone witkeatirity access to the secure
partition to deduce that a specific secret action happenedpdse a newsman knew that
the United States was planning a large military action orother side of the world. If the
newsman saw a pizza truck delivering a large order to theagent he might correctly
deduce that an attack was eminent The secret timing of tlekattould no longer be
nondeducible. It takes onlgneevent that leaks information to make the secret deducible.

This work will look at two types of nondeducibility, Suthard’s Nondeducibility and
Multiple Security Domains Nondeducibility MSDND. Both tgp of Nondeducibility will
be defined over all possible events in the system, or ES, u§iipde frames and modal
methods to remove the requirement to analyze the trace dfystem twice to determine
nondeducibility. Furthermore, this work will point out thenitations of this approach in
specific cases with the goal of aiding in the design of loca$igrids that are more immune
to this attack.

7.1.1. Problem Statement. Can nondeducibility models be used to study fake
power injection attacks in the smart grid? How can physitstation based upon the
capabilities of existing power meters be used to break theddducibility of fake power
injection attacks [19]?

7.1.2. The Organization of This Work. A brief logical background of ND and
MSDND is given in Section 3.3 along with a brief overview ofipke [39] frames and

models. In Section 7.2 the subset of a proposed smart gricegepted. While this work
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discusses a subset of the smart grid, applying this work emére neighborhood smart grid
is reasonable.

A nondeducible attack is presented in Section 7.3 and thedeagepts and methods of
physical attestation to make the attack deducible are ptegdén Section 7.4. An algorithm
to break the attack is then presented in Section 7.5. Lasilype concluding remarks are

made.

7.2. SYSTEM OVERVIEW

Table 7.1. Nomenclature
Symbol Usage

Vi Voltage measured at point
6;,0; The phase angle between voltage and current at
P Actual power consumed/generated by hoiise
B Advertised power consumed/generated by hause
Pp Actual power measured on the distribution bus
€ Small power variation at a node, it

¢ is negligible for stable transmission.
I; An Invariant of the system at physical location
SD! Security Domain of nodeé

SDB Security Domain of the distribution bus
(physical measurements)

»,,k  Any arbitrary logical expression

Vfa(w) The valuation ofp on worldw for entity 4

This section presents an overview of the smart grid basead tipe architecture
developed by the FREEDM Systems Center [18] [59]. An attaekario against this smart
grid is then presented.

7.2.1. The Smart Grid. The smart grid consists of a number of neighboring houses
on a single distribution line attached to an electric wtildee Figure 7.1. Each house is
capable of variable electrical generation and has varialdetrical consumption. Each

house is equipped with a Solid State Transformer (SST) wkaclhe purposes of this work,
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Figure 7.1. Smart Grid with Distribution Line

can be thought of a meter capable of measuring the voltagentuand phase of the power
entering and leaving the connection to the distributioa.lilhese meters communicate with
each other over a shared data network which is secured fremmutside world.

Houses with excess generation capacity are said to be inpdysstiate while houses
with more consumption than generation are said to be in a stafet. Without loss of
generality, houses in balanced generation and consumptibbe ignored. Generation is
assumed to be from some local storage (batteries) or a réhewaergy source such as
wind or solar power while load is assumed to be appliancelsinvithe house. The smart
grid can draw additional power from the traditional elestigrid but this incurs additional
costs. The preferred situation is for power to be producedcansumed locally via power
transfers from house to house.

A house may supply its own load with its own generation or ma/gower from the

shared distribution line to satisfy the load. Any house nlag push excess generated power
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Figure 7.2. A Simple Power Migration in the Neighborhood

onto the distribution line to satisfy the load from other kes. The exchange of power by
push/pull between houses is controlled by a distribute@cyrielligence that is embedded
in the power controllers at each house. Push/pull is gogeoggpower migration contracts
negotiated between controllers and will not happen ungiséhcontracts have been formed.
Power is migrated between houses based upon these coimrdwsamounts required.

A migration is a sequence of steps, see Table 7.2, performdeln two, and only
two, houses on the same distribution line which is very simib a two stage commit.
A house with excess generation broadcasts a cyber messafjentiuses advertising the
excess. Houses wishing to use excess power, i.e. in the diemnaahe, reply to the message.
The supply house then selects one demand house and sendsagenpsoposing a power
migration contract. The supply house then increases gemeseand pushes power onto
the distribution line. The demand house can then connedtiaial load. This results in a
natural flow of power from the supply house to the demand hddewever, these steps do
not form an atomic transfer of power nor can the physical pdvee“signed” in any way.

Both houses should either commit to the contract or both é®usust abort the contract.



87

Table 7.2. Power Migration Steps
1. Supply housadvertisesexcess generation
2. All demand housesequest power from supplier
3a. Supply housselectsone demand house
3b.  Supply housécreasesits local generation
4. Selected demand housereasesits local load

Table 7.3. Malicious House Power Migration
1. Malicious hous@dvertisesits excess generation
2. All demand houserequestspower from
malicious supplier
3a. Malicious supply houssgelectsone demand house
3b. Malicious supply housdoes not increase
its local generation
4. Selected demand housreasesits local load

If not, the increased load will lead to purchasing power fribla more expensive electric
utility.

7.2.2. Fake Power Injection Attacks. One of the most commonly studied smart
grid attack vectors is a fake power injection attack [53]][=®e Figure 7.3. A malicious
house must first compromise the controller that connectstité distribution line. It then
follows all the cyber requirements of a legitimate power raigpn as in Table 7.2 without
ever pushing any power to the grid. Because the demand hassalieady increased the
load on the distribution system one of thigeed outcomes must occur, either the voltage on
the distribution system will decrease leading to instapdnd possible failure, the demand
house must again decrease its load, or the smart grid mudigse more expensive power
from the electrical utility. None of these outcomes is daslie and are exactly the situations
the smart grid is designed to minimize.

The malicious house broadcasts a cyber advertisementhowadles that it has excess

power. Those houses in demand mode send back a reply. Th@aualhouse then selects
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one of the demand houses and forms a migration contract. Wowie malicious house
does not increase its generation and does not push powetloattistribution line.In short,
the malicious house never completes step 3b of Table 7.2ui$gspecting demand house
then connects extra internal load and begins drawing pawer the distribution line. Either
the distribution line will become unbalanced or some otlerggation source must supply
additional power [58]. As no other house is likely to be inglypnode, the increased power
will be supplied by the commercial utility and the local stngnid will have to pay for the
power. In effect, the malicious house has completed the pawgration contract in the

cyber realm but no physical power has been transfered.

fake migration migration
————e - I ——— e - - I
attacker demand supply demand
|G| I (G| (] o (G|
|G| R (G| (.} [ )
) =2 (] [ (]
gen load gen load gen load gen load

i power flow i power flow i
— —
< - - —-— —-— >

Figure 7.3. A Fake Power Injection Attack

How can this happen in reality? The issue lies in steps 3a anof Jable 7.2. It
is not possible to combine these two actions into one atotaj @nd the malicious house
can make use of this fact. Because power cannot be “signiee’démand house cannot
distinguish a legitimateselectmessage which is followed by power generation from a

maliciousselectmessage which will not be followed by power generation. lis tase,
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the malicious house has successfully broken from the povigration protocol. The two
phase commit has not been completed and a power imbalanbe&agproduced.

If an attack of this form is carried out, there are two possit@sults. If the attack
can be detected, legitimate demand houses can reduce thentaaigower being pulled
from the distribution line by turning off appliances (loaldeslding) in spite of existing
legitimate power migration contracts. If the attack is netisttted, the system will operate in
an unbalanced state that is further from the optimal sthtepkated attacks are made, this
will most likely result in the system becoming completelystable. This instability could
easily result in a blackout of the smart grid distributiorstgyn if additional power is not

purchased from the main grid.

7.3. NONDEDUCIBLE ATTACK

7.3.1. Formal System Model. Without loss of generality, the smart grid is assumed
to have a bus structure as in Figure 7.1. Houses in direct aorimation form groupings.
Ideally, these grouping or segments of the smart grid withpase all the houses on a
common distribution bus but this may not always be the caseuskks with balanced
generation/consumption can safely be ignored as well astger utility grid. Houses are
labeledi = 1,2,...,n and share a common shared media communications networlewher
all housegouldeasily monitor all messages. All houses are connected bgnancm power
distribution which all houses may measure. However, theenfet each house is private
and may not be read by any other house.

The detailed messages and actions for a power migrationiaga o Table 7.4 and
a sample power migration is shown in Figures 7.2 and Tablel@.this procedure as part
of a CPS, steps 1 through 3 are purely cyber messages that dtiext the physical power
distribution; however, steps 4 and 5 are purely physical @thot be seen in the cyber
portion of the system. This uncoupling of the CPS into puliger actions and purely

physical actions is key to the success of the fake powertinjeattack.
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Table 7.4. Power Migration Messages and Actions

adv (i) Advertisement of excess power
increase(i,x) Increase in power generation of
load(i,x) Load athouse; changed

request(i,x)  Request for power migration
select(i,j,x)  Offer of migration contract
end() end all algorithms

Table 7.5. Good Power Migration from 1 to 2
adv(1) house, advertisesexcess power
request(2,5)  houses requests5 units of power
select(1,2,4) A migration of 4 units is offered
increase(1,4) house; increasesgeneration by 4
load(2,4) housey increasesits usage by 4

arwONE

Table 7.6. Bad Power Migration from 1,3 to 2
1. adv(l) house; advertisesexcess power
la. adv(3) housez advertisesexcess power
2.  request(2,10) houses requests10 units of power
3. select(1,2,4) A migration of 4 units is offered
3a. select(3,2,4) A migration of 4 units is offered
4. increase(1,4) house; increasesgeneration by 4
5. load(2,8) houses increasesits usage by 8

7.3.2. Attack Analysis. An adversary may exploit the power migration to allow
billing of power migrations that were never completed. Assthouses 1 and 2 are honest
and house 3 is a malicious house. Consider the sequencerd§@vdable 7.6, keeping in
mind that all message®uldbe monitored by any house. The adversary mimics the actions
of house; excepthouses does not increase generation as agreed to in the power romgrat
The distribution power is less than the increased demanbeBiouse; must immediately

decrease the load on the system or some other source mustigethenore units of power.
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This is a bad outcome. One possible solution is to purchagempifvom the utility. But
the question remains, can the smart grid members deternfif\wouse, 1 or 3, failed to

fulfill the power migration?

Constraint (Privacy Constraint)Due to privacy considerations, a metergter;, may be

read only by the house to which it is attached. Thaﬂ‘fsé;j(w) if, and only if,7 = j.

Theorem 21. A fake power injection attack in a three node segment meets the require-

ments for MSDND(ES) from the view of the messaging systdrarjcy

This is a problem when an attack occurs. It is possible tordete an attack has
occurred, but the proof will show that it isot possible to determine the identity of the

attacker. The attacker may perform this attack succegsdtiivill.

Proof. The messaging system can be monitored by all houses. Therssxof cyber
messagesy, is the same regardless of which house is dishonest. Treaenéssages have
a particular sequence but in a distributed system estatdjslausality based upon the time
sequence of messages is rarely reliable. The cyber partifithe system cannot determine
the attacker. Therefore, the only relevant events musttee step 3 in Table 7.6.

It is simple to measure the power on the bus and see that thyeha given by
P, = Pg + 4 where P}, is the power on the bus during the physical power migratiame T
actions by the three houses must yield this result.

Case 1:Neitherhouse; nor houses performed step dncrease(1,4) or increase(3,4).
In this case P/, = P which is not what is observed. This case did not occur.

Case 2:Both house; andhouse; performed step 4ncrease(1,4) Aincrease(2,4).
In this case P, = P + 8 which is not what is observed. This case did not occur.

Case 3:house; performed step 4ncrease(1,4).
In this case P, = Pg +4 which is what is observed. Let this case be denoted,ahen in

wi, the cyber steps 1 through 3 of the migration lead to the setesisages denoted by
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Case 4:housez performed step 4ncrease(3,4).
In this case P, = P +4 which is what is observed. Let this case be denotadsadhen in
ws, the cyber steps 1 through 3 of the migration lead to the setesisages denoted by

Cases 1 and 2 do not match the power measurable on the phdisicélution system.

Let:

1 be “increase(1,4) occurred.”
w3 be “increase(3,4) occurred.”
V¢, (w) be avaluation function for the messaging systemgor

V¢, (w) be a valuation function for the messaging systemgfor

1. p1 Vs Case 1l

2. ~(p1Ap3) Case 2

3. 1 XOr 3 1, 2 Conjunction

4. % V;j(w) ] privacy constraint

5 7 Vgl (w) privacy constraint

6. 7 Vgg(w) privacy constraint

7. {[2VE ()] A[2VE,(w)]} 5and6

8. The attack is MSDND(ES) statements 3 and 7

Steps 3 and 7 are the clauses needed to show MSDND(E) fondys in the cyber
security domain, that is:
Jw e W :w Oy XOr 3]

Aw e (2 Vgl(w)/\ﬂvgg(w))] O

One outcome of Theorem 21, is that it is not possible to determthe system state

is such thatv = w;, orw = w3 because it is consistent with both. The proof is obvious from
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Theorem 21 because case 1 and case 2 are not possitile- i’ + 4.

Theorem 22. A fake power injection attack on a three node segment meets the require-

ments for MSDND(ES) from the view of the distribution liney@gcal).

Proof.

The proof follows the same reasoning as Theorem 21 to show:

w1 xor o3 A{[BVE (w)] A [BVE (w)]}.

It follows that the attack is MSDND(ES) secure from the purghysical viewpoint. O

Corollary 3. Measurement of the power transferred on the distributioa leaks informa-

tion about the CPS, specifically: exactly one house inciégsaeration.

The obvious conclusion from Theorem 21 and Theorem 22 isthesfiake power
injection attack is nondeducible and will succeed under these conditiong aHility to
break the Nondeducibility of the attack does not exist wheasaring only the power on
the bus and at the supply node. More information is needeckttkiihe attack.

One possible solution is to deny multiple concurrent powggrations to take place
on any segment of the smart grid. Since only a simgteeasecommand would be allowed
to follow eachselectcommand, the system would require a handshake to occur gnd an
fake power injection attack would become deducible. Thishis corrective approach
suggested by the paper that introduced the attack [30]. Menvé&Roth [19] suggested
using the physical properties of the CPS and the inherea#ligdd information provided

by monitoring the various voltages on the shared power bligs &in apparent weakness of
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CPS, the leakage of information from direct physical obagons, can be used to enhance
the functions of the system using a technique introducechénsame paper, “physical
attestation”.

7.3.3. The Role of Trust in the Attack. One of the keys to the success of the
fake power injection attack is the trust inherent in the system. Each agent in the system

inherently trusts every other agent without taking intocact that an agent may be a liar.

Definition1 (Liar [9]).
» Agenti is an intentional liar itU; o A B~
» Agenti is an irresponsible liar it/; o A ~B;p

* An intentional liar is also an irresponsible liar

7.4. PHYSICAL ATTESTATION AND CONSERVATION OF ENERGY

Any single node of the smart grid does not possess enougtmafan to break a fake
power injection attack nor can enough information be gatthéy measuring the power on
the common bus. An aware attacker can easily modify therasab the malicious node to
hide from detection. It is possible to devise a distributigathm to independently verify
the power injected at a single node and foil this attack. Dhlewing sections will provide
the requirements for physical attestation. The collectéestation is then used as input
to an algorithm to correct the malicious values reportellgdameter readings and power
generation). Using the corrected values, the smart gricheagwill function correctly in
the presence of a single attacker.

7.4.1. Conservation of Energy and Kirchoff’'s Law. In order to determine when
a reported reading has been falsified, a set of invariants lbeudefined. The invariant will
be true only when the reported values make sense and will&eato false when there
is a malicious action by some node. No other values are gesgiban invariant. Due

to privacy considerations, only the house served by a meteread the physical meter;
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however, conservation of energy can be used to form an avarConsider a small segment
of the smart grid forming the circuit in Figure 7.4. For suctirguit, the invariant/; must
hold such that:

{Ij: Pij+ Pj— P, =0+¢}. (7.1)

If the invariant/; does not hold, one of the nodes that contributes to the emu@tl must

house i house j house k
e e e
Pin 5 —P'I_>. _Plk_> Pout s
YT YT
[ j k

Figure 7.4. Power Attestation to Form Invariant

be malicious. One of the reported values is dishonest, butagsshown earlier it is not
possible to use the values at one node to uncover the attacker

Suppose nodg is to be checked by physical attestation. The reported géoar
]5j must somehow be compared to the actual generdtjonBut P; can only be directly
measured atouse;. This is a privacy violation. To verify3j, the values for the other two
power flows must be calculated. This can be done by using gotefrom nodeg and the
neighboring node on either side using the line power eqnatieee Figure 7.5.

The values ofP;; andP;; can be calculated from the voltag&sand phase angles

as reported by the neighborandk. The assumption is made that each node on the smart



96

Power Flow Equations
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Figure 7.5. Power Flow Calculations for a Segment BetweeteNo

grid segment is equipped with the ability to measure ancegtoe voltage and phase angle
on the public side of its connection, for example as poioh Figure 7.4. To allow these
calculations to be performed, the voltages and phase anglesbe measured by a device,
such as a phasor measurement unit (PMU), and stored. Araitage each house will report
the history of voltage and phase angle to a “verifier” unitfdtunately, a malicious node
would simply report false values for its measurements ofagd and phase angle. Given
that a malicious node may report erroneous readings foageltphase angle, or generated
power, the verifier must compare the reported values wittutailed values to determine the
truth value of the invariant.

7.4.2. Three Node Attestation. Cases where the malicious node violates invariants
so as to immediately allow the verifier to use the informatbtained via the DGI algorithm
to determine the identity of the attacking node, can saf@yignored as being trivial.
An example of such an attack would be if nodked about incoming power?;,, and its

current generation?;, so that they dichot compensate, attack pattepn would be obvious
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because only invarianf would be violated. The implicit assumption is that the dtiag
node has knowledge of the distribution system and whichriamts will be violated by
misreporting data. In short, the malicious node will ingehtly avoid detection, but the
patternspy, ¢4, @5, andk; reflect the invariants violated by a less than intelligetacit.
Using the data from one node and its two neighboring nodes dog break the
Nondeducibility of a single malicious node performing adaower injection attack [19].
In three node attestation as illustrated in Figure 7.4 etlaee two cases: a malicious node
on either edge of the group of three nodesr(k), or the node in the center between the two

on the edgesj.

Theorem 23. In a three node attestation with one malicious node, any rmoaddd launch a

fake power injection attack that is MSDND(ES) secure.

The malicious node cannot be identified from the invariasiagireported or calculated

data.

Proof.
Regardless of which node reports false data, the invariamtbe formed at three nodes

1,j, andk on the shared power bus.

]i: Pin"'Pi_Pij:Oig (72)
Ij: Pij+Pj—ij:0:|:E (73)
Ikz ij-I-Pk—Pout:O:I:&. (74)

Remarks 1. Notice I; and/, depend upon power flowthat cannot be independently
verified. These two power flowsp;, andP,,; can only be reported by nodésand &

respectively. There are no nodes on either side that reptattd the verifier.

Case 23.1.Nodes is malicious.
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Table 7.7. Impact of One Malicious Node
Falsified Violated

Node Values Invariants
¥1 [ P P; none
2 i P; I;
¥3 i Vi0; I;1;
o i P;Vi0; I;
¥s5 i P, PV;0; I;

(CIN B & 1

o g Vb LIy
Y3 PVie; LIy
K1 k PP none
K9 k Pk Ik

K3 k Vkﬂk IjIk
KR4 k Pkaek Ij

ks k PouPpVibr I

If node: is malicious, there are five possible patterns of invarifnots a fake power
injection attack, see Table 7.7 with at least one patternishslISDND(ES), ;. Because
there is no other node that can verify the valug?f, an intelligent attacker would simply
reportP;, = 0 andP; = P,,. The attack would not violate any invariants and therefovebd/
be undetectable. If an increasy is measured andreports an increase in generation, then
P, increased ot increased but not both (from the measuremenPgf. No other node
can verify the values aP;, or P; so there are no valuatioRs, (w) andVp, (w). Therefore

we can form both the clauses for MSDND,

w k= [(Pin X0r P AwE [(B Ve, (W) A (BVE (w))].

Therefore, ifi lies correctly about the readings, this case is MSDND(ES).
Case 23.2.Nodej is malicious.

If node j reports false values faP;V;0;, two invariants; and I;, will be violated
which corresponds tg; = true. However, the same pattern of violations occurs when node

k lies about the valuel,. 0, which isks = true. Since we have only one malicious node, we
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can show MSDND(ES) as follows:
1. )3 XOr k3 there is only one malicious node

2. 3Vp no one butj can read?;
3. 3V (w) privacy
4, 3V, (w) similarreasoning.
Therefore, an intelligent nodecan launch at least one attack that is MSDND(ES).

Case 23.3.Nodek is malicious.

Nodek can perform an attack that mirrors the attack given for nodehe proof of
MSDND(ES) for this case follows the same reasoning as wheehig malicious and will

not be given here. Since there exists at least one MSDND (&8)kafor each of the three

N1 N2 N3 N4 N5 N6 N7

[ j k I m n P
Figure 7.6. The Seven Node Attestation Framework

nodes, in a three node attestation with one malicious nogenade could launch a fake

power injection attack that is MSDND(ES) secure. O

7.4.3. Attack Analysis for a Distribution Segment of Seven Ndes. Without
loss of generality, assume nodas a supply node and nodgis a demand node. An
independent verifier monitoring the DGl messages and welbaghe distribution bus could
run Algorithm 1 to attest to the actual generation.

The seven node attestation model extends the region ovehwihe invariants can

be formed and independently verified. The issue lies withettige nodes reporting the
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Table 7.8. Seven Node Invariant Violation Patterns
Falsified Violated

Pattern Node Values Invariants
1 i PP none
©2 i P; I;

3 i Vib; I;1;
4 i P;Vi0; I;

©s5 i PPV, I

Y1 i b 1

(o) J Vb L1
¥s3 j_ BVib; I

K1 k Pk Ik

K9 k Vkek Ij[k[g
K3 k kakekz Ij[g

A l Py I

Ao L VO, I 1ol
A3 4 PV, I 1,
M1 m P, Ip,

H2 m Vmem IZImIn
3 m vamem Iéln
(651 n Pn In

Qs n V0 I, 1,1,
Qg n P, V,.0, I,

B p  Pouthp none
52 p Pp Ip

B3 p Vznep InIp
64 p Pp‘/pgp I

55 p Pouth‘/pep In

power flowing into and out of the segment that cannot be indepetly verified. As was

shown with the three node framework, the values at the eddesidiouse N1 and N7,
are MSDND(ES) and this makes attestation problematic farske N2 and N5 as well.
Examination of Table 7.8 shows that on a segment of seversnadg node may launch a

fake power injection attack that is MSDND(E&)cept the center node.

Theorem 24. A fake power injection attackeets the requirements for MSDND(ES) from

the view of the messaging system.

The proof follows exactly the proof of Theorem 21.
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Theorem 25. A fake power injection attackeets the requirements for MSDND(ES) from

the view of the distribution bus.

Again, monitoring the distribution bus yields the same infation as in the three node

case and the proof follows exactly that of the three node se¢ym

Theorem 26. In a seven node attestation with one malicious node, any atige than the

center node could launch a fake power injection attack tedi EDND(ES) secure.

Proof. The invariants can still be formed in the same manner as éottitee node segment.
It is trivial to determine if an attack has occurred becabsecyber messages (DGI) show
plainly that an increase should occur but monitoring theaadistribution bus powePs
shows that no increase actually took place. Howeversthaceof the attack is unknown

and in most cases cannot be determined.

Case 26.1.If one of the two end nodes is malicious (nad® p), the node can launch an

attack such that the source is MSDND(ES) secure.

In this case the proof follows exactly the reasoning for the @odes of the three node

segment. There is no need to repeat the proof here.
Case 26.2.Nodej can launch an attack such that the source is MSDND(ES) secure

Suppose nodgintentionally falsifies a reading of its generated poweno instigate
afake power injection attackFrom Table 7.8, this would cause invariantto fail (:/;).
However, a failure of ; can also be caused by nodmisreporting value#’,,, P, V;, andd;
or p5. Of course, nodeé could also misreport only the values fét,,, P;, V;, andd;, or

patterny,, but that is essentially the same attack. Therefore, ferdhse we need to show

1. ¢sxor; I; andPg increased

thatps andqy, are MSDND(ES) secure 2, A,y (w) privacy

3. Py, (w) privacy
Therefore, this case is MSDND(ES) secutes [ (s Xor ) |aw i [(Rikpy (w)) A (BiFy, (w))].

Case 26.3.Nodek can launch an attack such that the source is MSDND(ES) secure
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The two patternspsi; andk, are obviously the same and MSDND(ES) secure by

reasoning similar to nodg

Case 26.4.The center nodé of the segment cannot launch an attack such that the source

is MSDND(ES) secure.

The patterns of invariant failure caused by nddee unique. No attack launched by
a different malicious node is the same as the pattern fomihie. Therefore, the clauses
required to show MSDND(ES) cannot be constructed. Givencamgiguous set of seven

nodes on a single distribution line, it is possible to detamif the center node is malicious.
Case 26.5.Nodem can launch an attack such that the source is MSDND(ES) secure

The two patternsglpha, andyu, are obviously the same and MSDND(ES) secure by

reasoning similar to nodg
Case 26.6.Noden can launch an attack that is MSDND(ES) secure.

The proof is a mirror image of the proof for nogle 0J

7.5. FORCING DEDUCIBILITY

The results of previous theorems can be used to force daliycilpon some of the
nodes of any arbitrary segment with more than six contigunamales on the smart grid. It is
necessary to create an outside verifier with access to theni#S$ages, see Table 7.9, and
an independent measurement of the power on the distribbtisnsee also Figure 7.5. By
running the algorithm given in Algorithm 1, anytime a powegnation contract is made the

supply node can be verified if the contract is not completddiwia predetermined time.
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measurements
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— peer

target is honest
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! algorithm
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— peer
Figure 7.7. The Independent Verifier
Table 7.9. Message Types for Monitor Algorithm
mtype Message Purpose
a advertisel)  Advertise supply status
r request{,x) Request power migration
S selec{, j,z) Select node for power contract
e end() Gracefully end algorithm
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Algorithm 10 Distributed Grid Intelligence Monitor Algorithm
1: procedure DGl MONITOR

2: var
3: mitype . character := NULL; > See Table 7.9
4: msg : message := NULL;
5: n . integer :=N; > N is the number of nodes
6: 1,7 . integer :=0,0;
7 Pp,x : real :=0.0, 0.0;
8: C[n][n]: real :=0.0; > Power Migration Contract
9: RUN : boolean :=true;

10: NOP : empty statement, no operation;

11: begin

12: while RUN do

13: ReadPg;

14: wait(msg);

15: Readmtype, msg;

16: if

17: [|mtype ==a - NOP;

18: []mtype ==r - NOP;

19: [] mtype == s — DGlsel(, j, z);

20: [ mtype == e - RUN := false;

21: fi;

22: end while

23: end,

24: end procedure

7.5.1. Comments on the Algorithms.Some explanation of the proposed algorithms
to be run on an independent verifier is in order. Technic#fig, algorithms are not part
of the FREEDM DGil, but are run on a verifier that can monitor B@l messages and
can perform independent and direct measurements of thergbate of the distribution bus
at the point where each house connects to the electricat gmdr Measurements on the
public side of the house meters do not violate the privacyhefltouse owner. Algorithm
1, or DGI Monitor, monitors the message traffic in the DGI apdvns an independent
instance of Algorithm 2 DGISEL, to watch for a node to comglatmigration contract. It
does this by periodically performing a secure power catané!, Algorithm 3 or DGISPC,

of the expected power generation by the supply node. If thisutation does not show a

UThis calculation could overload the verifier, so provisiame made to control how often this check is
done by using a system variabié;k, to determine the time interval between checks.
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power migration by the supply node within a system-wide ptednined timeout, an alert

is generated.

Algorithm 11 Distributed Grid Intelligence SELECT Algorithm

1: procedure DGISEL(integer i, integer j, real x)

2:

N khw

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24.
25:
26:
27:

var

¢ : real := VARIANCE; > system wide value
timeout : real :=TIMEOUT; > system wide value
tick : real :=TICK; > system wide value
time,t : real :=0,TIME; > system wide value

Py, P, Py, P, : real :=0.0,0.0,0.0, 0.0;
passed : boolean :=false;
i,7 : integer;

begin
ReadPg;
Py := Pp;
while ((time < timeout) A (Ipassed) do
get P, for time ¢ from node;
P., = DGISPQ(i,t,¢)
if (P, £¢) == P., then passed :=true;
end if
wait(tick);
time = time + tick;
ReadPg;
end while
if !passed then
ALERT(“NODE ¢ FAILED ATTESTATION @ TIME t");
P)i = Pcal
ALERT(“POWER P, CORRECTED");
end if
end;

28: end procedure
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Algorithm 12 Secure Power Calculation
1: function DGISPC(integet, realtime, reale)

2: var
> Xij = in andRij = Rji

> X;; andR;; are known line characteristics
3: Xt—3,t—27 e ,Xt_,_g’t_,_g : real;
4: Ri 3t 9,...,Ri04.3: real,
5: I, o,... 1,5 : boolean;
6: DPoo,..., Puo:real
7: Viea, ..., Vg i real;
8: O;_s,...,0,.5:real;
9: X, R :real :=0.0,0.0;

10: P.. :real;
11: i,7,k : integer;

12: terml1,term2 :real :=0.0,0.0; > Only for clarity
13: begin

14: getvalues P, », ..., P,,»} for giventime;
15: getvalues,_s, ..., 0,3} for giventime;
16: get values X, s, ..., X;.3} for given lines;
17: fori:=t-2tot+2do

18: X = Xi—l,i;

19: R:= Ri—l,i;

20: terml := R{V;_y — V;cos (6,1 —0;)}
21: term?2 := XV;sin (6;_1 - 6;)

22: Py;:= X2V+_1R2 [terml + term?2];

23: terml:=R {‘/ifl COS (‘91',1 - 91) - ‘/Z}
24: term?2 := X‘/;,l sin (‘91',1 - 91)

25: P i= 2+i > [terml + term?2];

26: if P,_y+ P, - PF,; <ecthen

27: I; = true;

28: else

29: I; := false;

30: end if

31: end for

32 if (~Iiy A~Ipr) v (M A (VR #1) (1)) then
33 P yy=P g1+ Pit—l;

34: Py i1 = Piyigeo + P,

35: Pea = Py — Pyt

36: else

37: P = P

38: end if

39: return P.,;

40: end;

41: end function
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8. REMARKS

While much work has been reported in the literature on thpgsed smart grid, there
is still much work to be done on grid security. Because thd gria CPS, security is not
simply a matter of cyber security or physical security. Thsiitwining of the two leads
to a much more complex security problem. A malicious housa common distribution
line could mount a fake power injection attack that could badeducible from the cyber
messaging and from physical measurements. Electrical pcavenot easily be “signed” as
to its source. This work shows that in a small distributiotwogk with fewer than seven
nodes, it is entirely feasible for a malicious node to lauaéake power injection attack that
would easily be detected by physical measurements, bubtiree could not be identified.

In the proposed smart grid as envisioned by the FREEDM Prajas possible for a
malicious node to launch a fake power injection attack irsagvay that the source of the
attack cannot be determined by purely cyber monitoring oelgyphysical monitoring. An
intelligent attacker could easily hide behind the privaeguirements of the system and the
inherent nondeducibility so introduced. Indeed, if the Dfsikts all the nodes, the attack
will be undetected and untraced; however, if there is doulieé veracity of the messages
and reports of the readings from the nodes, an outside \&rdit method, the proposed
verifier, could determine if one node in seven is maliciouse Verifier would have enough
information to report back this fact and the identity of thtaeker without violating the
privacy constraints of the system.

However, the smart grid is a CPS and the fact that the phypadlof the system
can be observed can be used to break the nondeducibilityeddtthck by using the cyber
messages in combination with physical attestations tote€raaituation where the attack
would disrupt the physical invariants in a unique patterma ierifier has access to the
measurements reported by seven nodes. If the attackewis oaif the attacker is clever,

the verifier can still use attestation to form invariants datermine the source of the attack.
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Indeed, the verifier can use the same information to caletifet correct value for the power
generated by the attacker without violating the privacy mf house. Using this method,
a network of at least seven houses is safe from the singlercante attempting a fake
power injection attack. If more nodes form the electricabgngrid grouping, the set of
seven concurrent nodes can be relabeled to allow all buhtlee hodes on either the input
or output side of the group to be individually verified. Theshnique shows promise for the
possible extension to other network topologies. Howevearhsan extension is outside the

scope of this work.
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9. DISCUSSION

A few simple examples of MSDND(ES) will help to more clearkpéain how it can
be applied and what sorts of information it can reveal. Witdsigned for complex systems,
MSDND(ES) can also be applied to simple situations. In otddook at MSDND(ES)
and the ramifications, a few small “thought experiments™,gadankenversuch”, might be

helpful.

9.1. GEDANKEN OR THOUGHT EXPERIMENT

In Section 3.3.4 a simple polynomial time reduction is pnésé to model any
Sutherland ND(ES) using Multiple Security Domains Nondgblility. The situation is
not symmetric. MSDND(ES) can model any ND(ES) situatibuat the reverse is not the
case. There are problems that are MSDND(ES) secure where ND(EBdeterminate.
One such case is the Gedanken experiment, “The Two Coin DiEhpresented here.

9.1.1. Sutherland ND(ES). To demonstrate Sutherland ND(ES), it is helpful to
perform a “Thought Experiment” that could easily be done asahworld demonstration.
Imagine two security experts, Hal and Lou, waiting for a @ahce to begin. To pass the
time, the two decide to explore nondeducibility by matchipgrters. They agree that if
they flip matching resultsq), heads-heads or tails-tails, Hal gets both quarters. t|flrowu
gets both.

To make it more interesting, the two decide to demonstraggéoyone nondeducibil-
ity as they flip quarters. Hal flips his coin in the usual way aidks the result from Lou.

Lou flips his coin on the table for all to see.



Let:

Qu(w)

Qr(w)

@ =

Wy, €W
wy, € W

TX

TeTr
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Hal’s quarter (either “heads” or “tails”)

Lou’s quarter

(Qu(w) =" heads" A Qp(w) =" heads") v (Qu(w) =" tail” A Qp(w) =" tails")
The Kripke frame worlds on which the quarters match

The Kripke frame worlds on which the quarters do not match

Hal’s valuation function of which world (essentially thelwation of )
Lou’s valuation function of which world (essentially thelyation of ).
Hal’s coin “heads” or “tails”

Lou’s coin “heads’ or “tails”

trace restrictor, restricts the trace to security dom#in

set of all valid traces

System trace seen by

a particular valid trace

For this experiment, ND(ES) holds for Lou if:

(Vz € {heads, tails} , 3wy, € W : Vi (2) = wm )A[Fw, € Wt (Viz(wy,) = 2) A (Vi (w) = Vi (w,))] -

(9.1)

Theorem 27. Who wins, the quarters match or do not match, is not ND(E3) tal.

Modal Proof.

Because Hal can see his quarter, his evaluation of matamaneh depends solely upon

the value of Lou’s quarter. Without loss of generality, assHal has flipped “heads”. Hal

therefore knows that if Lou has flipped “heads/ = w,,; andw = wy otherwise. From his

viewpoint, Hal can deduce the outcome.

Case 27.1Lou flips “heads”.
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1. Qu(w)=heads Halhas flipped heads
2. Qr(w)=heads Lou has flipped heads

3. w=wy, > The coins match and Hal deduces he wins.

Case 27.2.Lou flips “tails”.

1. Qu(w)=heads Halhas flipped heads
2. Qr(w)=tails Lou has flipped tails

3. w=w, >~ The coins do not match and Hal deduces he loses.

In either case, Hal is able to correctly deduce the outcorheréfore; who wins, the

guarters match or do not match, is not ND(ES) from Hal. 0J

Trace Based Proof.

The trace based proof follows the same reasoning. O
Theorem 28. The state of, or the match/mismatch of the coins, is ND(ES) from Lou.

Proof.
Without loss of generality, assume Hal has flipped heads pftaf can be divided into two

cases depending upon what Lou has flipped.

Case 28.1.Lou flips “heads”.

1. Qg =heads Hal has flipped heads

2. @ =heads Lou has flipped heads

3. w=wy, > The coins match and Hal deduces he wins
4. Vi(w,)=Q. =heads Lou’s coinis “heads” if they match

5. Vi(w,)=Q=heads Lou’s coinis “heads” if they don’t match
6. Vi(wn)=Ve(w,) Lou sees the same thing in either case

7. is ND(ES) © is nondeducible for Lou.

Case 28.2.Lou flips “tails”.
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@y = heads Hal has flipped heads
Q) = tails Lou has flipped tails
W =Wy, = ~Y The coins do not match and Hal deduces he loses

Vi(wy,) = Qr =tails Lou’s coin is “tails” if they match
Vi(w,) = Qr =tails Lou’s coin is “tails” if they don’t match

Vi (wn) = Vi(wy,) Lou sees the same thing in either case

A A N A o

¢ IS ND(ES) ¢ Is nondeducible for Lou.

In either case, Lou is unable to correctly deduce the outconterefore, ND(ES)

holds for Lou. O

Alternate Trace Based Proof.
Hal sees he has flipped “heads” but no one else has seen Hal'&Aéter Lou flips his coin

for all to see, there are two valid possibilities which arewn to Hal.
Case 28.3.Lou flips “heads”.

The set of valid traces for Lou is reducedio = { Hh, Th}. When the trace restrictor
is applied to each trace the results &(¢Hh}|L =h) A ({Th}|L="h)] - 7 = {h}.

Regardless of what Hal has flipped, Lou sees gnly.
Case 28.4.Lou flips “tails”.

The set of valid traces Lou can see is reduced'to= {H¢,Tt}. When the trace
restrictor is applied to each trace the results[&fél¢} |L =t) A ({Tt}|L =t)] - 7 = {t}.
Regardless of what Hal has flipped, Lou sees g}y
Therefore, in either case Lou has no information about wiadhids rolled and the theorem,

‘The state match/mismatch is ND(ES) from Lou.” holds. 0J

Suppose the game is changed to have Hal flip his coin on the vatile Lou hides

his result. The nondeducibility, ND(ES) ¢f is simply reversed.
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Theorem 29. The results are the same if Lou flips his coin the regular wayHal flips his

onto the table.

Proof. The reasoning is an exact mirror of Theorem 27 and Theorenm@8sanot given

here. O

An interesting situation occurs if both look at their coibst do not announce the results.
In this case, ND(ES) is symmetric and holds for both Hal and abthe same time. This

result was hinted at by Sutherland and McLean [8] [7].

Theorem 30. Sutherland’s ND(ES) is symmetric if both hide their coinerfooking at

them.

Proof.
1. ND(ES) holds for Lou by Theorem 28

2. ND(ES) holds for Hal by Theorem 29

3. ND(ES) is symmetric
Therefore, Sutherland’s ND(ES) is symmetric if both hideitlzoins after looking at them.

O

9.1.2. The Two Coin Dilemma. But what if Hal and Lou agree to both flip their
coins and pause without looking at their coins? What is tatesif ND(ES)beforeLou or
Hal know their results? This changes the situation draraidoes ND(ES) hold for both

Hal and Lou or neither of them?

Theorem 31. Sutherland ND(ES) cannot be evaluated until either Hal an lamnks at their

coin.

It has already been shown that once Hal or Lou sees their oinnND(ES) holds for

that person. The dilemma collapses into simple ND(ES) dtdbiat.
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Proof.

Without loss of generality, for Hal the first clause of Suthed ND(ES) is: (Vz €
{heads, tails} ,Yw e W : V;!(z) = w). However, Hal is unable to perform the evaluation
Vi (w) to determine the outcome of this clause. ND(ES) neithershotat fails, it simply
cannot be applied. From Lou’s viewpoint, the same reasdmfds and there is a symmetric

failure of Sutherland’s ND(ES). O

Trace Based ProofRecall from Section 2.3, equation 2.4 the definition of tréesed
ND(ES)is:ND(ES) =Vrp,7g € Tr:3r e Tr:7|L =1|L AT|HI = 74|H (equation 2.4).
No one has seen either coin, so from either Hal's or Lou’s sigcdomain, the trace is
empty because no input or output actions have occurred.

This is an interesting situation. Looking at equation 2.4 cfause at a time must
indicate the status of ND(ES)y, 7., andr are all empty andy definitionelements of any
set, specificallyl'r. Any restrictor applied to an empty trace will return a résfilempty. It
would appear that ND(ES) sacuously truelt is logically correct to infer anything at all.
Apparently ND(ES) has broken down and cannot be evaluatgbtlua trace is populated

with something.

Once Hal knows either “heads” or “tails”, Sutherland ND(E®)ds for Lou and not
Hal as before. But ND(ESgannoteven be evaluated before either knows their results.
Intuitively, the result must be nondeducible, but how can(BEl) be constructed to reflect
the situation? ND(ES) relies upon the ability to perform timplied evaluation of both
events by something in the model, even if that is only somenpimenon. Lacking any

evaluation, ND(ES) breaks down.
9.1.3. Multiple Security Domains Nondeducibility MSDND(ES). Now, suppose
Hal and Lou use MSDND(ES) to analyze the same game. Noticethéydefinition
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of a logical statement the conditiopxor ~¢o must hold. We can simplify all proofs
of MSDND(ES) for ¢ to showing the final clause} V,(w). For simplicity, the same
nomenclature will be used as before. In the first game wheldipla his coin and looks at
it before he announces the result but Lou flips his on the tablell to see, MSDND(ES)

holds for Lou if:

(Yw e W) (p xor ~p) AfwE=O(BVL(e))]. (9.2)

Notice: by the definition of a logical statement, the comuditp xor ~p must hold. This
means MSDND(ES) can be simplified to showing the final clgug(w) is true.

As before, the situation for Hal mirrors that of Lou. Afteetfirst flip:
Theorem 32. The state match/mismatch is not MSDND(ES) from Hal.

Proof. Because Hal can see his quarter, his evaluation of matamabid depends solely
upon the value of Lou’s quarter. Without loss of generaéisgsume Hal has flipped “heads”.
Hal therefore knows that if Lou has flipped “heads”= w,,;. From his viewpoint, Hal can

deduce the outcome.

Case 32.1.Lou flips “heads”.

1. Qu(w)=heads Halhas flipped heads
2. Qr(w)=heads Lou has flipped heads

3. w=wy, > The coins match and Hal deduces he wins.

Case 32.2.Lou flips “tails”.
1. Qu(w)=heads Halhas flipped heads
2. Qr(w)=tails Lou has flipped tails

3. w=w, >~ The coins do not match and Hal deduces he loses.

In either case, Hal is able to correctly deduce the outcorheréfore, MSDND(ES)

does not hold for Hal because Hal possesses a valuationdariot ¢ — IV (). O
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Theorem 33. The state match/mismatch is MSDND(ES) from Lou.
Proof.

Case 33.1.Lou flips “heads”.
1. Qg =heads Hal has flipped heads

Q@ = heads Lou has flipped heads

W =Wy, = @ The coins match and Hal deduces he wins

Vi(w,) =Qr =heads Lou’s coin is “heads” if they don’t match

2

3

4. Vi(w,)=Qr=heads Lou’scoin is “heads” if they match

5

6. Vi(wp)=Vi(w,) Lou sees the same thing in either case
7

AV, (w) andyp is nondeducible for Lou.

Case 33.2.Lou flips “tails”.

@y = heads Hal has flipped heads
Q) =tails Lou has flipped tails
W =Wy, = ~P The coins do not match and Hal deduces he loses

Vi (wy,) = Qr =tails Lou’s coin is “tails” if they match
Vi(w,) =Qp =tails Lou’s coin is “tails” if they don’t match

Vi (W) = Vi(w,) Lou sees the same thing in either case

A AR R A

AV, (w) andy is nondeducible for Lou.

In either case, Lou is unable to correctly deduce the outcdinerefore, MSDND(ES)

¢ holds for Lou. O

Apparently, Sutherland ND(ES) and MSDND(ES) produce tmeeseesult. This is to
be expected because it has already been shown that SuthBHIX(ES) can be reduced in
polynomial time to MSDND(ES). But what about the game whezgher Hal or Lou look
at their coin? At that point, MSDND(ES) holds for both Hal drwli.

Theorem 34. Multiple Security Domains Nondeducibility holds for Haftwe either looks

at their coin.
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Proof.
Without lose of generality, assume Hal flips “heads”. At thasnt, Haldoes not know he

flipped “heads”.

Case 34.1.Lou flips “heads” but does not know it.

1. Qg =" heads" Hal has flipped “heads” but does not know that.
2. Q=" heads" Lou has flipped “heads” but does not know that.
3. 2Qu -3 Vy(w)->3Vy(e) Halcannotknow who won.

Case 34.2.Lou flips “tails” but does not know it.
1. Qg =" heads" Hal has flipped “heads” but does not know that.
2. Q=" heads" Lou has flipped “tails” but does not know that.

3. 2Qu -3 Vy(w)->3Vy(e) Halcannotknow who won.

Hal does not have a valuation function ford Vy (), and therefore MSDND(ES) for
© holds for Hal. Mirror reasoning leads to the same concluohou. Again, a symmetric

result as is expected. O

Theorem 35. Multiple Security Domains Nondeducibility holds for Loudre either looks

at their coin.

Proof.

The proof mirrors the same logic as Theorem 34 O

9.1.4. Schbdingers Cat and ND(ES). In discussing this famous Gedanken
experiment, mathematics and physics will be kept to a mimm@This will lead to some
bending of the exact nature of the experiment. However,dhisbe tolerated because the
intent is to look at information flow, not wave mechanics. Haekground will be kept as
brief as possible.

In the experiment, see Figure 9.1, a box is constructed witbaally vial of cyanide
suspended above a vat of acid. If a specific atom of uraniurergoes spontaneous fission,

the vial is dropped into the acid and the generated gas kidscat. This fission event is
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Figure 9.1. Schrodinger’s Cat

unpredictable and totally random. The cat is placed in theamal the box is sealed in such
a way to cut off its contents from any and all interactiongwtite universe. Before the box
is sealed, the contents have a wave functibp,, that is part of the wave function of the
universe,W;;. When the box is sealed, the two wave functions are uncowgddcannot
interact with each other. (This is key for guantum mechdmiasons that are unimportant
to this discussion.) Time passes both inside and outsideedidx.

Dr. Schrodinger posed the famous question: is the cat atidkead? For purposes of
discussion, lep be “The cat breathed five minutes after the box was closdwt;i$, the cat
was alive and did something. Because the box is sealecbafpletelyfrom the universe,
the wave function inside the box is decoupled from the usigethe cat is neither alive
nor dead but somehow a combination of the two until the boyened (and the two wave
functions couple again, technically the cat’s state cakéayto either alive or dead) or in any
way interacts with the universe.

This presents two completely partitioned security domaids Schrodinger (and
the universe)SD® and the cat (and everything inside the ba&xp¢. For the sake of

discussion, assume many different things happen while dxe@sbclosed. InSD* inputs
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and outputs happen until the box is finally open&d{Open). The states can be labeled
S1,82,...,5n,..., BoxOpen, although the detailed states are not of interest untilestat
BoxOpen where the box is opened. I8ID¢ the events are problematic. Because of the
nature of the experiment, nothing can be said about the ®ugsitle the box. The quantum
states are not collapsed and therefore any statementsimyohe events are indeterminate

at best until .., BoxOpen at which point the previous events inside the box have meganin

Theorem 36. Before the box is closed, events inside the box are not NDf&&jre from

the universe.

Proof. Obviously, Dr. Schrodinger can walk over and look into thexb On a more

technical levelY ., is coupled withl';; and therefore observable by some means. [

Theorem 37. While the box is closed off from the universe, it is not pdeddodetermine if

the events inside are ND(ES) secure from the universe.

Proof. Suppose not. Suppose the theorem is false, then it is rdalsanadecide the cat is

either alive (o) or dead {)*2.
Let:

© be "The cat breathed five minutes ago.”

~p be "The cat has not breathed for five minutes.”

SDS be the security domain of the outside universe and Dr. Sithgér.
SD¢ be the security domain of the box and the cat.

VS(w) be the Dr. Schrodinger’s valuation of

VS(w) be the cat's valuation af.
To show the state of the cat is ND(ES) we must show:

Vz = (Vg(w))f1 VG (w') = 2 A (VE(w) = VE(w')) . But for Dr. Schrodinger to evaluate
the state ofyp, he must somehow see inside the box. This violates the tefntiseo
experiment. For the cat to let it be known that it is breathibgnust communicate with

the outside world which also violates the experiment. Téia contradiction, therefore the

12This is where the discussion does not exactly follow quargohanics.
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theorem is true and it is not possible to determine the NDE@&E of the events inside the

box. O

Remarks 2. Most situations where ND(ES) is evaluated require that aarétpn or the
other have a “god’s” view of both partitions. This allowsonfation to flow from the OW

partition to theHIGH patrtition.

Theorem 38. While the box is closed off from the universes possible to determine if the

events inside are MSDND(ES) secure from the universe.

Proof.
Let:

© be "The cat breathed five minutes ago.”
~p be "The cat has not breathed for five minutes.”
SDS be the security domain of the outside universe and Dr. Sithgér.
SD¢ be the security domain of the box and the cat.
VS(w) be the Dr. Schrodinger’s valuation of
VE(w) be the cat’s valuation af.
1. @ xor~p def. of wif

2. ~3V3(w) terms of the experiment
By sets 1 and 2:

Yw inW :w + (¢ XOr ~p) A (w = (~EIV;§(w))).

The state of the cat cannot be determined by Dr. Schrodwgbout violating the
experiment, but the state is MSDND(ES) secure.
0]

Remarks 3. Most situations where ND(ES) is evaluated require one tpamtor the other
have a “god’s” view of both partitions. This allows inforn@t to flow from theLOW

partition to theHIGH patrtition.
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9.1.5. Results of Gedankenversuch. These little thought experiments, “gedanken-
versuch”, show that Multiple Security Domains Nondeduiioproduces correct results
when Sutherland’s ND(ES) cannot even provide any resulis i§ a critical result for this
dissertation. This dissertation has already shown that NI3(ES) can easily model any
system where Sutherland’s nondeducibility holds. If it hathed out that the reverse is true,
that ND(ES) could model any system that can be modeled by M3EN), then the only
hope for the dissertation is to show that the new method ieetsimplement. Instead,
this dissertation shows that MSDND(ES) can indeed modetesys where traditional
nondeducibility cannot be evaluated.

This dissertation has a very simple idea at its heart. cybeurity methods do not
work well for CPS nor do physical security methods. What isdeal is an entirely different
point of view. To secure a CPS the cyber system must be sed¢heeghysical system must
be secured, information flows must be secured and contradied lastly the knowledge
leaked to an outside agent who is able to simply observe tlgr@st also be understood
and secured. Even so, there is no guarantee that nothingekasiissed.

The more traditional security methods are useful to undetsthe actors, subjects and
objects, as well as any inherent security domains of theesysThese traditional methods
are not enough to insure the security of a CPS, but many tihegsdan address the needs
of the cyber side of the system. A quick modeling of the sysisoally leads to false starts
and retracing of steps already done, but the effort can [eadttcal insights into the nature

of the CPS.

9.2. LABELED TRANSITION SYSTEMS

It is tempting to create a security model for a CPS over a leab&lansition System
(LTS); however, this is problematic when dealing with evenge real world systems. To
correctly build the frame& all the possible transitions must be defined. Even denoting all
the possible states to build a single world is difficult in thal world, but trying to correctly

determine all the possible changes and the correspondingjtions is virtually impossible.
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There are only two reasonable ways to deal with the compl@fithe transitions, either
simplify the model until very few transitions are possibteatiow all transitions to occur.

If the transitions are known and an LTS can be built, the mogairators take on a
different form and become directly related to the labeledgitions. Brieflyop becomes
[i] ¢ wherei is the number of transitions in the statement. $heperator becomgs) ¢ in
the same manner. The behavior of an LTS is drastically @iffefrom a complete transition
frame. Because it is rarely useful to denote all the allowates and transitions for a CPS,
this dissertation, and indeed MSDND itself, is based salplyn complete transition Kripke

frames thus removing the requirement to build complex ttimmstables or diagrams.

9.3. TIME AND TRACES IN KRIPKE FRAMES

While it does not have a strict bearing upon this dissenmatioe concepts of time and
system traces of a model built over Kripke frames is intémgst There are two obvious
ways to deal with time that can produce an acceptable systam. t

9.3.1. Time as a State Variable. If time is treated as a state variable, the passage
of time causes a transition from one wotldto anothery’ on the frame. A corresponding
change to a different state variable, for example “the sake applied”, would lead to
another transition where the time would not change. A mod#i bpon this type of view
would closely resemble a grand canonical ensemble of ealgstatic states joined by both
time and state change transitions. A trace could be prodogéallowing the transitions as
one would expect.

9.3.2. Time as Purely Transitional. Another possibility would be to look at every
“tick” of the system as forcing a transition. If the granutiarof the “ticks” is small
enough, such a rigid system could usefully model a CPS, buethed must be found
to deal with time when the system is at rest. If each “tick’cis a transition, that is
w1 Rwsy, we Rws, . . ., then the simple solution would be to allow a time transitiometurn
to the same world which would leave all state variable valugshanged. In this view, a

trace could be manufactured by following the transitiona strict time order as one would
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expect. Obviously, the choice of methods to deal with timesinine independent of the
actual CPS and the choice would be made based solely upoi wigwv of time is most

useful.

9.4. THE ADVANTAGES OF MSDND(ES)

The main advantages of MSDND(ES) fall into two main categmriusefulness
and semantics. This method can describe models that caeneadily described with
Sutherland’s ND and handle constraints that could othenmi®rfere with the usefulness of
the model. On the other hand, MSDND(ES) allows the model &mrexe difficult questions
with less semantic distance than many other methods andquitke a bit of flexibility.
Another intriguing possibility of MSDND(ES) is the posdity of localizing the actual
source of information flow by analyzing a trace to determitere a breach has occurred.

Unfortunately, this will have to wait for future work.

9.5. EXTENDED NONDEDUCIBILITY

Multiple Security Domains Nondeducibility can be trace dmsbut it was not
designed that way. Traced based security can require thelntmte run multiple times
in order to examine the trace under different conditionsieTthis could be done by trace
restrictors such as used in NI or NF, but this is not requirBdcause MSDND is based
upon a Kripke frame, there is no need to wait for the comptetiba set of system actions
to examine a trace. It is possible with some models to exathem®SDND(ES) status of
the system as it evolves. This allows for the possibilityudtife systems that automatically
perform actions to help hide internal actions [58] in oraentinimize the information flow
when the physical side of the CPS is observed.

Some systems forbid access to sensitive information tcepregrivacy such as the
proposed electrical smart grid [19]. A homeowner may veryl want to preserve his
or her privacy by refusing to allow his neighbors to read thetenattached to his or her

house to determine the precise electrical generation addfoand. This makes traditional
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information flow security difficult, or impossible, to evalie, see Sections 7 and 9.1.

Sutherland ND(ES) cannot be evaluated in these situatiatlglBDND(ES) can.

9.6. STRONG AND WEAK NONDEDUCIBILITY

Another view of the relationship between Sutherland’s Nazhetibility and MSDND(ES)
is to look at the constraints upon the systems each can mlodeider to evaluate ND(ES),
either the system must be constrained to a limited numbereif defined traces or to
a specific type of Kripke frame where all values on all worlds e evaluated. This
is a relatively strong model and works very well in descrgomost CPS. But CPS are
sometimes not very well defined or have components that dreomapletely understood at
the time the model is constructed. This leads to the dispiassibility that some transitions
may not be correctly modeled leading to traces that werexpcted or to the possibility
that a required logical expression might not have an aswaktialuation in the model. In
these cases, ND(ES) will fail to properly model the actuateg as was seen in the example
of the drive-by-wire automobile, see Section 5.

MSDND(ES) is a weaker model than ND(ES) with fewer constsin Because
MSDND(ES) has fewer constraints, it is more useful in situeg where the system is not
well-behaved or not as well understood. For example, MSOBE)(is shown to produce
a model that behaves more like the CPS of the drive-by-witeraabile. MSDND(ES) is
better able to model systems where the constraints of thersydo not allow for some of the
valuation functions required such as the electrical snratas presented in Section 7, the
coin flip game presented in Section 9.1.2, or Schrodingeaspresented in Section 9.1.4.
In all of these cases, the constraints of the actual CPS dallust some of the desired
valuation functions and therefore present serious problean Sutherland’s ND(ES). A
weaker model with fewer constraints, MSDND(ES), is requlire

This relationship of a weaker to a stronger model also erplarhy it is possible
to reduce Sutherland’s ND(ES) to a weaker MSDND(ES) becthisds a relaxation of

constraints. This should not be taken as a criticism of ND (8% more as an extension of
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Nondeducibility from the purely cyber field of system setyutd a broader usefulness in

the study of CPS.

9.7. MSDND(ES) AND SEMANTIC DISTANCE

Early efforts to describe CPS required the system to be akfinggid terms. HRU
requires the system to be deconstructed subjects objects andrights. The actions
performed upon these entities were limited and in some cassgersible. While this
produces useful results in some limited cases, the modslmateclearly reflect the system
under examination. The semantic distance is large. Thd ngdel produced does not
correspond well with the conceptual view of the system. ThE B.ipner, and Biba models
with their added complexity bring the model more in line wille conceptual system, but
still leave much to be desired when applied to CPS . Thesemsgstvere never meant to
deal with information flows and physically observable sgste

Information flow security models do much towards closing seenantic distance
between the model and the conceptual system. These systiemte rigid requirements of
the earlier models while allowing one to examine the morglsways in which information
flows can disrupt security. In short, the question set thatx@answered is much richer.

Nondeducibility and Multiple Security Domains Nondeduliy close the semantic
gap even more than other information flow security modelsssémodels can formulate,
and answer, a question set that is richer and much closerthotihe conceptual CPS and
the actual CPS . Because the valuations are more flexibtaally any question that can be

framed as a logical expression can be dealt with.

9.8. MSDND(ES), ND(ES), AND LEVELS OF ABSTRACTION

When dealing with conceptual models of actual CPS issuesrafitic abstraction
levels become increasingly important. S. |. Hayakawa duoed the concept of the ladder
of abstraction [60], see chapter 10, to deal with differentls of semantic abstraction in

a clearer manner than Alfred Korzybski’s structural défetial [61] [62]. The historical
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security models in Section 2 are constrained to deal witlstijues on a single abstraction
level, typically the level closest to the model. This is tamlistic for information flows,
especially when considering interactions between the QiRBsaciety. Both ND(ES)
and MSDND(ES) are designed to deal with valuations on Krifreenes regardless of
the level of semantic abstraction. This allows Nondedlitytiechniques expressed over
Kripke frames to deal with questions of information flow beem different levels of
semantic abstraction by framing the questions involvedimple or compound logical
expression. This is particularly useful when ND(ES) and MNEIJES) are extended into
other disciplines and not limited to CPS. Traditional cybecurity methods cannot be

extended in this manner.
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10. CONCLUSIONS

10.1. TRADITIONAL SECURITY METHODS

As stated numerous times in this dissertation, the trathtisecurity methods such as
HRU, BLP, Lipner, NF, and NI are not sufficient to secure moaBSCHowever, these tools
are vital for developing the cyber security necessary ftal tmecurity of CPS and are key to
creating a structure capable of resisting attacks. Workingugh the process of correctly
using these tools can be tedious and prone to redundantseffmwever, persistent effort
on this phase is key to building a useful model.

Information flow security is critical in CPS. Early attemptsdeal with the issues
of IFS such as Noninterference and Noninference provideyatwanodel simple attacks
with effects that are obvious. However, attackers are b@wpmore sophisticted and
so are the methods to model more subtle information flows.he3laind introduced the
idea of Nondeducibility as a model built over a Kripke framsng modal logic methods.
This dissertation discusses a new method of nondedugjMiEBDND(ES), and presents a
polynomial time method to reduce any model that is ND(ES)rte that is MSDND(ES).

This method is used to examine models of a number of diffeviSDND(ES).

10.2. PHYSICAL SECURITY CLUES

All CPS can be observed. This apparent weakness can be shdwena very useful
tool when properly understood. If the cyber security is \e@ewvith the correct level of “trust
but verify”, physical observations can be paired with cyfmemitoring to provide physical
attestations, but there must be the understanding that sgloarity alone is not the answer

to every security problem. The operator (human) or the $igcomonitoring systemmust
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be willing to use the physical system to verify the cyber syst This key point of social

engineering was one of the key reasons the Stuxnet attackweasssful.

10.3. BIT/BUT MODAL LOGIC AND CPS

The BIT logic introduced by Liau [9] proves very useful in cdissing the role of
trust, either human or computer agent, in CPS. In much ofiteeature, when trust or
belief is discussed, it can take pages of text to explairtively simple concepts. With
BIT or BUT logic, these complex trust/belief relationshigen be treated mathematically
which not only reduces the amount of text used, but can mghprecise language into a
symbolic language amenable to mathematical proofs. Thrstglfacilitates the discovery

of new information.

10.4. DRIVE-BY-WIRE AUTOMOBILE

Like most modern automobiles, the Toyota Prius as a driveog system can present
some interesting security issues. The system fits the newiél BLP model, but the
requirements for a more secure subject to lower its sedesigf to make the system function
implies a large amount of trust in the entity. In the LipnerdaltheCorporation subject is
not trusted, resulting in the system operations being isistent with known operations.
Both Noninference and Nondeducibility are information flomodels that describe the
ability of the driver to ascertain how the vehicle is beinggied. Specifically, the system
is Nondeducibility secure with respect to the driver whiokams the driver cannot ascertain
if Corporation remote operations or th@ar is controlling the behavior.

If the owner subscribes to OnStar, Toyota Safety Connectpore similar service,
the driver must trust the service. We have shown that in ldl@zer situations or in remote
operations the driver igot in control of the automobile. There is nothing the driver dan
in these situations but trust that all is well. Such conceprsad beyond the systems studied

here; the recent Stuxnet worm [15] had a similar effect ofdihg the system operator from
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the actual CPS operation. As such, this dissertation’syaizals indicative of the type of
analysis needed before large-scale adoption of cyberiqadyservices.

This section models a particular CPS, the drive-by-wir@anbile using an number
of security models from BLP to the IFS models such as Norfietence, Noninference,
and trace-based Nondeducibility. If a model is used that du# take into account IFS,
the results do not clearly describe the observed actionseo€PS. The IFS models more
closely reflect the reality of the drive-by-wire automoblet there are still issues.

The models as presented are all trace based. The CPS musidety diollowed
through the actions of interest atignthe trace can be examined to insure that the particular
IFS holds. For both NI and ND the model must be twice under different security
conditions and the resulting traces compared. Trace badedmnation flow models do
not offer the promise of real-time analysis of CPS.

As noted in Section 2.3, Sutherland Nondeducibility cart beexpressed as a modal
frame based model rather than a trace based model. With foased ND models, the
requirement to run the model multiple times can be relaxdds Would seem to eliminate
all of the major issues with ND but in many cases it does noth&iland’s ND requires the
model to contain potential valuation functions ft wff for all worlds. This is often not
the case with CPS. If valuation functions are missing, thelehéails and ND cannot be

determined one way or the other.

10.5. MSDND

The traditional view of security, the idea of “walling the dbguys out”, is too
simplistic. Viewing security domains as wholly containeithm a threat space or within a
less secure domain is inadequate as are the available Redsricting models to idealized
partitions does not work well with cyber physical systems.

We have shown that multiple security domains, without theessity of ideal
partitions, is a more realistic model. We have shown that RSGnformation leaks

throughout the model by observation of the physical actiohshe system. Our new
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definition of MSDND(ES) can model traditional Nondedudilyilas well as provide a
definition of Nondeducibility that holds in CPS. SpecifigaMSDND(ES) can easily model
situations where critical information flow from one secydbmain to another is disrupted
or denied altogether as in the Stuxnet worm attack.

We applied our model to a specific CPS, a drive-by-wire autmrapunder real world
conditions. Our model fits the CPS better than traditionatdémucibility because it does
not require us to partition the system into idealized domé#mat do not allow information
flow between domains. Indeed, our model does not even neattitess how the security
domains interact once they have been properly defined. We $tawwn that we can relax
the requirements of absolute domain partitioning andrsiiitiel the system.

Furthermore, we have shown that since MSDND(ES) does no¢rdepipon the
ability to evaluate information flow between distinct andsalite partitions, our model
does not require building complicated decision variablesdoes it require access to the
total input/output of the model. By relaxing the boundarpditions of the model, results

are obtained by modal methods.

10.6. STUXNET

MSDND(ES) and BIT logic can be used to model Stuxnet typeck#taSuch attacks
rely on MSDND(ES) and the inherent trust placed in the congptsmof CPS to hide critical
information from electronic monitoring and from human agers. Others [14] have
discussed how difficult it is to thwart specifically targetthcks such as APTs. Because
Stuxnet-like attacks do not make an effort to steal inforamtthere is no need for the virus
to connect with the INTERNET. Therefore, monitoring outdbd traffic does not help.

Because such an attack replays valid readings, any effdimdoproblems through
internal inconsistencies is also doomed. It is not feasdoddiminate the human components
in large scale operations of CPS; therefore APT attacksoftdin be successful via social

engineering. Once such a virus is in place, detection is ticatpd by human trust in
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electronic systems. If we expect the electronic monitotongive us correct results, a low-
level attack on the physical sensor-monitor communicatsuch as Stuxnet will succeed.

The importance of Corollary 6.6.1 is clear. All CPS must alsve physical
monitoring that can be used to verify the operation of thetedmic monitoring or the next
Stuxnet type attack will also succeed. Verifying cyber sggwith low level physical
monitoring can break the role of trust in MSDND attacks. la tase of Stuxnet, the simple
addition of a physical read-out of the actual speed of théridfege would have broken the
attack model if the human operator distrusted the cyber toong enough to verify the
readings on the monitor.

Stuxnet type attacks can be broken. Consider the centrifygeem in light of
Corollaries 6.6.1 and 6.6.1. If the centrifuge is equippeth & physicalspeedometer in
addition to the cyber monitoring, the speedometer can beenadrip an audible alarm
or a cyber alarm with physical diversity from the normal ntoring/control system. For
example, the speedometer might close a hard-wired cirguiirh on a siren and flashing
red light. This is equivalent to all entities having directass to the valuation function

VO (w). If this is true, then Theorem 6.6.1 holds and MSDND(ES) tastacks fail.

10.7. THE ELECTRICAL SMART GRID

While much work has been reported in the literature on thegsed smart grid, there
is still much work to be done on grid security. Because thd gria CPS, security is not
simply a matter of cyber security or physical security. Thesiitwining of the two leads
to a much more complex security problem. A malicious housa ecommon distribution
line could mount a fake power injection attack that could badeducible from the cyber
messaging and from physical measurements. Electrical pcavenot easily be “signed” as
to its source. This work shows that in a small distributiobwzek with fewer than seven
nodes, it is entirely feasible for a malicious node to lauaéhke power injection attack that

would easily be detected by physical measurements, bubtiree could not be identified.
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In the proposed smart grid as envisioned by the FREEDM Prajes possible for a
malicious node to launch a fake power injection attack irmsagvay that the source of the
attack cannot be determined by purely cyber monitoring oelgyphysical monitoring. An
intelligent attacker could easily hide behind the privaeguirements of the system and the
inherent nondeducibility so introduced. Indeed, if the Dfsikts all the nodes, the attack
will be undetected and untraced; however, if there is doulié veracity of the messages
and reports of the readings from the nodes, an outside \&rdit method, the proposed
verifier, could determine if one node in seven is maliciouse Verifier would have enough
information to report back this fact and the identity of thtaeker without violating the
privacy constraints of the system.

However, the smart grid is a CPS and the fact that the phypadlof the system
can be observed can be used to break the nondeducibilityeddtthck by using the cyber
messages in combination with physical attestations tote€raaituation where the attack
would disrupt the physical invariants in a unique patter@a iWerifier has access to the
measurements reported by seven nodes. If the attackewis oaif the attacker is clever,
the verifier can still use attestation to form invariants datermine the source of the attack.
Indeed, the verifier can use the same information to caletie correct value for the power
generated by the attacker without violating the privacy mf house. Using this method,
a network of at least seven houses is safe from the singlercantle attempting a fake
power injection attack. If more nodes form the electricabsngrid grouping, the set of
seven concurrent nodes can be relabeled to allow all buhtlee hodes on either the input
or output side of the group to be individually verified. Thestnique shows promise for the
possible extension to other network topologies. Howewvarhsn extension is outside the

scope of this work.
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