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## ADAPTIVE MULTI-VEHICLE AREA COVERAGE OPTIMIZATION SYSTEM AND METHOD

## CROSS-REFERENCE TO RELATED APPLICATION

This application is a divisional of U.S. application Ser. No. $11 / 857,217$, filed Sep. 18, 2007, which is a continuation of U.S. application Ser. No. 11/740,625, filed Apr. 26, 2007. The entire disclosures of the above applications are incorporated herein by reference.

## FIELD

This application relates generally to systems and methods for determining task allocation and route planning for a plurality of mobile platforms that are being used to search a predefined geographic region, and more particularly to a system and method for optimizing the use of a plurality of mobile platforms, in accordance with the capabilities of each mobile platform and the detected visibility within the region, to enable the region to be searched (i.e., covered) by the mobile platforms in the most time efficient manner.

## BACKGROUND

The statements in this section merely provide background information related to the present disclosure and may not constitute prior art.

In searching geographic areas using airborne or land based mobile platforms, task allocation and path planning techniques are often employed in an attempt to utilize the resources at hand (i.e., the mobile platforms) most efficiently. However, many variables often exist that are not addressed with previously developed planning techniques. In many applications, particularly military applications, multiple mobile platforms, often both manned and unmanned, may be available for use in carrying out the search tasks. Additionally, different types of mobile platforms (airborne, land based, etc.) are available for use. Such mobile platforms may have widely varying capabilities and limitations. Furthermore, a search mission covering a predefined geographic region may require dealing with different visibility conditions (e.g., rain, fog, etc.) in different subregions of the predefined geographic region. The mobile platforms can have different capabilities and limitations, for example different operating speeds, turning radii, and different sensor foot prints (i.e., may carry sensors having different coverage area capabilities).

The vehicle conditions and capabilities also may change over time. Thus, a task allocation and path planning system and method is needed to adapt to varying vehicle conditions and capabilities. Environmental conditions such as visibility may also change over the search region over a given time period during which the searching mission is being carried out. Therefore, a need exists for a system and method that is able to detect and adapt to environmental changes in real time so that the assets available for the search are used in the optimum manner to efficiently carry out the searching activities in a minimum amount of time, and with a desired degree of confidence that a target present within any subregion will be detected. Such a system and method would most efficiently allocate the use of the available mobile platforms in a manner that minimizes the time and cost of finding targets within the various subregions of the predefined geographic region. Cost may be defined as the total time spent by all mobile platforms
in order to visit every location within the predefined geographic region at least once, while achieving a guaranteed probability of target detection. As will also be appreciated, the overall complexity of searching a predefined geographic region can increase exponentially with the size and complexity of the region (shape, terrain, topography), as well as with the number of different vehicles being used and the variability in capabilities between vehicles, making the problem of allocating assets extremely difficult to solve. The addition of changing environmental and vehicle characteristics further complicates the problem with the need for adaptability. Examples of previous mission planning approaches include "GRAMMPS", a generalized mission planner for multiple mobile robots, "ALLIANCE", "MARTHA" and "MURDOCH". The ALLIANCE mission planning architecture is a distributed, behavior-based mission planner utilizing ant colony optimization, where mobile platforms broadcast their current task and status, and free mobile platforms allocate themselves where there is the most need. The MARTHA method is a distributed, market based mission planner where mobile platforms place bids on available tasks representing the mobile platform's ability to achieve the task efficiently, with the task being allocated to the lowest bidder.

The above approaches, however, only address the problem of controlling multiple vehicles. None of these methods approach the search coverage problem, nor do they involve path planning for each vehicle. Furthermore, few of the above approaches deal with vehicles having widely varying capabilities. Essentially, these prior developed multi-robot task allocation approaches have been designed for predefined, discrete tasks, primarily with homogenous vehicles, and have approached adaptability by continuous re-planning. These methods would be highly computationally expensive if applied to the scenario of using heterogeneous mobile platforms under changing environmental conditions to search a predefined geographic region.

## SUMMARY

In one aspect the present disclosure relates to a mission planning system for determining an optimum use of a plurality of vehicles in searching a predefined geographic area. The system may comprise a discretizer subsystem for using sensing capabilities of each vehicle to produce a point set defining a number of points within the predefined geographic area that the vehicles must traverse to completely search the predefined geographic area. A task allocator subsystem may be included for determining an optimum division of the predefined geographic area into different subregions to be handled by specific ones of the vehicles, thus to minimize an overall time needed to search the predefined geographic region by the vehicles. A path optimizer subsystem may be included for determining an optimum path through a particular vehicle's assigned subregion to minimize the time needed for each specific vehicle to traverse its associated subregion.
In another aspect the present disclosure relates to a mission planning system for determining an optimum use of a plurality of vehicles in searching a predefined geographic area. The system may comprise a discretizer subsystem that defines a number of points within the predefined geographic area that the vehicles must traverse to completely search the predefined geographic area. A task allocator subsystem may be included for determining an optimum division of the predefined geographic area into different subregions to be handled by specific ones of the vehicles, using an iterative process. A path optimizer subsystem may also be included for determining a path through a particular vehicle's assigned subregion that
minimizes a search time required for the vehicle. An arbitrator subsystem may be included that determines needed changes to searching responsibilities of each of the vehicles, based upon changes to an operational status of each vehicle.

In another aspect the present disclosure relates to a mission planning system for determining an optimum use of a plurality of vehicles in searching a predefined geographic area. The system may comprise a discretizer subsystem for using sensing capabilities of each vehicle to produce a point set defining a number of points within the predefined geographic area that the vehicles must traverse to completely search the predefined geographic area. A path optimizer subsystem may be included for determining an optimum path through a particular one of the subregions by a particular one of the vehicles, and in a manner that minimizes the time needed for each specific vehicle to traverse its associated subregion. An arbitrator subsystem may be included that determines needed changes to searching responsibilities of each of the vehicles, based upon changes to an operational status of each vehicle.

Further areas of applicability will become apparent from the description provided herein. It should be understood that the description and specific examples are intended for purposes of illustration only and are not intended to limit the scope of the present disclosure.

## BRIEF DESCRIPTION OF THE DRAWINGS

The drawings described herein are for illustration purposes only and are not intended to limit the scope of the present disclosure in any way.

FIG. 1 is a simplified block diagram of a task allocation and planning system in accordance with one embodiment of the present disclosure;

FIG. 2 is an illustration of an exemplary rectangular search grid that may be formed by a path optimizer subsystem of the present system;

FIG. 3 is a search grid that may be formed by the path optimizer subsystem using equidistant triangular points, illustrating a reduction in the overall number of subregions that need to be searched;

FIG. 4 is a flowchart of operations performed by the discretizer subsystem in mapping out the subregions for searching;

FIG. 5 is a search grid that may be formed by the discretizer subsystem with a 0.75 observability factor, that enables those subregions with impeded visibility (illustrated by shading), to include an increased number of points (i.e., defining an increased number of points);

FIG. 6 is a search grid generated by the discretizer subsystem that resulted from initializing the discretizer subsystem with a triangular grid, and then applying a 0.75 observability constraint;

FIG. 7 illustrates the reduction in computing time that is achieved using a clustered, evolutionary Lin-Kernighan algorithm with the path optimizer subsystem, over the time that would otherwise be needed to search a given number of points (i.e., subregions) using a standard Lin-Kernighan algorithm;

FIG. 8 illustrates a graph showing the amount of tour improvement provided by the clustered, evolutionary LinKernighan algorithm;

FIG. 9 is a graph showing the amount of tour improvement provided by the clustered, evolutionary Lin-Kernighan algorithm but with a logarithmic scale being used for the X -axis;

FIG. 10 is a graph comparing the time performance of the evolutionary Lin-Kernighan algorithm to the generic LinKernighan method;

FIG. 11 shows the number of optimization iterations that the Lin-Kernighan method performs on trial paths with and without the evolutionary method;

FIG. 12 Illustrates the Particle Swarm Optimization position update procedure;

FIG. 13 is an illustration of the path formed for a mobile platform within the predefined search region, where the search region has been constructed with a triangular grid of points (such as illustrated in FIG. 3); and
FIG. 14 is an illustration of the minimal distance path generated by an adaptive path optimizer subsystem of the present system and method.

## DETAILED DESCRIPTION

The following description is merely exemplary in nature and is not intended to limit the present disclosure, application, or uses.
Referring to FIG. 1, a task allocator and coverage optimization system $\mathbf{1 0}$ (hereinafter the "system $\mathbf{1 0}$ ") is illustrated in accordance with one embodiment of the present disclosure. The system enables a predefined geographic region to be divided into a number of different subregions in a manner that most efficiently allocates search tasks to specific mobile platforms that are available for use, and most efficiently plans routes of travel through each subregion to enable the searching activity to be carried out in a minimum amount of time, while meeting a desired level of probability in detecting targets that may be present in any of the subregions. It will be appreciated that the term "search" is intended to broadly include covering a given area or region.

In FIG. 1, the system $\mathbf{1 0}$ generally comprises a task allocation subsystem 12, a path optimizer subsystem 14, a discretizer subsystem 16 and an arbitrator subsystem 18. The path allocator subsystem 12 receives information 20 regarding all of the mobile platforms that are available for use, as well as the capabilities and/or limitations of each mobile platform 20. Typically, the mobile platforms will be airborne vehicles such as aircraft $20 a$ and rotorcraft 20 $b$, although land vehicles $20 c$ may also be employed. Typically, such mobile platforms will include a sensor 21 that is used to detect the presence of a target or other object that is the subject(s) of the search effort. The capabilities and limitations of each mobile platform 20 $a, 20 b, \mathbf{2 0} c$ may include, for example, maximum or minimum speed, turning radius, range (limited by fuel capacity) and maximum and/or minimum altitude of flight (if the mobile platform is an airborne mobile). Also, damage to vehicles may be accounted for. Generally, these topics are all referred to as "mobility and capability" and they can be anything that determines how the mobile platforms are able to interact with the environment. Any environmental consideration that may limit the ability of the mobile platform to be used (e.g., rain or fog, foliage and geographic terrain interference) is also included within the information 20.

Discretizer Subsystem
The discretizer subsystem 16 provides the functionality of converting a continuous search space (i.e., a single, large predefined geographic region) into a plurality of discrete search spaces or subregions, based on the properties of each mobile platform's sensing characteristics and the environmental characteristics expected to be encountered when searching each subregion. The discretizer subsystem 16 initially receives information 22 concerning the geographic area that is to be searched. The information 22 may include, for example, the latitude and longitude coordinates of the overall predefined geographic area to be searched, the coordinates of any areas of impeded visibility, the locations of any known
obstacles (geographic or man-made) that might impede detection of a target located in a near vicinity, and the topography (e.g., hilly areas of terrain, heavy vegetation, mountains, lakes, rivers, streams, etc). The discretizer subsystem 16 generates a minimum number of points for the predefined geographic region that will result in total search coverage of the region if the mobile platform passes through each point, regardless of direction.

An exemplary search grid $\mathbf{2 4}$ produced by the discretizer subsystem 16, that includes a plurality of anchor points 26 each defining the center of a discrete subregion 28 of an overall predefined geographic region 30 is shown in FIG. 2. The search grid 24 in this example is defined by 225 points, with the grid adhering to a distance constrain set by the sensor footprint (i.e., coverage area), as represented by circle 32. Thus, 225 discrete subregions are created, with the precise size of each subregion being limited in accordance with the sensor footprint of the sensor 21 being used. Accordingly, with this exemplary search grid $\mathbf{2 4}$, it will be apparent that there is a slight degree of overlap in the sensing that is done for a given subregion with those subregions immediately adjacent to the given subregion.

The grid 24 of FIG. 2 also includes specific areas 34 (represented by shading) in which sensor 21 visibility is expected to be impeded, thus reducing the probability that a target present within the subregions bounded covered by areas 34 will be detected on a single pass by a mobile platform $20 a$ that passes through the subregion. How the system 10 addresses this limitation will be explained in the following paragraphs.

In one implementation the discretizer subsystem 16 makes use of an algorithm that iteratively divides a plane (i.e., the predefined geographic region) into a set of non-overlapping subregions, or "facets", that cover the whole plane, based on the characteristics of the subregion vertexes. The subdivision is constructed from a set of two dimensional anchor points that lie at the center of each subregion.

With reference to FIG. 4, the operations of the algorithm used by the discretizer subsystem 16 begin by initializing the point set with the vertexes of the bounding region (i.e., the predefined geographic region), as well as a point within the bounding region, as indicated at operation 50 . For example, a grid based on triangular arranged collection of anchor points may be selected, such a shown in FIG. 3. A different initialization is also possible, such as one based on a regular grid of anchor points such as shown in FIG. 2. The Voronoi diagram for the point set is then calculated at operation $\mathbf{5 2}$. When a triangular point arrangement is selected to start from, the Voronoi diagram essentially produces a hexagonal shaped cell that defines a specific subregion. Each one of the six corners of a given hexagonally shaped cell has a vertex, and thus each hexagonally shaped cell has six vertices altogether.

The vertexes of each subregion (cell) are examined, relative to the anchor point within each subregion, under a set of user defined constraints, as indicated at operation 54. If the specific vertex being examined does not meet the constraint criteria (e.g., does not provide a given probability of detection based on known visibility conditions), then the vertex is added to the grid as a new anchor point, as indicated at operation 56. Thus, operation 56 creates a new anchor point, and thus a new subregion (cell) by halving the size of the adjacent subregions (facets) along a line between their anchor points and that of a vertex defined by the newly created anchor point. This examination process is repeated for all vertices of all subregions in the grid until all subregions pass the constraint criteria, and the point set is complete. This method has many desirable properties, most notably that the constraints can be arbitrarily related to the specific anchor point and
vertex under examination. It also has the effect of forcing the mobile platform $20 a$ to make an additional observation pass at the new anchor point, thereby increasing the probability of observing the true state of that particular subregion. This method allows the system 10 to produce a minimally sized, fully covering anchor point set that defines a minimum needed for each vehicle's specific sensor characteristics, with desirable observability properties. By "observability", it is meant the probability of a sensor observing the true state of a location in the environment, given the sensor characteristics, the environmental occlusion, and the number of passes that the mobile platform $20 a$ makes over a location. A mathematical description is given in equation 1 below.
Additional information can be included in the constraint set used by the discretizer subsystem 10, when evaluating each specific vertex of each cell. For example, the probability that the sensor 21 of specific mobile platform $20 a$ will detect a target within the subregion defined by the cell can be used by the discretizer subsystem 16 as a criterion during examination of each vertex. Given the probability that a sensor 21 will detect the state of a location if it is fully visible, and given a distribution of the probability of points being visible in the grid (which can correspond to various environmental phenomena, such as vegetation, weather conditions, etc.), a constraint can be constructed that ensures that the mobile platform $20 a$ passing through the point set has an upper bound on the observability of targets in the grid. The probability of observing the true state of a given location is given by equation 1:

$$
\begin{align*}
& P_{o b s}=1-\left[1-\left(P_{d t} P_{v i s}\right)\right]^{n}  \tag{1}\\
& n=a \log _{2}\left(\frac{S_{r a d}}{d_{j v}}\right)+1
\end{align*}
$$

where
$\mathrm{P}_{\text {obs }}$ represents the probability of observing the true state of a location over the entire search sequence (observability);
$\mathrm{P}_{d e t}$ is a value which is related to the sensing capabilities of the mobile platform $20 a$, representing the probability of detecting the state of a subregion if it is completely visible during a single pass;
$\mathrm{P}_{v i s}$ is the probability that a subregion will be visible;
$\mathrm{S}_{\text {rad }}$ is the mobile platform's sensing radius;
$\mathrm{d}_{f t}$ is the distance from an anchor point within a cell to a vertex of the cell;
a is cell's adjacency; and
n represents the number of times that the mobile platform's sensor 21 visits the given location.

As will be apparent, the probability of observing the true state of a given location on the search grid increases with each pass of the sensor. So to bound the observability of each anchor point, the appropriate number of passes of the mobile platform $20 a$ must be found that results in the observability rising above the desired threshold. This could be accomplished by simply passing a mobile platform over the same point repeatedly. However, it is more efficient for the discretizer subsystem 16 to simply decrease the size of the cells that represent each subregion, so that the sensor footprint of a mobile platform passing through a cell's anchor point overlaps the interior of neighboring (i.e., adjacent) cells, thus effectively increasing the pass count for adjacent cells and increasing the observability of points in a particular cell without backtracking by the mobile platform. In application, a maximum pass number may be implemented to prevent hundreds of passes over areas of high occlusion. Cells that meet
the maximum pass count but still do not satisfy the observability constraint can be flagged as likely locations for targets.

Task Allocator Subsystem
The task allocator subsystem $\mathbf{1 2}$ provides the functionality of allocating regions of the search area to each mobile platform $20 a$, according to each mobile platform's condition and capabilities. This is accomplished through an iterative process, called "Swap and Divide", and also through a "Hybrid Particle Swarm Optimization" method that is applied to the task allocation operation. The Swamp and Divide and Hybrid Particle Swarm Optimization methodologies will be discussed in detail in the following paragraphs.

To evaluate task allocation in the multi-vehicle search coverage problem, a cue is taken from the analysis of parallel processing algorithms. In the parallel processing domain, the speedup of a parallel algorithm on a given dataset is defined as the time to execute the fastest sequential algorithm divided by the time to execute the parallel algorithm on " P " processors, shown in Equation 2. High speedups are achieved by dividing the dataset among the processors, and by minimizing the amount of overhead that is incurred by inter-process communication.

$$
S_{p}=\frac{T_{\text {seq }}}{T_{p a r}}
$$

Equation 2

The efficiency of a parallel algorithm is determined by dividing the speedup factor by the number of processors, shown in Equation 3:

$$
E_{p}=\frac{S_{P}}{P}
$$

Equation 3

It will be appreciated that to maximize the efficiency of a parallel algorithm, the task must be divided evenly among the processors. For multi-vehicle search area coverage, the dataset is the search space, and the best sequential time is the time it takes the fastest mobile platform to cover the search space. The parallel execution time then becomes the time it takes the slowest mobile platform in the swarm to complete its allocated task. Replacing $P$ with the number of mobile platforms in the swarm, it becomes simple to evaluate the speedup and efficiency of multiple mobile platforms applied to search coverage.

Divide and Swap Task Allocation
A new algorithm was developed, called "Divide and Swap Task Allocation". Inspired by the Lin-Kernighan TSP solution method, the Divide and Swap method operates by using the environmental clusters produced by the arbitrator system 18 as initial search regions for the search area. An initial assignment is produced by randomly assigning mobile platforms to regions within the search area, if more than one mobile platform is assigned to the same region, the region is divided towards equalizing the total load between the assigned mobile platforms. Once all mobile platforms have been equalized, the allocation is evaluated by finding the mobile platform with the largest load. This quantity is taken as the value of the allocation, and the mobile platform assignments are then swapped between regions to create a new assignment, which is then equalized and evaluated. This swap cycle continues until no additional swaps are available, when a new random allocation is generated, always keeping the best allocation encountered.

The divide method uses a gradient-descent based method to equalize the loads between mobile platforms allocated to a region. Since the relationship between the size of an mobile platform's allocation and an mobile platform's loading may not be differentiable, equilibrium error is used, as calculated by finding the deviation of a mobile platforms' loading from the swarms' average load. The divide method is described below:
Divide:
Given a Region and a Set of $n$ Assigned Mobile platforms Initialize
Cluster Region into $n$ sub-regions
Initialize Mobile platform subsets with points inside subregions
Calculate Centroid for each sub-region.
Generate a set of weights, one for each mobile platform, with initial value $1 / \mathrm{n}$.
Add Subsets to mobile platform's Current Point Sets
Evaluate to receive a load estimate for each Mobile platform
For ' i ' iterations,
Calculate Average Load across all mobile platforms, $\bar{I}_{a}$
For a mobile platforms, Calculate the Load Error:

$$
e_{a}=\frac{\bar{l}_{a}-l_{a}}{\bar{l}_{a}}
$$

Equation 4

Weight Update:

$$
w_{a}^{i+1}=w_{a}^{i}+\frac{1}{i+1}\left(1-w_{a}^{i}\right) e_{a}
$$

Equation 5

Normalize Weights to $\left|w_{a}\right|=1$
For each unreserved point in region,
Compare weighted distances to each mobile platform's centroid.
The mobile platform with winning centroid reserves that point and adds it to sub-region.
Evaluate for new load estimate.
Return Mobile platforms with Added Subsets.
Application of the Divide and Swap Task Allocation (DSTA) algorithm is able to quickly find a low-cost, high efficiency assignment that equalizes the load across the mobile platform swarm.

Hybrid Particle Swarm Task Allocation
The current implementation of task allocation uses a twostage process to allocate mobile platforms 20 to search regions. The first stage assigns a mobile platform to a region or regions, and the second stage modifies the size of the region(s) in an effort to balance the time-load across all mobile platforms in the scenario. Currently, the assignment stage uses an exhaustive random selection method to try mobile platform-region assignments. This is very inefficient, as the algorithm will attempt allocations until all assignments have been evaluated or until an evaluation limit is reached. It is expected that this stage of the process could benefit from either an evolutionary component or, more appropriately, a particle swarm optimization component.

Particle swarm optimization (PSO) is an evolutionary computation technique developed by Kennedy and Eberhart (see R. Eberhart and Y. Shi, "Particle swarm optimization: developments, applications and resources," in Proceedings of the

2001 Congress on Evolutionary Computation, 2001, vol. 1, pp. 81-86; J. Kennedy and R. Eberhart, "Particle swarm optimization," in Proceedings of IEEE International Conference on Neural Networks, 1995, vol. 4, pp. 1942-1948; J. Kennedy, R. Eberhart and Y. Shi, Swarm Intelligence, Morgan Kaufmann, San Meteo, 2001; and Y. Shi, "Particle swarm optimization," IEEE Connections, the newsletter of the IEEE Computational Intelligence Society, vol. 2, no. 1, pp. 8-13, 2004, all of which are hereby incorporated by reference into the present disclosure). Similar to EA, the PSO algorithm is a population based optimization technique in which the system is initialized with a population of random potential solutions and the algorithm searches for optima satisfying some performance index over generations. It is unlike an EA, however, in that each potential solution is also assigned a randomized velocity, and the potential solutions, called particles, are then "flown" through the m-dimensional problem space.

Each particle i has a position represented by a position vector $\mathrm{X}_{i}$. A swarm of particles moves through an m-dimensional problem space, with the velocity of each particle represented by a vector $V_{i}$. At each time step, a function $f_{i}$ representing a quality measure is calculated by using $X_{i}$ as input. Each particle keeps track of its own best position, which is associated with the best fitness it has achieved so far in a vector $P_{b}$ of dimension $m$ and is referred to as the pbest of the particle. The best of the pbest of all the particles obtained so far in the population is referred to as the gbest and is stored in a vector $\mathrm{P}_{g}$ of dimension m .

At each time step $t$, by using the individual best position, $\mathrm{P}_{b}(\mathrm{t})$, and global best position, $\mathrm{P}_{g}(\mathrm{t})$ (the particle in the population with the best fitness), a new velocity for particle $i$ is calculated using Equation 6:

$$
V_{i}(t+1)=w \times V_{i}(t)+c_{1} \phi_{1}\left(P_{b}(t)-X_{i}(t)\right)+c_{2} \phi_{2}\left(P_{g}(t)-X_{i}(t)\right) \quad \text { Equation 6: }
$$

where $c_{1}$ and $c_{2}$ are positive acceleration constants, $\phi_{1}$ and $\phi_{2}$ are uniformly distributed random numbers in the range [ 0,1 ], and $w$ is the inertia weight. The term $V_{i}$ is limited to the range $\pm \mathrm{V}_{\max }$. Changing the velocity this way enables the particle i to search around its individual best position $\mathrm{P}_{b}$ and the global best position $\mathrm{P}_{g}$. Based on the updated velocities, each particle changes its position according to Equation 7.

$$
X_{i}(t+1)=X_{i}(t)+V_{i}(t+1)
$$

Equation 7:
Based on Equations 6 and 7, the population of particles tends to cluster together with each particle moving in a random direction. Reference is now made to FIG. 12, and the operations below.

The pseudocode for PSO is given as follows:
Initialize a population of particles with random positions and velocities in the m-dimensional problem space.

Evaluate the fitness according to some given fitness function.

Update the $P_{h}$ if the current particle's fitness value is better than that of $\mathrm{P}_{b}$.

Determine $\mathrm{P}_{g}$ : choose best of the $\mathrm{P}_{b}$.
For each particle:
Calculate particle's new velocity according to (1);
Calculate particle's new position according to (2).
While a sufficiently good fitness or a maximum number of iterations is not yet attained.

The terms $X_{i}(t)$ and $V_{i}(t)$ denote the particle's position and the associated velocity vector in the searching space at generation $t$, respectively. Vector $\mathrm{c}_{1} \phi_{i}\left(\mathrm{P}_{b}-\mathrm{X}_{i}(\mathrm{t})\right)$ and $\mathrm{c}_{2} \phi_{2}\left(\mathrm{P}_{g^{-}}\right.$ $\mathrm{X}_{i}(\mathrm{t})$ ) describe the particle's "cognitive" and "social" activities, respectively. The new velocity $\mathrm{V}_{i}(\mathrm{t}+1)$, given by (1), is determined by the momentum/inertia weight part, "cogni-
tive" part, and "social" part. The particle's position, given by (2), at generation $t+1$ is updated with $X_{i}(t)$ and $V_{i}(t+1)$.

The velocity update of a PSO particle given in (8) consists of three parts. The first is the momentum part, preventing abrupt changes. The second part represents learning from its own flying experience. The third part represents the collaboration among particles - learning from the group's best flying experience. The balance among these three parts determines the balance of the global and local search ability and therefore the performance of a PSO [23].

The inertia weight $w$ controls the balance of global and local search abilities. A large w facilitates the global search while a small one enhances the local search. The introduction of an inertia weight also frees the selection of maximum velocity $\mathrm{V}_{\max }$. The $\mathrm{V}_{\max }$ can be reduced to $\mathrm{X}_{\max }$, the dynamic range of each variable, which is easier to learn; the PSO performance is as good or better [24].

The addition of a particle swarm component to task allocation would take the form of a Binary Particle Swarm Optimization method (BPSO), where each particle represents the allocation of all mobile platforms 20 to all areas. Each particle will consist of $m$ by $n$ bits, where $m$ is the number of mobile platforms in the scenario and n is the number of regions. Using this method, simple bit masks can be applied to filter out 'undesirable' allocations, such as ground-based mobile platforms being allocated to unreachable areas. In BPSO, the position update function becomes a binary decision, equation 8.

$$
\begin{aligned}
& x_{i d}= \begin{cases}1 & \text { if } r<s\left(v_{i d}\right) \\
0 & \text { if } r>s\left(v_{i d}\right)\end{cases} \\
& s\left(v_{i d}\right)=\frac{1}{1+\exp \left(-v_{i d}\right)} \text { and } r \sim U(0,1)
\end{aligned}
$$

Equation 8

Equation 9

The particle swarm method has the advantage of quick and detectable convergence on minima, though it may not always converge to the global minimum. The hybrid particle swarm optimization method combines a real-valued and a binary valued particle position under a single fitness value and evaluation. Applied to task allocation in this problem domain, the binary particle position represents the assignment of mobile platforms to regions in the environment. The real-valued position represents a center point in the search space and the percent of the region allocated to the mobile platform.

## Path Optimizer

The Path Optimizer subsystem 14 provides the functionality of finding the shortest-time path through the subregions assigned to a mobile platform $20 a$ by the task allocator subsystem 12. This is an instance of the "traveling salesman problem" (TSP), but it must be accomplished in real-time. Accordingly, one embodiment of the system 10 uses a new method for addressing the TSP problem that may be termed "clustered evolutionary Lin-Kernighan", or "CELK".

The popular TSP solution method, Lin-Kernighan (LK), is a stochastic method that begins with a random tour, and performs optimization by steps to arrive at local minima, then repeats with a new random tour, always saving the best tour encountered. More specific information on the LK method is available at S. Lin and B. W. Kernighan, An Effective Heuristic Algorithm for the Traveling-Salesman Problem, Operations Research, Vol. 21, 2, pp. 498-516, March-April 1973, which is hereby incorporated by reference into the present disclosure. While not an exact method, it has been shown that the LK method can find high quality solutions in a reasonable
amount of time. The LK method may be supplemented by an intersection removal step, as found in the "Chained LinKernighan" method. The Chained LK method uses the LK method to optimize a random tour to a local minimum, then 'kicks' it by applying the intersection removal and inserting new edges then reapplying the LK algorithm. The purpose is to attempt to drive the algorithm out of the local minimum into the global minimum. See, D. Applegate, W. Cook, and A. Rohe, "Chained Lin-Kernighan for Large Traveling Salesman Problems" Technical report, 2000, hereby incorporated by reference into the present disclosure. While the Chained Lin-Kernighan method increases the performance and quality of the LK algorithm, unfortunately the time complexity of this resulting algorithm is still unsuitable for real-time operation.

In the path optimizer subsystem 14, the LK method has been supplemented by genetic algorithms that first perform a global search of the possible tours, while the LK method performs a local search to optimize the tour down to a local minima. By using evolved initial tours instead of randomly generating them, the global search becomes more directed, and is able to converge on higher quality tours faster.

It has been shown that the time complexity of the LK method can be greatly reduced in exchange for tour quality by first clustering the point set, using the LK method to find a sub-tour, then merging the cluster sub-tours into a final tour. The operation of the algorithm becomes significantly faster, in exchange for a reasonable drop in tour quality. FIG. 7 illustrates the reduction in computing time needed for analyzing various quantities of anchor points, when the anchor points have first been clustered, over that which would be needed when no clustering is first performed. This clustering scheme has been applied to the evolutionary LK algorithm, with the following performance benefit.

A three-tiered method has been developed, combining clustering, genetic algorithms, and the LK method to find good quality tours in a linear amount of time. Given an anchor point set, the set is clustered, by way of the K-means method, into " $M$ " clusters, where " M " is chosen to be the number of points in the set divided by a fixed scalar, in order to maintain an average cluster size. Sub-tours are then planned within each cluster, using a genetic algorithm-based LK method, called Evolutionary Lin-Kernighan, or "ELK", which will be discussed further below. This algorithm is used to recoup some of the tour quality lost through clustering, and analysis has shown that there is also a speed benefit to using the algorithm. Once sub-tours are found, they are merged back into a Final tour.

Utilizing the clustering method to maintain an average cluster size keeps the time complexity of each instance of the ELK method constant, giving the entire algorithm a linear time complexity while maintaining good tour quality. Also, it allows for many levels of parallelism, as each sub-tour can be computed separately, and each trial tour within the sub-tour optimization can also be optimized separately.

Evolutionary Lin-Kernighan
In order to improve the ratio of tour quality to computational expense, the Evolutionary Lin-Kernighan (ELK) method was developed. This method uses a genetic algorithm to generate trial tours, which are then optimized to local minima using the LK method. To accomplish this, a new crossover operator is introduced, called a "Sliding Window Crossover".

The ELK algorithm begins by generating " P " random individuals, where each individual is a trial tour. Each individual is then evaluated, which consists of applying the LK algorithm with intersection removal until a local minimum is
achieved, and the total tour length is assigned to the individual's fitness. Roulette-wheel parent selection is then used to generate " $P$ " children, where the probability of individuals being selected as parents is proportional to their rank in the population. Reproduction is achieved through Sliding Window Crossover and mutation operators. A fixed number of 'Strangers' or random individuals are introduced to the population. The new individuals are evaluated, and Roulette-wheel survival is used to keep P individuals with an individual's probability of survival being proportional to their rank in the population. This process is repeated until an evaluation limit is exceeded.

Sliding window crossover is designed to maintain the most useful parts of an individual's genome, while still providing variation through combination with the genome of another individual. In the context of the TSP, the genome consists of point sequence corresponding to a tour through the point set. The value of the sequence is the sum of the weights between the points in the sequence. The weight between two points can represent many things, including distance, time of travel, etc. So in order to prevent the value of an individual from being completely lost during crossover, sub-sequences within the individual must be transferred to the child without variation. The sliding window crossover performs this by choosing a window size "W" from a uniform random distribution, limited to between two points and $S-2$ points, where " $S$ " is the total number of points in the tour. The two parents are compared, and the parent with the better fitness is chosen to contribute the initial sequence. The weights between the first W points are summed to produce a window weight $\mathrm{V}_{\text {wi }}$, and then the window is moved down the sequence one point at a time until the end of the sequence is reached, and a minimum window location $i_{\text {best }}$ is found. The sequence of points that lie inside this minimum window are copied to the child, then the child's remaining point sequences are filled by point sequences from the other parent. The sliding window crossover method is further explained from Equation 10 below and preserves the shortest sequence of W points from the fitter parent, and also partially preserves the sequences of the other parent in the child.

Equation 10


Mutation is achieved by swapping random pairs of points with probability $\mathrm{P}_{g \text { Mut }}$.

## Path Planning for Physical Vehicles

For heterogeneous mobile platforms, a simple heuristic is used to determine the cost of an edge, estimating the time to cross the edge, in Equation 11.

$$
t\left(e_{i}\right)=\frac{d\left(e_{i}\right)}{g v_{\max }}+2 a\left(\frac{m}{F} g v_{\max }\right) \frac{\theta_{e_{i}, e_{i+1}}}{\pi}
$$

Equation 11
where
d(e) is the Euclidean Length of edge e
$\mathrm{v}_{\text {max }}$ is the maximum vehicle speed.
m is the vehicle mass.
F is the maximum vehicle thrust
$\theta_{e i, e i+1}$ is the angle between edge $i$, and $i+1$
g is a scalar representing the guidance speed.
a is a scalar representing the vehicle agility.
The guidance speed is a scalar representing the average $\%$ of the mobile platform's maximum velocity that the mobile platform travels under guidance. The agility of the mobile platform is a measure of the ability of the mobile platform's guidance system to execute turns without incurring extra time, as compared to a straight path. The use of this heuristic allows the optimization of the path based on the mobile platform's mobility characteristics.

The tour quality of the ELK algorithm was compared to that of the LK algorithm alone, over 100 randomly generated points, averaged over 30 runs, each run consisting of 1000 evaluations. FIGS. 8 and 9 show the cost of the best path found, at each evaluation. FIG. 10 illustrates LK versus ELK performance times while FIG. 11 illustrate the optimization iterations versus the tour size for both of the LK and ELK algorithms. This shows that the ELK method improves paths in less iterations, as well as ultimately producing higher quality paths. Put differently, the trial tours generated by the ELK algorithm were evaluated significantly faster, as the LK method needed to make fewer changes due to pre-optimized sections of the tours being inherited from the previous generation.

Adaptive Path Optimizer
When performing path optimization for real-world mobile platforms 20a, the mobility and dynamics of each mobile platform must be incorporated to produce a minimal time path, rather than merely a minimal distance path. To accomplish this, the adaptive path optimizer 14 is used to implement a simple model of the mobile platform mobility that minimizes the path-time. The model of the mobile platform mobility is used to find the time-cost of traversing a path. Since the mobility characteristics will typically be different for each mobile platform, their abilities to execute a given path will be different. For example, a heavy mobile platform will require more time executing turns than a lighter weight mobile platform for the same amount of thrust being used. Also, the guidance characteristics will affect the amount of time that the mobile platform takes to execute a path. If the guidance method is highly effective, it can "see" a sharp turn coming and guide the mobile platform out to meet it, rather than overshooting it.

FIGS. 13 and 14 show that when physical characteristics are used during path optimization, the resulting path shows characteristics that conserve the vehicle's momentum, as indicated by the long, straight sections of the path in FIG. 14, resulting in a lower path-time.

The Arbitrator Subsystem
The arbitrator subsystem $\mathbf{1 8}$ provides the functionality of controlling when re-planning occurs. The typical method of continual re-planning is computationally expensive, and often unnecessary. The arbitrator subsystem 18 uses the known Adaptive Resonance Theory (ART) clustering method to maintain two sets of clusters, one set for vehicles, and one for points in the environment (see, Carpenter, G. A., Gross-
berg, S., and Rosen, D. B., ART 2-A: An Adaptive Resonance Algorithm for Rapid Category Learning and Recognition. Neural Networks, 4, 493-504 (1991), hereby incorporated by reference into the present disclosure).

The mobile platforms 20 are clustered based on their condition and capabilities, while points in the environment are clustered based on environmental factors which may include factors such as weather, terrain or vegetation. As the system evolves, the changing conditions and capabilities of the mobile platforms, and the changing environment cause changes in the clusters. If a change occurs, the arbitrator subsystem 18 initiates a re-plan, since the scenario has changed. How these clusters are made is controlled by a single parameter, called the "vigilance", which essentially defines how different a vector must be for it to be allocated to a new cluster. High vigilance values produce many clusters, while low vigilance values produce few clusters. Applied here, the vigilance controls how significant a change must be for a re-plan to occur. In this way, re-planning is autonomously controlled.
While various embodiments have been described, those skilled in the art will recognize modifications or variations which might be made without departing from the present disclosure. The examples illustrate the various embodiments and are not intended to limit the present disclosure. Therefore, the description and claims should be interpreted liberally with only such limitation as is necessary in view of the pertinent prior art.

What is claimed is:

1. A mission planning system for determining an optimum use of a plurality of vehicles in searching a predefined geographic area, said system comprising:
a discretizer subsystem including hardware and software components, configured to use sensing capabilities of each said vehicle to produce a point set defining a number of points within the predefined geographic area that said vehicles must traverse to completely search the predefined geographic area, the number of points taking into consideration a topography of the predefined geographic area and weather conditions affecting visibility in the predefined geographic area during the searching, and coordinates of areas of impeded visibility within the predefined geographic area;
a task allocator subsystem including a second hardware component and a second software component running on the second hardware component, configured to determine an optimum division of the predefined geographic area into different subregions to be handled by specific ones of said vehicles based on the point sets produced by said discretizer subsystem, to minimize an overall time needed to search the predefined geographic area region by said vehicles;
a path optimizer subsystem including hardware and software components, for determining an optimum path, for each one of said vehicles through a particular subregion determined by said task allocator subsystem to be handled by said one of said vehicles to minimize the time needed to traverse said particular subregion; and
an arbitrator subsystem that determines needed changes to the subregions to be handled by each of said vehicles based upon changes to both an operational status of each said vehicle and changing environmental conditions within said predefined geographic area.
2. The system of claim 1, wherein the discretizer subsystem further is configured to convert the predefined geographic area into a plurality of discrete search regions.
3. The system of claim 2, wherein the discretizer subsystem further is configured to use at least one of the following before generating the point set:
locations of known obstacles within the predefined geographic area; and
a topography of the predefined geographic area.
4. The system of claim 1, wherein the discretizer subsystem is configured to:
make use of an algorithm to initialize the point set to generate a grid having a triangular arranged collection of anchor points;
to create a Voronoi diagram for the point set that produces a plurality of hexagonal shaped cells that each define one the specific subregions within the predefined geographic area, and with each one of the hexagonally shaped cells having a vertex at each one of its corners and each said subregion having an anchor point at a geometric center thereof.
5. The system of claim 4 , wherein the discretizer subsystem is further configured to examine each of the vertexes of each said subregion and the anchor point within each said subregion, and to determine whether each said vertex meets a probability of detection based on known visibility conditions, and to add any one of the vertexes that does not meet the probability of detection to the grid as a new anchor point.
6. The system of claim 1, further comprising an arbitrator subsystem that determines needed changes to searching responsibilities of each of said vehicles, based upon changes to an operational status of the vehicle.
7. The system of claim $\mathbf{1}$, further comprising an arbitrator subsystem that determines needed changes to searching responsibilities of each of said vehicles, based upon environmental changes that occur within said predefined geographic area.
8. The system of claim 1 wherein said arbitrator comprises a clustering algorithm that takes into account an operational status of each said vehicle and changing environmental conditions within said predefined geographic area to modify said number of points to re-map the predefined geographic area into a new plurality of subregions.
9. The system of claim 1, wherein said vehicles comprise heterogeneous vehicles having different operational capabilities.
10. A mission planning system for determining an optimum use of a plurality of vehicles in searching a predefined geographic area, said system comprising:
a discretizer subsystem including hardware and software components, for that defines a number of points within said predefined geographic area that said vehicles must traverse to completely search the predefined geographic area, taking into consideration weather conditions affecting visibility in the predefined geographic area during searching performed by said vehicles;
a task allocator subsystem including hardware and second softwares, for determining an optimum division of said predefined geographic area into different subregions to be handled by specific ones of said vehicles, using an iterative process;
a path optimizer subsystem including hardware and software components, for determining a path through a particular vehicle's assigned said subregion that minimizes a search time required for the vehicle to search its associated said subregion; and
an arbitrator subsystem, including hardware and software components, that determines needed changes to searching responsibilities of each of said vehicles, based upon
changes to an operational status of each of the vehicles and changing environmental conditions in the predefined geographic area.
11. The system of claim $\mathbf{1 0}$, wherein the task allocator subsystem is configured to use the iterative process to consider a number of the vehicles initially randomly assigned to subregions of the predefined geographic regions, and to iteratively divide the subregions with a goal toward equalizing a total load between two or more vehicles that are assigned to any of the subregions.
12. The system of claim 11, wherein the task allocator subsystem uses a particle swarm optimization (PSO) computation technique to assist in determining assignments of each of the vehicles to specific subregions within the predefined geographic area.
13. The system of claim 10, wherein the path optimizer subsystem is configured to use a clustered Lin-Kernighan stochastic method to find a shortest time path for each given one of the vehicles through its associated subregion or subregions.
14. The system of claim 10, wherein the arbitrator subsystem is configured to use Adaptive Resonance Theory clustering to maintain two sets of clusters, a first set of clusters for the vehicles, and a second set of clusters for the points in the predefined geographic area.
15. The system of claim 14, wherein the first set of clusters for the vehicles is based on conditions and capabilities of the vehicles.
16. The system of claim 14 , wherein the second set of clusters for the predefined geographic area is based on environmental factors including at least one of weather, terrain and vegetation within the predefined geographic area.
17. A mission planning system for determining an optimum use of a plurality of vehicles in searching a predefined geographic area, said system comprising:
a discretizer subsystem, including hardware and software components, configured to use for using sensing capabilities of each said vehicle to produce a point set defining a number of points within said predefined geographic area that said vehicles must traverse to completely search the predefined geographic area, taking into account weather conditions affecting visibility within the predefined geographic area that affect the sensing capabilities of each said vehicle;
a path optimizer subsystem, including hardware and software components, for determining an optimum path through a particular one of a plurality of subregions of the predefined geographic area by a particular one of said vehicles, and in a manner that minimizes a time needed for each said specific vehicle to traverse its associated said subregion; and
an arbitrator subsystem that determines needed changes to searching responsibilities of each of said vehicles, based upon changes to an operational status of each said vehicle and changing environmental conditions within the predefined geographic area.
18. The system of claim 17, further comprising a task allocator subsystem for determining an optimum division of said predefined geographic area into said subregions to be handled by specific ones of said vehicles, to minimize an overall time needed to search said predefined geographic area by said vehicles.
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