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Abstract 

Speech recognition has successfully been uti-

lized in lots of applications recently. With the 

development of the Kinect sensor device from 

Microsoft, speech recognition could be further 

promoted to be used in an ubiquitous environ-

ment where a wireless sensor network using Ki-

nect sensors is deployed. This study develops a 

wireless sensor network (WSN)-speech recogni-

tion scheme using deployments of multiple Ki-

nect microphone-array sensors. Presented speech 

recognition by Kinect-WSN could effectively 

capture the acoustic data made from the talking 

speaker and then perform the corresponding voice 

command control on certain target. In this study, 

different strategies to deploy multiple Kinect 

microphone-array sensors for constructing an 

ubiquitous Kinect-WSN speech recognition en-

vironment are investigated. Several different 

acoustic sensing data fusion methods are also 

explored for achieving superior performance on 

Kinect-WSN speech recognition. The presented 

method in this paper is evaluated the efficiency 

and effectiveness in an 5m×5m laboratory envi-

ronment in which any of four test speakers is to 

make the voice command anywhere. Developed 

Kinect microphone array sensor-deployed WSN 

speech recognition in this work is finely utilized  

in various different applications in control. 
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phone array- sensor, wireless sensor 

network  

1. Introduction 

Speech recognition has been a matured tech-

nique for human machine-interaction (HCI) in the 

recent years. With the development of internet of 

things (IoTs) technology nowadays, the smart 

home scenario that most of equipment and de-

vices in a family are connected and communi-

cated with each other via wireless networks will 

be a practical integrated application. Conven-

tional speech recognition viewed as the category 

of voice control interactions is that the voice 

command data provided by the specific user is 

acquired by the microphone in a very short dis-

tance from the user [1, 2]. Such voice-control 

speech recognition application can be widely seen 

in speech recognition on the smart phone plat-

form and speech recognition on the central mul-

timedia control panel platform in car. In the new 

technology of IoTs nowadays, different to con-

ventional voice command-control speech recog-

nition, in order to control all things connected to 

the internet in a home, office or other indoor 

environments, a new strategy for speech recogni-

tion developments, wireless sensor network 

(WSN)-speech recognition will be attracted much 

attention and a new and challengeable technique 

issue.  

This study explores the utilization of the Ki-

nect sensor [3, 4] for sensing and then acquiring 

the acoustic voice command of the user in an 

office environment. As many persons know, in  

addition to gesture recognition by Kinect [5-7], 

the Kinect device can also be used to perform 

speech recognition due to the embedded micro-

phone array design composed of four micro-

phones [8]. Speech recognition in this work will 

be performed in an acoustic sensing area that is 

properly deployed by multiple Kinect micro-

phone-arrays. In the presented scheme of 

WSN-speech recognition by multip le Kinect 

microphone array-sensors in this paper, technical 

issues such as the (1) deployment method of the 

Kinect microphone array, (2) the establishment of 

client server-based wireless sensor network by 

Kinect sensors, (3) investigations of acoustic 

sensing data fusion methods, and (4) the possible 

application with practice in a real life using pre-

sented WSN-speech recognition by Kinect mi-

crophone array sensors will be considered, which 

will be detailed in the following section. 
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2. Speech Recognition via Wireless 

Sensor Network by Using Kinect 

Microphone Array-Sensors  

The framework of WSN-speech recognition 

by Kinect microphone array-sensors explored in  

this study mainly contains Kinect sensor de-

ployments by two Kinect microphone-arrays, 

client-server WSN establishments using TCP/IP 

protocol, acoustic sensing data fusion using a 

simple and computationally fast strategy. The 

developed framework is further performed in an  

application of voice sensing and remote control to 

the multimedia player component on a smart 

phone, which is depicted in Fig. 1. 

 
Fig. 1 WSN-speech recognition by deployed 

Kinect microphone array-sensors and its 

control application 

 
Fig. 2 Sensed data from a Kinect microphone 

array-sensor for data fusion calculations  

(four-channel voice data contained sim-

ultaneously in the unique Kinect sensor) 

As depicted in Fig. 1, a  voice command from 

a speaking user is sensed by two Kinect micro-

phone array-sensors that are properly deployed in 

an office space. Each sensed data from each of 

these two Kinect sensors is sent to the server via 

the TCP/TP protocol, and the server end performs 

data fusion calculations for determining the 

recognition result of the sensed voice command. 

After the data fusion estimate, the recognized 

voice command is then sent to the smart phone 

device via the Bluetooth protocol to carry out a 

series of functional control on the multimedia 

player application program. In this work, two 

Kinect microphone array-sensors are designed to 

be appropriately localized inside to acquire al-

most most of all possible voice data. 

Fig. 2 shows sensed data in a form of four 

channels. All these data come from the unique 

Kinect microphone array-sensor. Two Kinect 

microphone array-sensors deployed in this work 

are composed of 2 sets of the four-channel sensed 

voice data. These data are then considered the 

content of the voice command using data fusion 

calculations. The data fusion strategy employed 

in this study is a voice energy-based method. As 

shown in Fig. 2, each voice data from the Kinect 

sensor have the different values of energy. The 

value of the voice energy is dependent on the 

amplitude value of the data in certain time dura-

tion. The microphone in the Kinect microphone 

array has the large value of voice energy in case 

the voice data source (i.e. the speaking user) is 

located extremely near the microphone. Con-

versely, when the microphone in the Kinect mi-

crophone array is far away from the voice data 

source, the estimated voice energy to this mi-

crophone will be significantly small. Based on the 

above design thought-line, the primary principle  

of the data fusion method in this study is that the 

microphone with the sensed data of large-sized 

values will have more effects on the recognition 

decision of voice commands. The simplest 

method based on such the designed fusion prin-

ciple is that the data fusion result is the recogni-

tion outcome of the microphone receiver where 

the sensed data has the largest values of energies.  

In the part of control applications, the Blue-

tooth (BT) protocol is employed in this work to 

handle transmissions of the fused recognition 

command. The BT connection tunnel is firstly 

established in an initialization process to form a 

peer-to-peer connection pair between the server 

(the command provider) and the end-device of the 

smart phone (the command receiver). For speed-

ing up command transmissions via BT, a com-

mand table containing a series of labels, each 

label with a text form representing a corre-

sponding voice command, is properly devised. 

The multimedia player application platform in the 

smart phone will be finely operated by “remotely 

sensed voice commands made by the speaking 

user” under the regulation of the presented 

method. 
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3. Conclusions 

In this paper, a  wireless sensor net-

work-speech recognition approach is presented 

by deploying the Kinect microphone ar-

ray-sensors. Compared to conventional speech 

recognition, the presented framework consider-

ing sensor deployments, sensing data fusion, 

wireless communication scheme establishments, 

and possible extension application with p ractice  

provides an acoustic sensing way for command 

control in the application of internet of things. In 

addition, the presented approach with the use of 

Kinect sensors will also avoid the property of 

‘surveillance’ and therefore can be much more 

acceptable by the users.  
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