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Free-viewpoint images obtained from phase-shifting synthetic aperture digital holography are given for
scenes that include multiple objects and a concave object. The synthetic aperture technique is used to
enlarge the effective sensor size and to make it possible to widen the range of changing perspective in the
numerical reconstruction. The lensless Fourier setup and its aliasing-free zone are used to avoid aliasing
errors arising at the sensor edge and to overcome a common problem in digital holography, namely, a
narrow field of view. A change of viewpoint is realized by a double numerical propagation and by clipping
the wave field by a given pupil. The computational complexity for calculating an image in the given per-
spective from the base complex-valued image is estimated at a double fast Fourier transform. The ex-
perimental results illustrate the natural change of appearance in cases of both multiple objects and a
concave object. © 2008 Optical Society of America

OCIS codes: 090.1995, 110.6880.

1. Introduction

The explosive evolution of computer technology has
increasingly accelerated digital signal processing
(DSP) in the field of optics. A great deal of memory
is required for handling light wave fields correctly.
However, the amount of memory installed in perso-
nal computers increases from year to year, with the
result that desktop computers with high-perfor-
mance CPUs and gigabytes of memory enable us
to handle wave fields sampled over a certain area
of the cross section of field propagation.
This yields the possibility that various effects for

wave fields, created by optical components such as
lenses, mirrors, prisms, or specific optical devices,
can be replaced by DSP. Digital holography provides
an acquisition system of wave fields emitted from
real objects and is therefore the most important tech-
nique for the DSP of light. For example, the focusing
device in imaging equipment, composed of various
lenses controlled mechanically, can be replaced by
DSP. As a further example, images on planes that

are almost perpendicular to the image sensor can
be clearly reconstructed by using a specific computa-
tional process of captured wave fields [1].

As the phase distribution of object fields captured
by digital holography is also useful for shape mea-
surement and deformation analysis, much of the lit-
erature on digital holography focuses on this field,
especially on holographic microscopy [2]. In this
paper, however, we explore the possibility of digital
holography as an acquisition method for free-view-
point images of scenes with self- and mutual occlu-
sion. Here, the term occlusion, widely used in the
field of computer graphics and three-dimensional
(3D) imaging, describes the situation in which an ob-
ject further from the viewpoint is hidden behind
other objects closer to the viewpoint. Occlusion is
one of the most important mechanisms in the percep-
tion of 3D scenes. Free-viewpoint images of occluded
objects have been reported in some methods and de-
vices based on ray optics, such as synthetic aperture
integral imaging [3,4]. As far as we know, however,
the natural reconstruction of 3D scenes with
occluded objects has not yet been reported in digital
holography. In computer-generated holograms for
display purposes, dealing with occlusion is a problem

0003-6935/08/19D136-08$15.00/0
© 2008 Optical Society of America

D136 APPLIED OPTICS / Vol. 47, No. 19 / 1 July 2008



of hidden-surface removal, and methods such as the
layered hologram [5], ray tracing [6], the silhouette
mask [7,8], and the tilted mask [9] have been re-
ported. Superimposing occlusion into the wave field
captured by using digital holography has also been
proposed for 3D scene reconstruction [10].
The reason that natural reconstruction of occlu-

sion is difficult in digital holography is that the reso-
lution of image sensors currently available is too low
and the sensor size too small to capture 3D scenes
with occlusion. Low spatial resolution of the image
sensor restricts the geometry of the object space; i.
e., small objects must be placed far from the sensor
to maintain the aliasing-free condition required by
Nyquist’s theorem. As the object distance d increases
with the increasing lateral extent of the object w as
shown in Fig. 1, the angle of the visual field θ is gen-
erally small in digital holography. Furthermore, a
greater object distance leads to a smaller angle φ
as illustrated in Fig. 1. This angle, defined by the dis-
tance d and the size of the image sensorW, is referred
to as the viewing-zone angle by analogy to a 3D dis-
play. In digital holography, typical values for the
visual field and viewing-zone angles are approxi-
mately ∼2° and∼1°, respectively (assuming a sensor
pitch of 10 μm, sensor size of 20mm, and object dis-
tance of 1m). Therefore, numerical reconstruction of
a different perspective is not easy.
To overcome these problems and create free-view-

point images in digital holography, we adopt three
techniques: synthetic aperture [11,12], phase shift-
ing [13], and a lensless Fourier setup [14,15]. In this
investigation, the synthetic aperture technique is
used to extend the effective sensor size. This techni-
que was first proposed to improve the spatial resolu-
tion in centimeter band radars. In the same vein,
superresolution has been reported when the syn-
thetic aperture technique is used in digital hologra-
phy [11,12]. However, our reason for using the
technique differs from that of superresolution, and
the object size captured is considerably larger than
that given in previous reports.
The phase-shifting lensless Fourier setup and the

aliasing-free zone presented in this paper make it
possible to maximize the visual field and minimize
the object distance. These techniques, which use a
spherical reference wave, also play an important role
in avoiding the aliasing error arising at the sensor

edge, because the fringe frequency is almost constant
over the sensor surface in a spherical reference wave,
unlike that in a plane wave. As a result, the viewing-
zone angle can be increased from φ to φ0 by extending
the sensor area, as shown in Fig. 1.

Our final aim is varied digital processing of optical
wave fields. The wave field must be captured in a
wide cross section of field propagation to accomplish
this. Numerical reconstruction of free-viewpoint
images is an example of the DSP of optical wave
fields.

2. Reconstruction of Free-Viewpoint Images

The coordinate system defined for the numerical re-
construction of digital holograms is shown in Fig. 2.
The plane ðx; y; 0Þ is referred to as the reconstruction
plane on which a point light source that emits the
reference wave is placed and on which wave fields
are obtained. The surface of the image sensor is
placed at a distance dR from the reconstruction
plane.

A. Numerical Reconstruction in a Lensless Fourier Setup

Suppose that the wave field of the object wave is gi-
ven by f ðx; y; 0Þ in the reconstruction plane and
Oðxs; ysÞ on the surface of the image sensor. When
the point source is at the origin, the reference wave
is represented by the normalized parabolic phase
function as follows:

Rðxs; ysÞ ¼ exp
�
ik

x2s þ y2s
2dR

�
; ð1Þ

where k ¼ 2π=λ is the wavenumber and λ is the wa-
velength. The product Oðxs; ysÞR�ðxs; ysÞ is captured
by using a phase-shifting technique and is repre-
sented by using a Fresnel transform of f ðx; y; 0Þ as
follows:

OR�ðxs; ysÞ ¼
Z Z

f ðx; y; 0Þ exp
�
i

k
2dR

ðx2 þ y2Þ
�

× exp
�
�i

2π
λdR

ðxxs þ yysÞ
�
dxdy

¼ Fff ðx; y; 0Þϕ�ðx; yÞgu¼xs=λdR;v¼ys=λdR
; ð2Þ

Fig. 1. Definition of the visual field in capturing wave fields and
the viewing zone in numerical reconstruction.

Fig. 2. (Color online) Definition of the coordinate systems and
schematic geometry used in numerical reconstruction.
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ϕðx; yÞ ¼ exp
�
�i

k
2dR

ðx2 þ y2Þ
�
; ð3Þ

where Ff·g represents the Fourier transform and u
and v are Fourier frequencies with respect to x and y,
respectively. The ϕðx; yÞ represents a phase correc-
tion factor. The wave field of the object is obtained
by rearranging Eq. (2) after the Fourier transform:

f ðx; y; 0Þ ¼ FfOR�ðxs; ysÞgus¼�x=λdR;vs¼�y=λdR
× ϕðx; yÞ;

ð4Þ

where us and vs are Fourier frequencies with respect
to xs and ys, respectively.
In the numerical calculation, the sampling pitches

of the wave field f ðx; y; 0Þ are given by

Δx ¼
λdR

Nxδx
; Δy ¼

λdR

Nyδy
; ð5Þ

where δx and δy are the sensor pitches andNx andNy
are the number of pixels in the sensor used for cap-
turing the interference fringe.

B. Numerical Reconstruction of Different Perspectives

The amplitude image jf ðx; y; 0Þj gives a reconstructed
image of the object. However, the viewpoint of the ob-
ject cannot be changed in the image jf ðx; y; 0Þj. To
give the image the ability to vary the viewpoint,
the wave field f ðx; y; 0Þ should be propagated numeri-
cally to a plane around the image sensor. This is the
forward propagation shown in Fig. 3.
The angular spectrum of plane waves method [16]

is used for this numerical propagation; i.e., the wave
field in the plane at z ¼ dP is given by

f ðx; y;dPÞ ¼ PdP
ff ðx; y; 0Þg

¼ F�1fF0ðu; vÞ exp½i2πðλ�2 � u2 � v2Þ1=2dP�g; ð6Þ

where Pdf·g represents the propagation operator at a
distance d and F0ðu; vÞ ¼ Fff ðx; y; 0Þg is the spec-
trum in the reconstruction plane. Note that the sam-
pling pitches of the wave field are not changed in the

numerical propagation by Eq. (6). Therefore, the pro-
pagation distance dP should be selected carefully so
that the extent of the wave field is not greater than
the sampling area at z ¼ dP. If the distance dP is too
great, degradation arises in the final reconstructed
images as a result of the aliasing error in the numer-
ical calculation of Eq. (6).

The wave field f ðx; y;dPÞ is the base complex-
valued image for yielding a series of images of the
object from different viewpoints. Changing the view-
point is done simply by multiplying the base complex
image by a pupil function as follows:

f̂ ðx; y;dP; xe; yeÞ ¼ f ðx; y;dPÞpðx; y; xe; yeÞ: ð7Þ
The definition of the pupil function used in this re-
port is shown in Fig. 4. The pupil is a rectangle pupil,
the size and position of which are given by px × py and
ðxe; yeÞ, respectively.

The wave field f̂ ðx; y;dP; xe; yeÞ clipped by the pupil
is propagated backward as follows:

f̂ ðx; y; 0; xe; yeÞ ¼ P�dB
ff̂ ðx; y;dP; xe; yeÞg; ð8Þ

where dBð≥ 0Þ is the distance of backward propaga-
tion chosen to adjust the focus. The amplitude image
j f̂ ðx; y;dP � dB; xe; yeÞj is the final image from the
viewpoint at ðxe; ye;dPÞ.

3. Capturing Object Waves

A. Experimental Setup

The lensless Fourier setup in synthetic aperture di-
gital holography is shown in Fig. 5. The output of the
single-mode diode-pumped solid-state laser with a
wavelength of 532nm is split into two paths. The
piezo phase shifter and the spatial filter are inserted
into the reference path to form a phase controlled
spherical reference wave. Here, dR is the distance be-
tween the reference point source and the image sen-
sor, as defined in Fig. 2. The object is also irradiated
by a spherical wave formed by the objective lens. The
object wave and the reference wave are combined in
the cube beam splitter and yield an interference

Fig. 3. (Color online) Principle of numerical reconstruction from
different viewpoints.

p
z

y p

y
xe

ye

x

Fig. 4. Definition of a pupil.
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fringe on the sensor surface. A CMOS-type image
sensor is used to capture the fringe pattern. The
number of pixels in the image sensor is 2000 ×
2000 pixels, and its sampling pitch is 6:0 μm × 6:0 μm.
As the image sensor is moved translationally in

this experiment, instead of rotating the object as
in [11], the sensor is installed on a motor-controlled
translational stage, and its position is shifted per-
pendicular to the optical axis. The resolution and ac-
curacy of the motor-controlled stage are 2 and 15 μm,
respectively. The distribution of the complex ampli-
tude is obtained by a four-step phase shift in this
experiment. Four fringe patterns are therefore cap-
tured for each position of the sensor, and then a com-
plex-valued image is composed of these captured
fringe patterns by using the phase-shifting digital
holography technique [13].

B. Aliasing-Free Zone

To maximize the visual field in the lensless Fourier
setup, we use a technique referred to as the aliasing-
free zone. The aliasing-free zone is a safe zone de-
fined in the object space. When an object placed in-
side the aliasing-free zone is captured by the lensless
Fourier setup, the reconstructed images are not de-
graded by the aliasing error.
The maximum fringe frequency should be esti-

mated in a lensless Fourier setup to define the alias-
ing free-zone. Figure 6 shows the theoretical model
used in the estimation. For simplicity, we ignore
the y axis and consider the 2D coordinates ðx; zÞ in
the estimation that follows. Furthermore, it is as-
sumed that the point object P is on the same plane
as the reference point source R and placed at a dis-
tance w=2 from the optical axis. When point S is on
the sensor surface and Δθ is the angle between line
segments PS and RS, the wavelength of the fringe
caused by the interference between the point sources
P and R is given as

Λ ¼ 2π
jkP � kRj

; ð9Þ

where kP and kR are x elements of the wave vectors of
fields propagating from the point sources P and R to
the point S, respectively.

Obviously, the interference fringe has a maximum
frequency when the angle Δθ is at its maximum.
When the point S is at the position x ¼ w=4, Δθ
reaches the maximum angle. In this case, since
kR ¼ �kP ¼ sinðΔθ=2Þ, the minimum value of the
fringe wavelength is given by

Λmin ¼ λ
2 sinðΔθ=2Þ ; ð10Þ

where sinðΔθ=2Þ is given by the geometry as follows:

sinðΔθ=2Þ ¼ w=4ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 þ ðw=4Þ2

p : ð11Þ

To avoid aliasing errors, the sensor pitch δ must
satisfy Nyquist’s condition 2Λ�1

min ≤ δ�1. As a result,
the object size w must be limited as follows:

w ≤
4λdffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

16δ2 � λ2
p : ð12Þ

If the size of an object placed at a distance d is less
thanw given by the above relation, aliasing errors do
not arise. Therefore, the zone fulfilling condition (12)
is referred to as the aliasing-free zone. This zone is
shaped as a triangular pyramid in the object space
as shown in Fig. 7. We can obtain a maximum visual
field by placing an object inside the aliasing-free zone
and minimizing the distance from the image sensor
for the given object.

Fig. 5. (Color online) Experimental setup for capturing object
waves by phase-shifting synthetic aperture digital holography.

Fig. 6. Theoretical model for estimating the maximum spatial
frequency of the interference fringe on the sensor surface.

Fig. 7. (Color online) Aliasing-free zone.
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4. Experimental Results

A. Calibration of the Distance of the Reference Point
Source

A fairly large object was captured by the lensless
Fourier setup without the synthetic aperture techni-
que in order to verify the visual field of the con-
structed capturing system. An example of the
amplitude image jf ðx; y; 0Þj is shown in Fig. 8. The
dimension of the object is 3 cm × 4:5 cm. Since the
aliasing-free zone is given by w ≤ 0:089d in the ex-
perimental setup, the minimum object distance is
50 cm. Therefore, the object was placed at approxi-
mately 60 cm from the sensor to allow for a margin
of error.
The distance between the reference point source

and the image sensor dR affects both the sampling
pitch of the wave field in Eq. (5) and the phase cor-
rection factor in Eq. (3). Since the precision of numer-
ical propagation is strongly affected by both, the
accuracy of dR is important. If dR is not accurate,
a clear final image cannot be obtained from the pro-
posed method, because numerical propagation is
used twice for generating the image from a given
viewpoint. We calibrated dR by exact comparison be-
tween the dimension of the actual object and the ex-
tent of the object on the reconstructed amplitude
image jf ðx; y; 0Þj. Exact sampling pitches are mea-
sured first by the comparison, and then an exact
dR is obtained from Eq. (5). Once the distance dR
is calibrated, it is no problem to replace and shift
the object within a certain range. In the results from
Fig. 8, the calibrated distance dR and sampling pitch
of the wave field f ðx; y; 0Þ are 61:7 cm and 26:7 μm,
respectively.
An example of an amplitude image jf ðx; y;dPÞj of

the propagated wave field is shown in Fig. 9. Here,
the calibrated distance and the sampling pitches
are 61:9 cm and 26:8 μm, respectively. Figure 10
shows the geometry of the object. Since the recon-
struction plane coincides with the plane of the letter
“K,” no numerical propagation is required for recon-
struction in Fig. 9(a), whereas the wave field is pro-
pagated to the plane at dP ¼ �6:0 cm in Fig. 9(b).

Clear images are reconstructed by accurate numeri-
cal propagation.

B. Stitching Complex-Valued Images

Multiple complex-valued images captured by using
the phase-shifting technique are stitched up and
combined into a large complex-valued image. Fig-
ure 11 is an example of a stitched complex-valued im-
age composed of 5 × 5 segments. The number of
pixels of the individual segments is approximately
1330 × 1330 pixels. This segment size is smaller
than the sensor size, because all segments are cap-
tured at intervals less than the sensor size to give
an overlap between adjacent segments and enable
them to be stitched exactly. The correlation function
is calculated for each pair of adjacent segments to de-
tect the exact overlap position [11]. The positioning
error of the motor-controlled stage, obtained from the
correlation function, is approximately 40 μm.

C. Reconstructed Images from Different Viewpoints

Examples of amplitude images j f̂ ðx; y; 0; xe; yeÞj re-
constructed from different viewpoints are shown in
Fig. 12. The object is a nut. The stitched complex-
valued image with the number of samplings 7346 ×
7334 is embedded in 8192 × 8192 sampling grids to
perform the fast Fourier transform. The calibrated
distance dR is 18:6 cm, and thus the pixel pitch of

Fig. 8. Numerical reconstruction without numerical propagation
and the synthetic aperture technique. The number of pixels is
2048 × 2048 pixels.

Fig. 9. (Color online) Numerical reconstruction without synthetic
aperture technique. The amplitude image of thewave field (a) with-
out and (b) with numerical propagation. The propagation distance
is dP ¼ �6:0 cm. Each image contains 2048 × 2048 pixels.

Fig. 10. Schematic geometry of the object reconstructed in Fig. 9.

D140 APPLIED OPTICS / Vol. 47, No. 19 / 1 July 2008



the wave field f ðx; y; 0Þ after the fast Fourier trans-
form is 2:01 μm. The wave field is again embedded
in 32; 768 × 32; 768 sampling grids to avoid any alias-
ing errors in the numerical propagation and then
propagated forward to a plane at a distance dP ¼
20 cm from the reconstruction plane. The propagated
wave field is masked by a pupil aperture with dimen-
sions 3:2 × 3:2mmand then propagated backward to
the reconstruction plane. Finally, the region contain-
ing the object is clipped from the wave field.
Amplitude images reconstructed from different

perspectives are shown in Fig. 12. Viewpoints of the
image move from left (xe ¼ �16:5mm) in Fig. 12(a) to
right (xe ¼ þ16:5mm) in Fig. 12(c). The change of
degree of self-occlusion is observed in the toruslike
shape of the nut. A multimedia file is provided to de-
monstrate the free-viewpoint reconstruction.
Other examples of the numerical reconstruction of

multiple objects with mutual occlusion and the geo-
metry of the objects are shown in Figs. 13 and 14,
respectively. Almost all the parameters for capturing
and reconstructing are the same as those in Fig. 12,
but the viewpoint moves vertically in 13(a) and 13(c)
as well as horizontally in 13(a) and 13(b). The change
in occlusion is demonstrated more clearly than in
Fig. 12, because mutual occlusion occurs in this ex-
ample. The pips of the six pattern on a die are all
hidden behind another die in 13(a) and partially hid-
den in 13(c), while all of the pattern is clearly shown

in 13(b) and 13(d). A multimedia file demonstrating
this change in viewpoint is also provided.

5. Discussion

Numerical reconstruction of different perspectives is
dependent not only on the viewpoint ðxe; yeÞ, but also
on the pupil size px × py and distance dP. The pupil
size gives the depth of focus of the reconstructed
images. A smaller pupil gives a deeper depth of focus,
but this most likely causes speckle problems. Ampli-
tude images reconstructed for different pupil sizes
are shown in Figs. 16(a)–16(c) below. Speckle noise
increases significantly with decreasing pupil size.
This is one of the well-known properties of image for-
mation from coherent light.

The depth of focus is actually given by angles
Δφx;y ≈ px;y=dP rather than the pupil size itself, as
shown in Fig. 15(a). When a pupil is placed at a dis-
tance d0

P in the line of sight and the size is given as

p0
x × p0

y ¼ ðpx × pyÞd02
P =d

2
P; ð13Þ

the pupil seems to play the same role as the pupil at
the distance dP. However, this causes the problem of
narrowing the visual field. Amplitude images recon-
structed with pupils at different distances, but in the
same line of sight, are shown in Figs. 16(d)–16(f). The
appearance of the object does not change noticeably,
but the visual field decreases as the pupil distance dP
decreases. Furthermore, in the case of a small dis-

Fig. 11. Example of a synthetic complex-valued image stitched
from 5 × 5 segments.

Fig. 12. (Multimedia online; ao.osa.org) Amplitude images jf ðx; y; 0; xe; yeÞj of a self-occluded object from different viewpoints (associated
movie file, 499Kbytes).

Fig. 13. (Multimedia online; ao.osa.org) Amplitude images
jf ðx; y;�3:0 cm; xe; yeÞj of mutually occluded objects from different
viewpoints (associated movie file, 1:0Mbyte).
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tance as in Fig. 16(f), the image is degraded because
of the small number of sampling points within
the pupil.
The entire object can be reconstructed if the whole

object field reaches the pupil. This is illustrated in
Fig. 16(b), where, since the object field does not dif-
fuse over the maximum diffraction angles given as
θ0x;y ¼ sin�1λ=ð2Δx;yÞ in the x and y directions, the
object field extends fully in region A and partially
in region B. As a result, we adopt the criterion that
the pupil position (i.e., the center of the pupil) should
be at least inside region A. The minimum pupil dis-
tance can, therefore, be obtained from the simple geo-
metrical analysis given below:

dP ≥
2xe;max þwx

2 tan θ0x
;

2ye;max þwy

2 tan θ0y
; ð14Þ

where xe;max, ye;max, and wx;y are the absolute values
of the maximum pupil position and the lateral ex-
tents of the object space, respectively. In Figs. 13
and 14, where the lateral extents of the object space
are wx ¼ 1:3 cm and wy ¼ 0:6 cm, the minimum pupil
distance obtained from Eq. (14) is approximately
17 cm. Thus, dP ¼ 20 cm was adopted for the numer-
ical reconstruction.

6. Conclusion

Free-viewpoint images for self- and mutually oc-
cluded objects were obtained by using phase-shifting
synthetic aperture digital holography. The capture of
object waves using digital holography commonly suf-
fers from narrowness of both the viewing zone and
the visual field. In this report, the viewing zone is
enlarged by extending the effective sensor size, using

Fig. 14. (Color online) Schematic geometry of the mutually oc-
cluded objects reconstructed in Fig. 13. Fig. 15. (Color online) Visual field in the numerical reconstruc-

tion from different viewpoints.

Fig. 16. Numerical reconstruction using different pupils: (a)–(c) Only the pupil size varies; (d)–(f) the pupil distance differs, but all pupils
are placed in the same line of sight and have the same angle φx;y as that used in Fig. 13.
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a synthetic aperture technique. A phase-shifting
lensless Fourier setup and aliasing-free zone are also
used to enlarge the visual field and to avoid aliasing
errors caused by extending the sensor size.
Reconstruction of different perspectives is ob-

tained by digital signal processing (DSP) of captured
wave fields, involving a double numerical propaga-
tion and clipping the wave field by the pupil placed
at a given viewpoint. In this method, a double fast
Fourier transform is the computational complexity
required for reconstructing an amplitude image from
the base wave field.
Experimental results show that free-viewpoint

images obtained from the proposed method are cap-
able of reconstructing natural occlusion for both self-
andmutually occluded objects. Free-focus images are
a natural result in digital holography. This report
shows that free-viewpoint images as well as free-
focus images are also possible in digital holography.
Various methods of DSP of light are expected in the
future.
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