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Abstract: Face detection systems are capable of handling well-aligned images captured under controlled
situations. However, objects in world and their images present before us varied orientations, mismatched
expressions, and well or poor lit conditions. Traditional face detection and recognition algorithms display
a below par performance on such images. In this paper, we present a method for face detection and
recognition which is adapted to real-world conditions that can be trained using very few training
examples and is technically efficient. Our method consists of performing a frontal image alignment
process followed by classification using sparse representation techniques. We perform our face detection
and recognition based on a realistically simple and feasible algorithm, which are implemented to extract
the best performance.

Index Terms: Face detection; Face Recognition; Training; LBP; Eigen face; Fischer; PCA; Viola-Jones;
Histogram of Gradients (HOG);

I. INTRODUCTION

Face detection can be defined as a creative process
that deals with scanning an object’s image and
taking the resultant datasets. It takes a high level of
coding using an algorithm that It requires a high
level of coding using an algorithm that can detect
moving images from a running video stream and
capture the different poses that form it’s dataset[7].
It is probably one of the most popular areas of
research in image processing and has a wide range
of real-world applications including surveillance,
access control, identity authentication, and photo
based image detection and recognition. Face
recognition systems are generally conceived as
image processing systems that try to capture the
identity behind the running video images and tag
them with an identity to complete this process.
Recognition of images are performed through a
pair of pictures using pattern matching of images
belonging to the same individual or performing
face identification or recognition wherein it puts a
label on an unknown face with respect to some
training set. In this paper, we address how the same
kind of detection and recognition can be utilized in
campus surveillance. In modern day college or
school premises, there is an increasingly high
demand in the need of technology based
monitoring. It creates a platform for a image
processed detection to filter out unwanted and
undesired individuals, by firing out warning
messages to the user via an on-screen tagging that
displays strangers and other unknown individuals
as “Unknown” and helps in checking unauthorized
individuals from gaining access to private data. In
the recent decades, the automatic face detection
and recognition has seen considerable progression
in the field of military and other top-secret
organizations.

II. RELATED WORK

The earliest developed face recognition algorithms
used individual features on the faces, such as
organs i.e. eyes, mouth or nose region to perform
identification. These were purely feature set based
classifiers that held a huge impact on the use of
face and classifier based datasets [4]. However,
such methods did not lead to good results because
of the variability and the low amount of
information used. The Viola–Jones[5] object
detection framework is the first object detection
framework to provide competitive advantage and
was proposed in 2001 by Paul Viola and Michael
Jones. Although it can be trained to detect a variety
of object classes, it was motivated primarily by the
problem of face detection. This algorithm is
implemented in OpenCV as
cvHaarDetectObjects(). From the 90s, new
methods that use global features of the faces were
developed. Turk and Pentland proposed
EigenFaces[5] that uses Principal Component
Analysis (PCA). Other methods like Fisherfaces or
Laplacianfaces extract features from face images
and perform nearest neighbor identification using
Euclidean distance measure.Babacket al. use a
Bayesian[6] approach where a probabilistic
similarity measure is used to perform classification.
Wright et al. applied the ideas of sparse coding to
face recognition: they proposed the Sparse
Representation based Classification (SRC) scheme,
a dictionary learning basedapproach to recognize
faces.

III. SYSTEM ARCHITECTURE

Fig1. Shows the detailed architecture of the system
with flows to the respective sub-modules. The
captured face triggers a set of images that form a
part of the dataset and each such individual datasets
constitute a collection. The persons whose image is
detected is passed in sets to be trained for the
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purpose of recognition. The person’s individual
images get collated together to be linked to a
database for further recognition. The training sub-
module goes through a .yml file which
encompasses the individual images of a person
dataset and produces the best of average among the
compared images and assigns the value associated
with it. The recognition sub-module takes both the
compared values from the .yml file and the image
set from the database and produces the
corresponding match for the face recognition.

Fig1. System Architecture

IV. DESIGN AND IMPLEMENTATION

In this phase, we collect the images for an
individual person. Firstly, we start the camera and
detect the person’s frontal face. We use the Viola-
Jones algorithm to perform the above action. We
use haarcascade_frontalface.xml file to detect the
frontal face of the focused person. A rectangular
box is put on the person’s detected face. It is of
dimension 130 x 100 pixels. It is further converted
into a grey scale image, and then resized into a
smaller dimension. We then capture around 30
different orientations of the video.

We import all the person’s detected images from
their individual datasets. Live streaming via the
camera is initiated. We use LBPH Face Recognizer
() [2] to train the images. We now create a Fisher
Face Recognizer () in the camera’s live stream to
detect the faces which uses
haarcascade_frontalface.xml file. We then put a
rectangular box around the detected face and
convert the face to grayscale image. Now we
extract the frontal face feature set and give a value
to it. This value is then compared with the trained
image set contained in the dataset. We use predict
method to choose or match the image contained in
dataset with that of the detected image. It results in
the following two consequences: If in case the
condition is “TRUE”, i.e. there exists a closely
matched image, it will return the value of the
detected image, and similarly in case of a “FALSE”
condition, i.e. there exists no close matches, it
would return a “Not recognized” value.

V. EXPERIMENTAL RESULTS

Fig.2. (a) Foreground MB’s and (b) background
MB’s (c) coded by RM8 and (d) coded by
H.261FB. (e) Magnified image of (c). (f)

Magnified image of (d).

VI. CONCLUSION

This paper presents an approach to detect and
recognize the faces which in turn can be effectively
used inside a campus for surveillance purpose. This
approach can be further enhanced for an
Automated-Attendance-Tracking System with a
few code deviations and some hardware
modifications. It can also be used to track and find
the location of a person in the campus. Compared
to existing methods, it gives us a much effective
and simple solution in the live streaming arena. We
can nearly double the recognition rate while
halving the computational runtime by giving more
training dataset images of each person and by using
a very high resolution camera.
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