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#### Abstract

We consider a conditional pseudo-Boolean optimization problem with both the objective function and all constraint functions given algorithmically (black-box functions) and defined on $\{0,1\}^{n}$ only. We suppose that these functions have certain properties, for example, unimodality and monotonicity. To solve problems of this type, we propose an optimization algorithm based on finding boundary points of the feasible region and the branch-and-bound method. The developed algorithm is aimed at the reception of an exact solution of an optimization problem. In addition, this algorithm can be used as an improvement of approximate algorithms such as the greedy heuristic and the random search algorithms for finding boundary points. Even after a small number of iterations (branchings), a significant improvement of the found feasible solution is achieved.
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## 1. Introduction

In the optimization model construction, many problems are naturally formalized as pseudo-Boolean optimization problems. A typical formulation of a pseudoBoolean optimization problem is as follows. Let $X=\left(x_{1}, \ldots, x_{n}\right)$ be a set of $n$ independent binary variables and $f(X)$ be a real-valued function to be optimized: $f: S \rightarrow \mathbb{R}$, where $S \subset\{0,1\}^{n}$ is a subregion of Boolean variables space defined by a given system of constraints imposed on the values of variables $X$.

If $S=\{0,1\}^{n}$, that is, no constraints are imposed on the choice of variables $x_{1}, \ldots, x_{n}$ then such a problem is called an unconstrained pseudo-Boolean optimization problem. For its solution, in [2], exact algorithms based on the detection of the optimized function behavioural features in binary variables space are worked

[^0]out. These features were used to construct and justify effective exact algorithms. In particular, an exact optimization algorithm demanding $n+1$ calculations of a function was developed for a strictly monotone pseudo-Boolean function.

A special feature of these algorithms is that they do not require algebraic definition of an objective function. It may be so called a black-box function. We can calculate the value of the function in points $\{0,1\}^{n}$ only. The issue of constructing algorithms for solving pseudo-Boolean optimization problems with black-box functions are considered in this paper.

The most "primitive" way to find the exact solution of a pseudo-Boolean optimization problem is to search all possible combinations of values of binary variables. The number of such combinations is equal to $2^{n}$. For a lot of real problems it is unacceptable. To decrease the number of calculations, unpromising combinations of values of variables (such combinations form the subregions of the original space of binary variables) should not be considered. But to reveal them it is necessary to know the properties of the function, that is, the behaviour of the function on the points (combinations of variables). Such approaches as the dynamic programming method [6] and the branch-and-bound method [17] are based on the exclusion of sets of unpromising alternatives.

Many practical problems of choice are formalized as pseudo-Boolean optimization problems with constraints on choosing a combination of the variables; in this case in the behaviour of the objective function and constraints there are peculiarities which allow one to construct acceptable algorithms to find the exact solution. It is the problem of construction of such algorithms for a widespread class of problems that is considered in this paper.

In this paper, we propose an algorithm for solving problems of conditional pseudo-Boolean optimization based on the branch-and-bound scheme and using properties of functions of the optimization model for estimating upper bounds and eliminating unpromising solutions. The branch-and-bound method was originally developed to solve integer linear programming problems [17]. Then, based on this scheme, algorithms were developed to solve special classes of problems, such as nonlinear programming problems $[1,15,25,26]$, the traveling salesman problem [11, 21, 22], facility location [10, 20, 24], network design $[8,14,16]$.

In addition, various modifications of the original branch-and-bound algorithm have been developed, combining the branch-and-bound principles with other techniques, such as cutting planes [11, 19, 21, 26], column generation [5, 9, 12], genetic and evolutionary algorithms [7, 13, 23].

## 2. Problem statement and basic notions

### 2.1. Constrained pseudo-Boolean optimization problem

Let us consider the problem of the following form:

$$
\begin{array}{r}
C(X) \rightarrow \max _{X \in B_{2}^{n}}, \\
A_{j}(X) \leqslant H_{j}, j=1, \ldots, m, \tag{2.2}
\end{array}
$$

where $B_{2}^{n}=\{0,1\}^{n}$ is a space of binary variables, $C(X)$ and $A_{j}(X)$ are pseudoBoolean functions (real-valued functions of binary variables) which are generally defined implicitly (algorithmically).

To describe the proximity of the vectors (points in space $B_{2}^{n}$ ), we shall apply the notion of neighborhood [2]. Two points $X_{1}, X_{2} \in B_{2}^{n}$ are $k$-neighboring if they differ in values of $k$ coordinates. Let the set of all points $k$-neighbouring to point $X$ be called the level of some point $X$ and denoted as $O_{k}(X)$. The level $O_{1}(X)$ can be presented as the neighborhood of point $X$.

Point $X^{*} \in B_{2}^{n}$ is called the local minimum of the pseudo-Boolean function $f$, if $f\left(X^{*}\right)<f(X)$ for all $X \in O_{1}\left(X^{*}\right)$. The notion of a local maximum is introduced similarly. If a function has the only point of a local minimum (maximum), it is often called unimodal.

In many works devoted to pseudo-Boolean functions special classes of functions with definite properties are considered. In this paper we shall consider a class of monotone functions which are rather often met in practical problems.

The unimodal function $f$ is called monotone on $B_{2}^{n}$ if for each $X^{k} \in O_{k}\left(X^{*}\right)$ $(k=1, \ldots, n)$ the following condition is met: $f\left(X^{k-1}\right) \leqslant f\left(X^{k}\right)$ for all $X^{k-1} \in$ $O_{k-1}\left(X^{*}\right) \cap O_{1}\left(X^{k}\right)$, where $X^{*}$ is a local minimum of the function. That is, a function is a monotone one if it does not decrease while moving away from the point of minimum. If a sign of inequality is strict, then the function is strictly monotone.

It is easy to show that if the function is strictly monotone then the only points of local minimum and maximum differ in the value of $n$ coordinates.

Let us take two points $Y, Z \in B_{2}^{n}$ the values of some coordinates in which coincide: $y_{i}=z_{i}, i \in A \subset\{1, \ldots, n\} ; y_{j} \neq z_{j}, j \notin A$. Let a set of all points $X$ the values of whose variables with $i \in A$ index are fixed and equal to $x_{i}=y_{i}=z_{i}$ and the values of all the rest variables can take any values, be called a subcube $K(Y, Z)$ (Figure 2.1). In [2] subcube $K(Y, Z)$ is introduced as the union of the shortest paths from $Y$ to $Z$.

### 2.2. Properties of a set of feasible solutions

Let us introduce some notions for points placed in a binary space in a particular way [4].

- Point $Y \in A$ is a boundary point of set $A$ if $\exists X \in O_{1}(Y)$, such that $X \notin A$.
- Point $Y \in O_{i}\left(X^{0}\right) \cap A$ is called a limiting point of set $A$ with reference point $X^{0} \in A$ if $X \notin A$ for any $X \in O_{1}(Y) \cap O_{i+1}\left(X^{0}\right)$ (Figure 2.2).


Fig. 2.1: An example of a subcube in the binary space

- Let the constraint which determines the subregion of Boolean variables space be called active if the optimal solution of the constrained optimization problem does not coincide with the optimal solution of a corresponding optimization problem without regard to the constraint. In other words, a constraint is active if the optimal solution of an unconstrained problem is unfeasible for a problem with the constraint.


Fig. 2.2: An example of limiting points
One of the properties of a feasible set of solutions looks like this:
Let us consider the problem (2.1)-(2.2). If the objective function is a monotone unimodal function and the constraint is active, then the optimal solution of the
problem will be the point belonging to the subset of limiting points of the set $S$ of feasible solutions with reference point $X^{0}$ in which the objective function possesses the minimum value:

$$
C\left(X^{0}\right)=\min _{X \in B_{2}^{n}} C(X)
$$

Also it is not difficult to show that if the constraint function (2.2) is an unimodal pseudo-Boolean function then the set of feasible solutions $S$ of the problem is a connected set.

## 3. Class of monotone pseudo-Boolean functions

Let us consider a class of problems of the following form

$$
\begin{array}{r}
C(X) \rightarrow \max _{X \in B_{2}^{n}} \\
A(X) \leqslant H,
\end{array}
$$

where the objective function $C(X)$ and the function $A(X)$ determining the system of constraints belong to the class of monotone pseudo-Boolean functions.

Let us note some properties of classes of unimodal and monotone pseudo-Boolean functions which form the considered class of problems. In optimization algorithms construction it is necessary to take these properties into account.

First of all, let us consider a following property that will be used later on. On the basis of the definitions of a subcube and monotonicity of a pseudo-Boolean function it can be argued that if a function $f$ increases steadily from $X^{0} \in B_{2}^{n}$ then for any point $Y \in B_{2}^{n}$ is fulfilled:
a) $f(X) \leqslant f(Y)$ for all $X \in K\left(X^{0}, Y\right)$;
b) $f(X) \geqslant f(Y)$ for all $X \in K\left(Y, X^{1}\right)$, where $X^{1}=\left(1-x_{1}^{0}, \ldots, 1-x_{n}^{0}\right) \in$ $O_{n}\left(X^{0}\right)$.

### 3.1. Properties of constraint functions

## Unimodal constraint function

Let us consider a constraint function $A(X)$ which has the unique minimum in the point $X^{0} \in B_{2}^{n}$. Let us denote $X^{1} \equiv X \in O_{n}\left(X^{0}\right)$.

As it was noted above, a set of feasible points in this case is a connected set.
The main property which follows from the definitions introduced above is:
If the function $A(X)$ is a unimodal one (it has the unique local minimum in the point $X^{0}$ ) and on a level $O_{k}\left(X^{0}\right)$ all points are unfeasible or limiting, then on a level $O_{l}\left(X^{0}\right)$ where $l>k$ there are no feasible points. It can be illustrated with the following picture (Figure 3.1).


Fig. 3.1: Case of an unimodal constraint function (left) and case of a monotone constraint function (right)

## 2. Monotone constraint function

Let us consider a constraint function which increases steadily from the point $X^{0} \in B_{2}^{n}$. On the basis of notions of a subcube and monotonicity we can deduce the following properties:
a) If the function $A(X)$ is monotone and a point $Y \in B_{2}^{n}$ is feasible (satisfies the constraint $A(Y) \leqslant H)$ then any point $X \in K\left(X^{0}, Y\right)$ is also feasible.
b) If the function $A(X)$ is monotone and a point $Y \in B_{2}^{n}$ is unfeasible (doesn't satisfy the constraint $A(Y) \leqslant H)$ then any point $X \in K\left(Y, X^{1}\right)$ is also unfeasible.

Generalizing these properties and the notion of a limiting point one can conclude that if the function $A(X)$ is monotone and a point $Y \in B_{2}^{n}$ is limiting then any point $X \in K\left(X^{0}, Y\right) \backslash Y$ is not limiting, and any point $X \in K\left(Y, X^{1}\right) \backslash Y$ is not limiting either (that is, while looking for all the other limiting points the subcubes $K\left(X^{0}, Y\right)$ and $K\left(Y, X^{1}\right)$ can be excluded from consideration.

### 3.2. Properties of objective functions

## 1. Unimodal objective function

If $f$ is an unimodal function on $B_{2}^{n}$ with the local minimum point $X^{0}$ then

$$
\min _{X_{j}^{k} \in O_{k}\left(X^{0}\right)} f\left(X_{j}^{k}\right) \leqslant \min _{X_{j}^{k+1} \in O_{k+1}\left(X^{0}\right)} f\left(X_{j}^{k+1}\right) .
$$

This implies that if the function $C(X)$ is unimodal (it has the unique local maximum in the point $X^{1}$ ) and the solution giving the maximum value of the function $C(X)$ on a level $O_{k}\left(X^{1}\right)$ is feasible then on a level $O_{l}\left(X^{1}\right)$ where $l>k$ there is no the optimal solution (Figure 3.2).

## 2. Monotone objective function



Fig. 3.2: Case of an unimodal objective function (left) and case of a monotone objective function (right)

If the objective function $C(X)$ increases steadily from the point $X^{0} \in B_{2}^{n}$ then the optimal solution belongs to the subset of limiting points. From the property considered at the beginning of this unit we have the following.

If the function $C(X)$ is monotone and the solution $Y \in B_{2}^{n}$ is feasible (satisfies the constraint $A(Y) \leqslant H)$ then in the subcube $K\left(X^{0}, Y\right)$ there is no the optimal solution.

## 4. A scheme of the branch-and-bounds method for a problem with black-box functions

The basis of the branch-and-bounds method is the idea of sequential partition of a set of feasible solutions into subsets. At each step of the method the elements of partition are checked to find out whether the given subset contains an optimal solution. The check is carried out by means of calculating the upper bound for an objective function on a given subset. If the upper bound is not better than the record - the best of the found solutions - then the subset can be discarded. A checked subset can be also discarded if the best solution was found in it. If the value of the objective function on a found solution is better than the record then the record is changed. On finishing the algorithm work the record is the result of its work.

If one manages to discard all elements of partition then the record is the optimal solution of the problem. Otherwise the most promising subset (for example, with the greatest value of the upper bound) is chosen from those which were discarded, and it is partitioned. New subsets are checked again, and so on.

It is obvious that the use of specific structural peculiarities of the problem allows one to construct a workable branch and bound algorithm.

Let us consider the application of the scheme for the solution of optimization problem in which all variables are binary, and the objective function and the constraint are unimodal and monotone.

The most widely used variant of application of the branch-and-bounds scheme for the solution of pseudo-Boolean optimization problems is the following. The problem of continuous optimization which is relaxation of the original problem is being solved (for example, with a simplex algorithm). As a result we have solution $X^{*}$, which will not be binary in general. Then the problem is divided into two subproblems and two mutually exclusive constraints exhausting all possibilities are added. For example, let component $x_{i}^{\prime}$ in $X^{*}$ be not binary. Then constraints $x_{i}^{\prime}=0$ and $x_{i}^{\prime}=1$ appear in corresponding subproblems. Further branching occurs similarly.

Such an approach is suitable for problems in which the objective function and the constraints are defined explicitly (in the form of algebraic expressions). But the problem under consideration consists of functions defined algorithmically (blackbox functions), that is, it is impossible to calculate the value of the function in the point which is not binary. Therefore there appeared the necessity to investigate other variants of application of the scheme.

Here we shall consider the question of application of the branch-and-bounds scheme for optimization problems in which the objective function and the constraints are defined algorithmically. Namely, for the problem (2.1)-(2.2), in which the functions $C(X)$ and $A(X)$ increase monotonically from the point $X^{0}=\left(x_{1}^{0}, \ldots, x_{n}^{0}\right)$.

The simplest algorithm of the branch-and-bounds method based on the properties of the considered class of problems will look like this. In the first stage of branching set $B_{2}^{n}$ is partitioned into two equicardinal subsets: $S_{1}^{0}=\left\{X \in B_{2}^{n}: x_{1}=0\right\}$ and $S_{1}^{1}=\left\{X \in B_{2}^{n}: x_{1}=1\right\}$ (let's call it branching of the first order). Each of these subsets is a subcube of dimension $n-1$, the cardinality of the subsets is $2^{n-1}$. Partition of elements of the space $B_{2}^{n}$ for $n=4$ into two subcubes is shown on Figure 4.1. In the next stages of branching each of subcubes is partitioned into two subcubes and so on. For example, $S_{1}^{0}$ is partitioned into $S_{2}^{00}=\left\{X \in B_{2}^{n}: x_{1}=0, x_{2}=0\right\}$ and $S_{2}^{01}=\left\{X \in B_{2}^{n}: x_{1}=0, x_{2}=1\right\}$ (Figure 4.2). So, after branching of the $k$-th order there appear subcubes consisting of $2^{n-k}$ elements (vectors).

In the subset got after branching of the $k$-th order $k$ coordinates are fixed for any binary vector from this subset. Let the vector in which variable coordinates are equal to corresponding coordinates of initial vector $X^{0}$ be called "lower" point $\underline{X}$ and the vector in which all variable coordinates are opposite to corresponding coordinates of $X^{0}$ be called "upper" point $\bar{X}$ :

$$
\begin{array}{r}
\bar{X}=\left(x_{1}, \ldots, x_{k}, 1-x_{k+1}^{0}, 1-x_{k+2}^{0}, \ldots, 1-x_{n}^{0}\right), \\
\underline{X}=\left(x_{1}, \ldots, x_{k}, x_{k+1}^{0}, x_{k+2}^{0}, \ldots, x_{n}^{0}\right) .
\end{array}
$$

The objective function and the constraint function increase monotonically on $B_{2}^{n}$ with chosen initial point $X^{0}=\left(x_{1}^{0}, \ldots, x_{n}^{0}\right)$ from where it follows that in the


Fig. 4.1: Partition $B_{2}^{4}$ into two subcubes


FIG. 4.2: The scheme of branching
"upper" point of the subcube they take the greatest value, and in the "lower" point the smallest one.

The subset (subcube) is excluded from consideration in three cases:

1. In point $\underline{X}$ the constraint is not performed; in this case all solutions in the subset are unfeasible.
2. In point $\bar{X}$ the constraint is performed; then this solution is the best one in the subset, and it is compared with the record.
3. In point $\bar{X}$ the constraint is not performed, but the objective function in it takes the value which is smaller than the record.

Otherwise further branching of this subset takes place.
At the first stage the value of the objective function in any feasible point of the space $B_{2}^{n}$ can be taken as the record. If in the considering subset $K(\underline{X}, \bar{X})$ the point $\bar{X}$ is feasible and the value of the criterial function in it is greater than the record then the record is changed.

It is easy to show that the received solution will be exact. The constraint $A(X) \leqslant H$ partitions the set $B_{2}^{n}$ into two subsets one of which satisfies the constraint
and the other does not. From the condition of monotonicity of functions $\mathrm{C}(\mathrm{X})$ and A (X) it follows that the solution of the problem will be the point belonging to the subset of limiting points.

In case 1 in subcube $K(\underline{X}, \bar{X})$ there are no limiting points. In case 2 only point $\bar{X}$ in the subcube can be limiting. In case 3 there are limiting points in the subcube, but they are worse than those found before. So the scheme provides exact solution of the problem.

The considered approach allows one to easily calculate the lower bound which is equal to the value of the objective function in the upper point of the subcube.

Though the approach described above offers considerable reduction of the number of points to be searched in the process of finding the optimal solution nevertheless this process is labour intensive as it may require a great deal of branching.

The next part of the paper describes the optimization algorithm combining the schemes of the branch-and-bounds method and the rule of subcubes truncation considered in the previous part.

## 5. The optimization algorithm

Let us consider the problem (2.1)-(2.2) in which functions $C(X)$ and $A(X)$ monotonically increase from point $X^{0}=\left(x_{1}^{0}, \ldots, x_{n}^{0}\right)$. Let's denote $X^{1}=O_{n}\left(X^{0}\right)$, $X^{1}=\left(x_{1}^{1}, \ldots, x_{n}^{1}\right)$. All set of points of the space $B_{2}^{n}$ can be presented as the subcube $K\left(X^{0}, X^{1}\right)$.

### 5.1. Branching

Let us suppose that some limiting point $X^{\prime} \in B_{2}^{n}$ is found. Then subcubes $K\left(X^{\prime}, X^{0}\right)$ and $K\left(X^{\prime}, X^{1}\right)$ can be excluded from further consideration.

Let us introduce an auxiliary variable

$$
z_{i}= \begin{cases}x_{i}, & \text { if } x_{i}^{0}=0 \\ \bar{x}_{i}, & \text { if } x_{i}^{0}=1\end{cases}
$$

Then subcube $K\left(X^{\prime}, X^{0}\right)$ can be represented as a set of points for which the following boolean expression is true:

$$
T^{0}=\bigwedge_{i: x_{i}^{\prime}=x_{i}^{0}} \bar{z}_{i} .
$$

And subcube $K\left(X^{\prime}, X^{1}\right)$ can be described as follows

$$
T^{1}=\bigwedge_{i: x_{i}^{\prime}=x_{i}^{1}} z_{i} .
$$

For the sake of convenience let's denote a set of indexes for which $x_{i}^{\prime}=x_{i}^{1}$ is fulfilled as $A\left(X^{\prime}\right)=\left\{i_{1}, \ldots, i_{k}\right\}$ and a set of indexes for which $x_{i}^{\prime}=x_{i}^{0}$ is fulfilled as $B\left(X^{\prime}\right)=\left\{i_{1}, \ldots, i_{n-k}\right\}$. It is obvious that $\left|A\left(X^{\prime}\right)\right|=k$ and $\left|A\left(X^{\prime}\right)\right|=n-k$ where $k$ is the number of the level on which point $K\left(X^{\prime}\right) \in O_{k}\left(X^{0}\right)$ is located. Then we may write:

$$
T^{0}=\bigwedge_{i \in B\left(X^{\prime}\right)} \bar{z}_{i}, \quad T^{1}=\bigwedge_{i \in A\left(X^{\prime}\right)} z_{i}
$$

Let us partition subcube $K\left(X^{0}, X^{1}\right)$ into two parts:


The left part, as it was stated above, is excluded from further consideration. The right part $\left(T^{0}=0\right) \wedge\left(T^{1}=0\right)$ can be represented as a set of subcubes.

Let us consider the condition $\left(T^{1}=0\right)$. It is fulfilled if $z_{i}=0$ for at least one $i \in A\left(X^{\prime}\right)$. If $\left|A\left(X^{\prime}\right)\right|>1$ then a set of points fulfilling the condition $\left(T^{1}=0\right)$ can be represented only as a number of subcubes, but not as one subcube. The most evident way to partition this set of points into $k$ subcubes is to fix alternately the value of variable $z_{i}=0$ for $i \in A\left(X^{\prime}\right)$. In this case we receive $k$ subcubes of dimension $n-1$. The disadvantage of this method is that the received subcubes substantially intersect each other.

To avoid this we shall use the following approach. We shall get the first subcube $K_{1}^{1}$ having fixed one variable $z_{i_{1}}=0$. For the second $K_{2}^{1}$ we shall fix two variables $: z_{i_{1}}=1$ and $z_{i_{2}}=0$. For the third $K_{3}^{1}$ - three variables: $z_{i_{1}}=1, z_{i_{2}}=1$ and $z_{i_{3}}=0$. And so on. For the $k$-th subcube $K_{k}^{1}: z_{i_{s}}=1, s=1, \ldots, k-1, z_{i_{k}}=0$.

As a result we get $k$ subcubes of different dimensions. Such an approach guarantees that the received subcubes don't intersect.

The same procedure is offered for condition $\left(T^{0}=0\right)$. The corresponding set of points should be partitioned into $(n-k)$ subcubes by fixing variables $j \in B\left(X^{\prime}\right)$. For the first subcube $K_{1}^{0}$ we shall fix one variable $z_{j_{1}}=1$. For the second subcube $K_{2}^{0}$ we shall fix two variables: $z_{j_{1}}=0$ and $z_{j_{2}}=1$. For the third $K_{3}^{0}$ - three variables: $z_{j_{1}}=0, z_{j_{2}}=0$ and $z_{j_{3}}=1$. For $(n-k)$-th subcube $K_{n-k}^{0}: z_{j_{s}}=0, s=$ $1, \ldots, n-k-1, z_{j_{n-k}}=0$.

As a result we get two sets of subcubes: $K_{1}^{1}, \ldots, K_{k}^{1}$ and $K_{1}^{0}, \ldots, K_{n-k}^{0}$. A set of points fulfilling the condition $\left(T^{0}=0\right) \wedge\left(T^{1}=0\right)$ corresponds to the union of all possible intersections of pairs of subcubes taken from these two sets:

$$
\bigcup_{\substack{i \in A\left(X^{\prime}\right) \\ j \in B\left(X^{\prime}\right)}}\left(K_{i}^{1} \cap K_{j}^{0}\right) .
$$

So, having found in subcube $K\left(X^{0}, X^{1}\right)$ some limiting point $X^{\prime} \in O_{k}\left(X^{0}\right)$ we partition this subcube into two parts one of which is discarded ( subcubes $K\left(X^{\prime}, X^{0}\right)$
and $\left.K\left(X^{\prime}, X^{1}\right)\right)$, and from the other part $k \cdot(n-k)$ new branches are formed. Each of these branches is a subcube which can be subjected to the same procedure of branching as described above.

### 5.2. Upper bound

Let us denote the upper and the lower points of some subcube as $\bar{X}$ and $\underline{X}$ respectively. $z_{i}^{X}=0$ is fulfilled in point $\underline{X}$ for all free (unfixed) variables, and $z_{i}^{\bar{X}}=1$ is fulfilled in point $\bar{X}$ for all free variables. For fixed variables naturally $z_{i}^{X}=z_{i}^{\bar{X}}$.

Subcube $K(\underline{X}, \bar{X})$ can contain an optimal solution only if the following conditions are fulfilled:

1. There are feasible solutions in the subcube.
2. The upper bound of the corresponding branch is above the best found solution.

As the constraint function $A(X)$ increases monotonically from point $X^{0}$, then within subcube $K(\underline{X}, \bar{X})$ function $A(X)$ increases monotonically from point $\underline{X}$ possessing its minimum value in this point. Therefore if point $\underline{X}$ is unfeasible then all points of this subcube are unfeasible. The objective function $C(X)$ within the subcube also increases monotonically from point $\underline{X}$ possessing its maximum value in point $\bar{X}$. Point $\bar{X}$ itself can be unfeasible, but value $C(\bar{X})$ can be used as the upper bound of the branch corresponding to the subcube.

Also, if point $\bar{X}$ is feasible then all other points of this subcube are a fortiori not better; besides, in this case there are no limiting points in the subcube with the possible exception of $\bar{X}$.

So, subcube $K(\underline{X}, \bar{X})$ is excluded from further search if at least one of the following conditions is fulfilled:

- Point $\underline{X}$ is unfeasible.
- Point $\bar{X}$ is feasible.
- The value of upper bound $C(\bar{X})$ does not exceed the already found best feasible value of the objective function.

Such a check including calculation of the upper bound requires the scanning of only two points of the subcube.

### 5.3. Search for limiting points

To carry out branching in a way described above it is necessary to find some limiting point belonging to the considered subcube $K(\underline{X}, \bar{X})$. This solution should
not necessarily be the best one in the given subcube. However, a good solution can exceed the record (the best already found feasible solution) and it also can increase the chances to discard new branches got in the process of further branching (if their upper bound will turn out to be lower).

The simplest stochastic algorithm for search of limiting points is as follows. The search begins from $\underline{X}$. At each step the algorithm chooses a feasible neighbouring point on the following level moving along the way of increasing of the objective function to the bound of a feasible area. In case of necessity the procedure is repeated several times and the best point is chosen from the found limiting points.

Algorithm "Random search"

1. Suppose $l=1$.
2. Suppose $X_{1}=\underline{X}, i=1$.
3. Randomly choose a point $X_{i+1} \in O_{1}\left(X_{i}\right) \cap O_{i}(\underline{X}) \cap\{X \in K(\underline{X}, \bar{X}): A(X) \leqslant$ $H\}, i=i+1$. If there are no such points go to step 4 , otherwise the cycle is repeated.
4. $Y_{l}=X_{i}$. If $l<L$ then $l=l+1$ and go to step 2 .
5. Define $X^{*}$ from the condition

$$
C\left(X^{*}\right)=\max _{l=1, \ldots, L} C\left(Y_{l}\right)
$$

Defined number $L$ is a number of limiting points which is planned to find. As $\operatorname{card}\left\{O_{1}\left(X_{k}\right) \cap O_{k+1}(\underline{X})\right\}=n_{K}-k$, where $X_{k} \in O_{k}(X), n_{K}$ is the dimension of subcube $K(\underline{X}, \bar{X})$ ( the number of free variables) then from current search point $X_{k}$ the algorithm looks through not more than $n_{K}-k$ following points. So the computational complexity of the algorithm can be calculated as follows

$$
T \leqslant L \cdot \sum_{i=0}^{n-1}\left(n_{K}-i\right)=L \cdot \frac{n_{K}\left(n_{K}+1\right)}{2}
$$

A regular algorithm using greedy heuristics is an alternative to random search of limiting points.

Greedy algorithms are natural heuristics in which at each step the most effective at the given moment decision is made without considering what happens at the following steps of search.

For the problem being considered a greedy algorithm can have the following form.

Algorithm "Greedy"

1. Suppose $X_{1}=\underline{X}, i=1$.
2. Calculate $C\left(X_{j}\right)$ and $A\left(X_{j}\right)$ for $X_{j} \in O_{1}(X) \cap O_{i}(\underline{X}), j=1, \ldots, n_{K}-i+1$.
3. If there is no $X_{j}$ for which $A\left(X_{j}\right) \leqslant H$, then $X^{*}=X$ is the solution of the problem.
4. From those $X_{j}$ for which $A\left(X_{j}\right) \leqslant H$ find $X=\arg \max _{X_{j}} \lambda\left(X_{j}\right)$.
5. $i=i+1$, go to step 2 .

Here $\lambda\left(X_{j}\right)=C\left(X_{j}\right) / A\left(X_{j}\right)$ or $\lambda\left(X_{j}\right)=C\left(X_{j}\right)$.
In more detail these and other algorithms of search of limiting points have been considered in [3].

### 5.4. The algorithmic scheme

The procedures described above are the main elements of which an algorithm of search of an optimal solution consists. Now we shall consider the algorithm itself.

The first step is the choice of a branch for branching. In the first cycle there is only one branch which corresponds to the binary space of $n$ dimension. In the following cycles, when there are several open branches, the branch with the maximum upper-bound estimate is chosen. If there are no open branches then the algorithm finishes its work.

At the second step the search for an approximate solution representing some limiting point in the corresponding subcube in a chosen branch is carried out. If the value of the objective function in this point is better than the record (the best found solution) then the change of the record occurs. The search of an limiting point can be carried out with the help of, for example, a random-search algorithm or a greedy algorithm described above.

At the third step the procedure of branching of a chosen branch according to the found limiting point is performed. The check of received branches is carried out. If there are feasible solutions in a branch and the upper bound is greater than the record then this branch is added to the list of open branches.

After completing some number of such cycles one should interrupt in order to sort the branches by the value of the upper bound and close the branches the upper bound of which is less than the record.

The search is stopped if there are no open branches left. In this case it can be argued that the exact solution of the problem (global constrained maximum) is found.

While solving the problems of great dimensions it can be inaccessible due to excessively large amount of search time. The achievement of a number of formed branches or a number of branching of some defined value can serve as a stopping criterion.

The algorithm is shown schematically in Figure 5.1.


Fig. 5.1: The algorithmic scheme

## 6. Experimental investigation

This paper gives the results of the experimental investigation of the described algorithm work on the constrained pseudo-Boolean optimization problems generated randomly. Objective functions and constraints have the following form:

$$
\begin{array}{r}
C(X)=\sum_{i=1}^{n} c_{1}^{i} x_{i}+\sum_{i=1}^{n-1} c_{2}^{i} x_{i} x_{i+1}+\sum_{i=1}^{n-2} c_{3}^{i} x_{i} x_{i+1} x_{i+2} \rightarrow \max , \\
A(X)=\sum_{i=1}^{n} a_{1}^{i} x_{i}+\sum_{i=1}^{n-1} a_{2}^{i} x_{i} x_{i+1}+\sum_{i=1}^{n-2} a_{3}^{i} x_{i} x_{i+1} x_{i+2} \leqslant b, \\
X \in\{0,1\}^{n},
\end{array}
$$

where coefficients $c_{1}^{i}, c_{2}^{i}, c_{3}^{i}, a_{1}^{i}, a_{2}^{i}, a_{3}^{i}$ are random numbers taken from the range $[0,20] ; b=A\left(X^{r}\right)$, where $X^{r}=\left(x_{1}^{r}, \ldots, x_{n}^{r}\right)$ is a randomly chosen point: $x_{i}^{r}=1$ with probability $1 / 4$ and $x_{i}^{r}=0$ with probability $3 / 4$ (this bias is made due to some real-world problems, in this case the set of feasible points is less than the set of infeasible points). As all coefficients are non-negative numbers then functions $C(X)$ and $A(X)$ are monotone ones with the minimum in point $(0, \ldots, 0)$ and unconstrained maximum in point $(1, \ldots, 1)$.

Efficiency of the algorithm will be characterized by the search time and achieved value of the objective function (if the maximum of the objective function is defined inexact or there is not proof that the solution is exact). By the search time (or the time complexity) we will mean the number of computing values of the objective function (and/or the constraint function) that the algorithm has made (the number of points that the algorithm has scanned).

At first let us investigate how fast the optimization algorithm finds an exact solution. For this purpose series of tests were conducted on the problems of small dimension: $n=10,15,20$. 500 tasks were solved for each dimension value. A simple algorithm "random search" with repetition number $L=1$ was used to find boundary points.

The distribution of values of time complexity and the number of branches that occur as a result of complete solution of the problem are shown in the graphs (Figure 6.1 and Figure 6.2). In the experiments it is guaranteed that the exact solution of the problem has been found (i.e. there are not open branches remained). For comparison, time complexity of the exhaustive search for the dimension $n=10$ is $2^{10}=1024$, for $n=15$ complexity is $2^{15}=32768$, for $n=20$ complexity is $2^{20}=1048576$.

Further the graphs (Figure 6.3 and Figure 6.4) present the distribution of the time complexity and the number of branches when the exact solution has been found, but absence of a better solution has not been guaranteed yet (i.e.there are open branches remained).


FIg. 6.1: Time complexity and number of branches for $n=10$ (the exact solution is justified)



Fig. 6.2: Time complexity and number of branches for $n=20$ (the exact solution is justified)

As can be seen from the graphs, the exact solution is found usually well before completion of the full search.

It should be noted that the results of the solutions of problems generated in such a way differ greatly from problem to problem therefore it doesn't make sense to give the mean values of efficiency indexes. Instead the results of solution of separate problems are given here what in this case is more demonstrative.

During the search the number of open branches is being changed significantly. The first few cycles it is increased rapidly and towards the end of the search it is gradually reduced, approaching zero. Absence of open branches upon completion of the search means that the solution is exact, that is there is no a better feasible solution under the given conditions.

The pictures (Figure 6.5, Figure 6.6 and Figure 6.7) show examples for the dynamics of change in the number of open branches and the value of the record in the process of search. The number of branching is shown on X-axis, the amount of open branches on the left of Y-axis, the value of the record on the right of Y-axis.

Also here was examined the question of how the proposed optimization algo-


Fig. 6.3: Time complexity and number of branches for $n=10$ (the exact solution is not justified)


Fig. 6.4: Time complexity and number of branches for $n=20$ (the exact solution is not justified)
rithm can improve the solution obtained individually by the algorithm of search for boundary points (the greedy heuristic or random search of boundary points).

To find the first approximate solution the greedy optimization algorithm described above was used. The obtained solution was used as a branching point in accordance with the procedure described above for branching the optimization space. To find solutions in the formed branches also the greedy algorithm was used. Values of the best solutions found during the search by the branch and bound algorithm presented in the tables.

| Number of branching | Found solution | Time complexity |
| :---: | :---: | :---: |
| Greedy algorithm | 47 | 34 |
| 1 | 47 | 82 |
| 2 | 56 | 141 |
| 4 | 58 | 202 |
| 7 | 73 | 281 |

Table 6.1: The greedy algorithm and the branch and bound algorithm, $n=10$

| Number of branching | Found solution | Time complexity |
| :---: | :---: | :---: |
| Greedy algorithm | 31 | 90 |
| 1 | 52 | 216 |
| 2 | 53 | 341 |
| 4 | 66 | 492 |
| 8 | 67 | 862 |
| 19 | 68 | 1703 |
| 32 | 74 | 2645 |
| 88 | 78 | 5403 |
| 153 | 79 | 8840 |

Table 6.2: The greedy algorithm and the branch and bound algorithm, $n=20$

| Number of branching | Found solution | Time complexity |
| :---: | :---: | :---: |
| Greedy algorithm | 74 | 165 |
| 1 | 74 | 407 |
| 2 | 76 | 707 |
| 5 | 89 | 1529 |
| 12 | 106 | 2850 |
| 34 | 108 | 6161 |
| 139 | 109 | 19937 |
| 183 | 111 | 24662 |
| 541 | 118 | 54243 |
| 589 | 119 | 58145 |
| 1515 | 123 | 126962 |

Table 6.3: The greedy algorithm and the branch and bound algorithm, $n=30$


Fig. 6.5: Amount of open branches and value of the record for $n=20$


Fig. 6.6: Amount of open branches and value of the record for $n=50$


Fig. 6.7: Amount of open branches and value of the record for $n=100$

| Number of branching | Found solution | Time complexity |
| :---: | :---: | :---: |
| Greedy algorithm | 342 | 1810 |
| 1 | 342 | 4874 |
| 3 | 371 | 12318 |
| 8 | 374 | 26684 |
| 35 | 388 | 88616 |
| 67 | 401 | 158873 |
| 70 | 406 | 163781 |

Table 6.4: The greedy algorithm and the branch and bound algorithm, $n=100$

| Number of branching | Found solution | Time complexity |
| :---: | :---: | :---: |
| Greedy algorithm | 708 | 7380 |
| 1 | 743 | 20153 |
| 2 | 784 | 22181 |
| 4 | 798 | 35944 |
| 7 | 800 | 70062 |
| 11 | 803 | 112484 |
| 12 | 840 | 114011 |

Table 6.5: The greedy algorithm and the branch and bound algorithm, $n=200$

## 7. Conclusions

The main peculiarity of the considered class of problems is that an objective function and constraint functions are supposed to be defined implicitly, that is, calculations of the functions in points are possible, but their algebraic notation is not known. On the one hand, such problems are often met in practice, for example, when it is necessary to turn to a data array to calculate a function. On the other hand, even for problems for which algebraic notation of functions is possible, these functions can be considered as algorithmically defined, which significantly simplifies the work with an available optimization model.

Such a class of models restricts the number of optimization algorithms available for application. Of course it is always possible to apply the local search algorithm or the algorithms of genetic type, but they do not guarantee finding of the exact solution, and one cannot say how close the found solution is to the optimal one.

At the same time in many practical problems objective functions and constraints have the same properties, such as unimodality and monotonicity. And these properties are not taken into account in application of universal algorithms.

The approach presented in this paper is aimed at the reception of an exact solution of an optimization problem. The realized way of branching divides a branch which represents a subcube of binary variables space into a great number of branches a significant part of which is at once subjected to exclusion. It offers quick reduction of the area in which an optimal solution can be found.

The developed algorithm can be also applied for the problems of high dimensionality. For all that, of course, it will not be proved that the found solution is an optimal one, if there are still unconsidered open branches. In this case such an algorithm can be considered as improvement of approximate algorithms of boundary points search, such as a greedy algorithm and random search of boundary points. Such improvement even on a small number of iterations (branchings) offers significant improvement of the found feasible solution.

From now on it is planned to investigate the work of the algorithm on practical problems: for example, on the problem of capacity planning, the problem of searching for rules in data in logical algorithms of classification. It is interesting to compare this algorithm with popular search algorithms such as local search with multi-start and algorithms of genetic type.
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