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Abstract

In Aquaculture, the yields of the aquatic organism depend on the quality of water. To collect the data from the
pond like temperature, dissolved oxygen, pH level, turbidity, carbon dioxide the sensors are placed inside the
pond. The detection of water quality can be done using the data classification algorithms. In this project, we
have proposed a Support Vector Machine (SVM) classifier to predict the quality of water in wireless sensor
networks. The sensor nodes are placed in the pond. Here cluster head based routing protocol is used based on
the fractional calculus artificial bee colony algorithm, in which the individual decision trees are merged along
the routing path. Then, the results of cluster head-based routing protocol are sent to sink node, in which the
proposed SVM classifier is used to classify the water quality parameter. From the results, we proved that, the
proposed algorithm achieves the better prediction accuracy as 85%.

Keywords: Aquaculture, Water quality parameters, cluster head routing protocol, fractional calculus artificial
bee colony algorithm, wireless sensor node, Support Vector Machine.

INTRODUCTION

Nowadays, aquaculture industry is growing fast
because of the huge requirement of sea foods
across the globe. The aquaculture plays one of vital
role in the economic field. The yields of the aquatic
organisms such as fishes, prawns etc. depends on
the quality of the water in the aquaculture pond. In
order to get the maximum yield, the water quality
parameters such as temperature, dissolved oxygen,
pH level, turbidity, carbon dioxide, diphosphorus
should be maintained in the optimum level.
Basically, water sources are easily affected by
bacterial formation and other harms. Such
tribulation reduces the quality of the water. In order
to improve the quality of water, it needs to be
monitored frequently. Moreover, the level of the
water should be also monitored properly to protect
the aqua growth. Water level prediction is also
another one significant task in aquaculture, which
can be done by various theoretical and
deterministic models. These models are used to
collect the accurate data based on the following
factors, such as rainfall depth, evaporation rate,
type of soil, features of land used and so on. In
order to predict the quality and level of water,
several techniques, such as data mining, artificial
intelligence or machine learning techniques are
used. These techniques estimate the water level by
making use of small number of variables.

In this paper, the quality of water is predicted using
Support Vector Machine in Orange tool. Here, the
wireless sensor nodes are placed in the water
source to sense the water quality parameters, such
as temperature, dissolved oxygen, pH level,
turbidity, electrical conductivity, nitrate, calcium,
total hardness, total alkalinity, ammonia, hydrogen

sulphide, biochemical oxygen demand, carbon
dioxide, and diphosphorus. After sensing the water
quality parameters, the wireless sensor node
transmits the sensed data to sink node. While
transmitting the data, in order to reduce the
transmission loss and delay, the optimal cluster
head is generated based on the multi-objective
fractional artificial bee colony algorithm. Here, the
classification of data is based on Support Vector
Machine (SVM). SVM are based on the idea of
finding a hyper plane that best divides a data set
into two classes. The quality of water can be
predicted based on the results of SVM classifier.
The main contribution of this paper is given as
follows:

 Development of a new support vector
machine (SVM) for data classification.

 Application of the SVM to predict the
status of aqua pond using WSN.

LITERATURE REVIEW

In the table.1 shows the review and comparison of
various data classification methods in wireless
sensor networks for predicting the quality of water.
Yoann Pitarch et al. [7] have proposed sequential
pattern-based classification method to identify the
temporal behavior of the water. In order to handle
the uncertain data, G. Vijay Suresh et al. [6] have
developed rough set theory-based classification,
which has been used to collect the data from the
medical field. The derivative-based classification
method is proposed by Arthi Simon et al. [5],
which has been utilizes the combination of
reflectance band difference/ratios and derivative
signatures for classification. The data classification
in wireless sensor network is one of the major
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challenges in various applications such as wild life
monitoring, precision agriculture etc. To achieve
the highest classification accuracy with very low
storage and communication overhead in wireless
sensor networks, Xu Cheng et al. [28] implemented
the classification method based on the hierarchical

distributed data. In order to deal with the sheer
volume of data the distributed data mining
classifier is used in the wireless sensor networks,
which have been proposed by Stasa Vujcic
Stankovic et al. [26]

Author
s

Methods Advantages Disadvanta
ges

Stasa
Vujcic
Stanko
vic et
al.[26]

Distribute
d data
mining
classifier

used to deal
with the
sheer

volume of
data
produced by
wireless
sensor
networks

the wireless
sensor
nodes
affected
based on
the
problems of
resource
constraints
such as
limited
power, CPU
storage
capacity,
and
communicat
ion
bandwidth

Asmaa
Fawzy
et al.
[27]

Outlier
detection
method

dealing with
large scale
datasets and
achieves the
high
accuracy
rate for
identifying
outliers

It limits the
performanc
e of
accuracy
based on
the larger
dataset

Xu
Cheng
et
al.[28]

Hierarchi
cal
distribute
d data
classificat
ion

high
classificatio
n accuracy
with very
low storage
and
communicat
ion overhead

Generated
pseudo data
as close to
the original
as possible
with limited
side
information
.

Jong P.
Yoon
et al.
[29]

data
mining
technique
for sensor
collaborat
ion

It reduces
the false
negatives,
which
improves the
monitoring
and
detecting
capability of
WSNs.

Large
datasets
affects the
quality of
classificatio
n

Arthi
Simon
et al.
[5]

Derivativ
e-based
classificat
ion

Utilizes the
combination
of
reflectance
band
difference/ra
tios and
derivative
signatures

classificatio
n accuracy
using
MODIS
aqua data is
reduced by
large in-situ
data sets

G.
Vijay
Suresh
et al.
[6]

Rough set
theory-
based
classificat
ion

Handling of
uncertain
data

the large
datasets
stored in
database
systems
limits the
classificatio
n accuracy

Yoann
Pitarch
et al.
[7]

Sequentia
l pattern-
based
classificat
ion

Consideratio
n of
temporal
behavior

this
classificatio
n algorithm
does not
manage the
imbalanced
data classes

Ch.
Suresh
Babu et
al.[31]

Functiona
l tangent
decision
tree

Improves
prediction
quality

Dataset are
imbalanced
classes,
more
missing
values in
most of
fields,
uncertainty
attributes
and values,
Low
sensitivity,
specificity
and
accuracy

Ch.
Suresh
Babu et
al.[32]

Distribute
d
functional
tangent
decision
tree

Improve the
accuracy

Can
be expensiv
e to setup

Table1. Comparison of various data classification
algorithms

2.1. Challenges:
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Maintaining water quality is one of the important
processes in farming aquaculture organisms, due to
the extensive demand on aquaculture. Basically,
the aqua organisms are very sensitive to water
condition, so the prediction of water level for the
future will be essentially need for the aqua farmers
to make the effective decisions.

The water quality classification is based on the
nature of datasets available. Mostly, the
imbalanced classes of data and more absent values
of classes present in the nature of datasets.  So, the
classification based on the imbalanced and missing
attributes is one of the important challenges present
in the water quality prediction. Then, another one
important problem is data uncertainty which is one
of the common problems in real-world applications
due to imprecise measurement, network latency,
out-dated sources and sampling errors.

The other key challenge of WSNs is the data
classification and collection of data from the sensor
nodes. The data transmission from the sensor nodes
are affected based on the power consumption,
computation capability and number of available
dead nodes [19].

Basically, the lifetime of a sensor nodes are directly
determines the duration of the sensing task, which
can be limited by the amount of energy each sensor
has [30].

SYSTEM OVERVIEW

From the system overview, the proposed water
quality prediction method can be explained as
follows: Here, the numbers of sensor nodes are
kept inside the particular water source. From that
particular water source, various water quality
parameters collected by different sensor nodes.  For
example, the pond 1 contains 14 sensor nodes,
which can collect 14 kinds of water quality
parameters from the pond 1. Meanwhile, the other
sensor nodes also collect the 14 kinds of water
quality parameters from the other water sources.
Here, we have shown the 5 ponds, in which the 14
kinds of water quality parameters collected by 14
sensors. After collecting the parameters, the sensor
nodes send the information to sink node through
the cluster head. Then, B is considered as base
station, which is used to collect the information
from the all cluster heads.  At first, the sensor
nodes are fixed with the water source to extract the
water quality parameters such as temperature
(temp), dissolved oxygen(DO), pH, turbidity
(Turb), electrical conductivity (EC), nitrate (NO3-),
calcium (Ca2+), total hardness (TH), total
alkalinity (TA), ammonia (NH3), hydrogen
sulphide (H2S), biochemical oxygen demand
(BoD), carbon dioxide (Co2), diphosphorus (P2).
After extracting the water quality parameters the

sensor nodes are used to transfer the information to
base station

Basically, while transferring the data from one
sensor node to another sensor node, the energy
consumption is one of the major problems based on
the both amount of transmitting data and the
transmitting distance. In order to overcome this
challenge, the cluster head routing protocol is used
to transfer the data packets from sensor node to
base station, in which the data transmission can be
occurred with shortest path using better routing
protocol. In this paper, different cluster head
routing protocols are used transfer the data from
sensor nodes to base station to overcome the
challenges based on the delay, energy, power
consumption. The cluster head is used to collect all
the sensed data from the surrounding sensor nodes.
After collecting data, the classification of data can
be performed based on the SVM classifier to
improve the classification performance.

3.1. Network model:

Fig1: Network Model

This section shows the network model [25] of the
proposed system, which consists of n number of
sensor nodes with only one base station B. Here,
the n numbers of sensor nodes are placed within the
water source to collect the information. Basically,
the communications between the sensor nodes are
available within the radio range based on the
wireless link representation.  In order to attain the
maximum communication within the radio range,
each and every sensor nodes are homogeneously
distributed inside the dimensions of P and Q
meters. Then, the sensor nodes are collecting the
quality water from the nearest pond.  After
collecting the water quality parameters, the sensor
nodes are grouped into clusters based on the own
unique ID of sensor nodes.  Then, the base station
of sink node is located in the dimensions of   0.5P,
0.5Q, which is fixed nearer to the optimal cluster
head location to receive all the data information
from the sensor nodes. Then, the cluster head-based
routing mechanism is used to transfer the data from
every sensor node to base station. Basically, the
selection of the cluster head is based on the
following conditions: initially, check whether the
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distance among the cluster members with the
particular node is less or not. If the distance is less,
that particular node is selected as the cluster head.
Furthermore, the energy of the cluster head can be
calculated, in which the calculated energy should
be as high as possible for cluster head. Moreover,
the delay of the cluster head should be less to
transmit the data. Based on the above three
constraints, the cluster head can be evaluated to
perform the better data transmission. Here, CH1 is
a cluster head representation of sensor nodes that is
used to collect the water quality parameters from
the pond 1. Accordingly, CH2, CH3, CH4 and CH5
are the cluster head-based routing protocol for the
wireless sensor nodes that contained the water
quality information based on the pond 2, pond3,
pond4 and pond 5.

Once, the information is collected by the cluster
head that is used to send the information to base
station. Here, based on the free space and multi-
path fading model [31], the data packets are
sending from normal sensor node to cluster node
with the loss of energy.  Here, the transmission of
data is performed based on the distance between
the transmitter and receiver. Then, the transmitter is
used to dissipate energy based on the radio
electronics and power amplifier. Based on the data
transmission distance and nature of the normal
node and header node, the energy can be dissipated
from the every packet of the data. The energy
dissipation of the normal sensor node can be
represented as follows:

  4

j
k
spesd CHNBEBENE 

0dCHNif j
k
s 

  2

j
k
ssesd CHNBEBENE 

0dCHNif j
k
s 

Where, B is defined as data bytes that is send from

normal sensor node, pE is defined as the power

amplifier based energy parameter, j
k
s CHN  is

defined as the distance between the normal sensor

node to cluster head, eE is defined as electrical

energy based on different factors such as
modulation, filtering and amplifiers, which can be
represented as follows:

date EEE 

Where, tE are transmitter energy and the data

aggregation energy can be represented by daE .

When the cluster node CH receives the B bytes

of data, the dissipation of energy through the
cluster head by receiver can be represented as
follows:

  BECHE e
k
sd 

After sending or receiving B bytes of data, the
value of energy in the every node can be updated as
follows:

     k
sd

k
st

k
st NENENE 1

     k
sd

k
st

k
st CHECHECHE 1

The above process of data transmission is
continuous till the dead node formation. When, the
energy of node is less than zero, that particular
node is said to be dead node.

3.2. Routing protocol:

This section shows the detailed view of routing
protocol based on the FABC-enabled cluster head
selection. Here, the optimal selection of cluster
head can be performed in three ways such as
initialization, FABC for cluster head selection and
energy depletion and termination [25].

Step 1: initialization:

The steps involved in the initialization process can
be explained as follows:

i) At first, the sensor nodes are distributed
within the network area then the energy of the

distributed sensor nodes are initialized as 0E
.

ii) The centralized clustering based routing
strategy is performed based on the location of
every sensor nodes within the network area.
Here, the location every sensor node is known
at the sink node or base station.

iii) Then, the cluster head formation can be
performed using the FABC algorithm, which
is mainly used to select the optimal cluster
heads to decrease the energy consumption and
delay with the optimal routing.

Step 2: FABC for cluster head selection

iv) At first, the food source vectors are initialized
randomly with the searching area, which can
be evaluated using fitness value. Here, the
fitness function is based on the three
parameters such as distance, energy and
delay, which can be shown as follows [25]:

v)
delay

i
energy

i
loc

i ffffittness  

vi) Based on the FABC algorithm, the food
sources are updated in employed bee phase.
Then, the fitness function is used to evaluate
the food sources between newly generated
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and old one using the fitness function. Then,
based on the minimum fitness value, the food
source is selected.

vii) The above process is continued until the
terminal requirement. After selecting the
cluster head, which is used to update the
energy of the sensor node.

Step 3: energy depletion and termination

viii) Once the cluster head is identified, the data
transmission among the normal sensor nodes
and cluster head is executed.

ix) Then, the energy of the every node is updated
based on the every byte of data transfer.

The above two processing steps are continuous till
every the nodes are considered as dead nodes.

3.3. SVM classification

Support vector machine is a classification method
that performs classification tasks by constructing a
hyper plane. SVM supports both classification and
regression and it can handle multiple continuous
and categorical attributes.

The classification of SVM is divided into two types

Step 1: For this type of SVM, training involves the
minimization of the error function:

Subject to the constraints:

where C is the capacity constant, w is the vector of
coefficients, b is a constant, and represents
parameters for handling non-separable data
(inputs), index i label the N training cases.

Step 2: The Classification SVM Type 2 model
minimizes the error function:

Subject to the constraints:

RESULTS AND DISCUSSION

This section shows the experimental results of the
proposed Support Vector Machine using Orange
tool. Here, the proposed Support Vector Machine is
implemented using Orange tool with i3 processor
of 4GB RAM, running in windows 8.1.

3.4. Simulation set up of aqua data

This section shows the simulation set up of aqua data to predict
the quality of water using various physicochemical parameters

such as temperature (temp), dissolved oxygen(DO), pH,
turbidity (Turb), electrical conductivity (EC), nitrate (NO3-),

calcium (Ca2+), total hardness (TH), total alkalinity (TA),
ammonia (NH3), hydrogen sulfide(H2S), biochemical oxygen
demand (BoD), carbon dioxide (Co2), diphosphorus (P2) [16-
18]. By analyzing the above 14 water quality parameters, we

can easily identify the nodes are in danger or not. Here, the 14
water quality parameters are collected from 21 ponds. Then, the
sample dataset collected from the 21 ponds are given in table 2.
The temperature of ground water is maintained at 25 oC.Temp
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6
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2
3
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1

3
5
.
1

1
8
1

6
2
9

1
5
8

0
.
1
6

0
.
0
6 4 6 2

1

Table 2: Sample dataset

4.2. Metrics for evaluation

This section shows the performance evaluation,
based on the danger and not danger nodes for
evaluating the performance of the water quality
parameters. The accuracy is measured by using
confusion matrix. Confusion matrix is used to
describe the performance of the classification
model on a set of test data for which the true values
are known.

 
 FPFNFPTN

TPTNAccuracy 


Where, the true negative value can be represented

as TN , which is also defined as the correctly
rejected data. Then, the incorrectly identified data
can be defined as false positive FP.

4.3. Experimental results

This section shows the experimentation results of
water quality prediction using proposed SVM in
wireless sensor networks. Here SVM is used for
classification. SVM are based on the idea of
finding a hyper plane that best divides a dataset
into two classes. Here, the below figure shows that
the dataset will often look more like the jumbled
nodes below which represent a linearly non
separable dataset.

While performing the operation, the dataset is
divided into two classes in which the nodes are
colored and are separated. By using the scatter plot,
here we will compare two attributes. Water quality
attribute is considered as a target element. Water
quality is compared with other attribute to know
whether which nodes are in danger and which
nodes are not in danger. Here we have to check
which nodes are in danger or not danger. In the
below figure blue color nodes i.e., 0.0 represent
that the nodes are not in danger and red color i.e.,
1.0 nodes represent that the nodes are in danger.

A)

B)

Fig 2: sensor nodes at a not danger b danger

Tree is a straightforward calculation that parts the
information into hubs by class virtue. It is a
forerunner to Random Forest. Tree in Orange is
outlined in-house and can deal with both discrete
and consistent datasets. It can likewise be utilized
for both characterization and relapse assignments.
The choice tree is built for both risk and not threat
hubs. The below figure, represents the decision tree
for danger and not danger nodes. After generating
the decision tree, the tree results are sent to the sink
node. Basically, the sink node is used to merge all
the trees, which have been collected from the
cluster head using the proposed SVM. Finally the
tree generated from the sink node is used to predict
the quality of water for aquaculture.

a) Decision tree for 0.0

b) Decision tree for 1.0

Fig 3: Decision tree for not danger (0.0) and danger
nodes (1.0)
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To find accuracy the proposed SVM uses test score
and accuracy. Test & Score gets the data
from File and SVM. It performs cross-validation or
some other train-and-test procedures to get class
predictions by both algorithms for all (or some)
data instances. The test outcomes are nourished
into the Confusion Matrix.

The Confusion Matrix gives the number/extent of
occurrences between the anticipated and the real
class. Confusion matrix contains the information
about the actual and prediction class based on
classification problem. A test dataset is required
with the expected outcome. Prediction is done for
each row in the test dataset.

The Scatter plot widget provides 2-dimensional
scatter plot visualization for both continuous and
discrete-valued attributes. The data is displayed as
a collection of points, the x-axis determines the
position on the horizontal axis and the y-axis

determines the position on the vertical axis.
Properties of the graph such as, like color, size and
shape of the points, axis titles, maximum point size
and jittering are on the left side of the
widget. The Scatter plot gets two sets of data. The
file widget sends the complete information to the
scatter plot, while the confusion matrix sends only
the selected data, misclassifications for instance.
The scatter plot shows all the data with symbols.
Water quality (WQ) and pH are considered on x
and y axis.

Fig 4: Accuracy using confusion matrix

The below figure, shows the comparison between
DFTDT and SVM. From the fig, we can conclude,
SVM provides more accuracy than DFTDT.

Fig 5: Comparison of DFTDT and SVM

CONCLUSION

In this paper, we presented the Support Vector
Machine in wireless sensor networks to predict the
quality water. A first, the number of sensors can be
located in ponds to collect the required water
quality parameters such as temperature (temp),
dissolved oxygen(DO), pH, turbidity (Turb),
electrical conductivity (EC), nitrate (NO3-),
calcium (Ca2+), total hardness (TH), total
alkalinity (TA), ammonia (NH3), hydrogen
sulfide(H2S), biochemical oxygen demand (BoD),
carbon dioxide (Co2), diphosphorus (P2). Here, we
have considered 14 water quality parameters,
which can be collected from the 21 ponds by
research experts. After sensing the water quality
parameters, the functional tangent decision tree is
created and the merging process can be done in
cluster head-based routing protocols. Then, the
results of cluster head-based routing protocols is
send to sink node, in which the proposed SVM

algorithm is used to predict the water quality
parameters with 85% accuracy. Then, the
networking performance can be evaluated using
normalized energy consumption with the existing
works. Future studies can also discover the
solutions to deployment of sensor node, data
distribution, and routing in WSNs.
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