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Abstract: Two fundamental needs are low delay and data integrity. However, in many situations, both of 

these needs can't be satisfied concurrently. Within this paper, in line with the idea of potential in physics, 

we advise IDDR, a multi-path dynamic routing formula, to solve this conflict. Applications running on a 

single Wireless Sensor Network (WSN) platform will often have different Service quality (QoS) needs. By 

setting up a virtual hybrid potential field, IDDR separates packets of applications with various QoS needs 

based on the weight allotted to each packet, and routes them for the sink through different pathways to 

enhance the information fidelity for integrity-sensitive applications in addition to lessen the finish-to-

finish delay for delay-sensitive ones. Simulation results show IDDR provides data integrity and delay 

differentiated services. While using Lyapunov drift technique, we prove that IDDR is stable. 
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I. INTRODUCTION 

Because of the diversity and complexity of 

applications ruling WSNs, the QoS guarantee such 

systems gains growing attention within the research 

community. As part of an info infrastructure, 

WSNs will be able to support various applications 

within the same platform.  SNs have two 

fundamental QoS needs: low delay and data 

integrity, resulting in what exactly are known as 

delay sensitive applications and-integrity 

applications, correspondingly. Generally, inside a 

network with light load, both needs could be 

readily satisfied. However, a heavily loaded 

network is affected congestion, which boosts the 

finish-to-finish delay [1]. We borrow the idea of 

potential field in the discipline of physics and style 

a manuscript potential based routing formula, that 

is known as integrity and delay differentiated 

routing (IDDR). IDDR has the capacity to supply 

the following two functions: Improve fidelity for 

top-integrity applications. The fundamental idea is 

to locate just as much buffer space as you possibly 

can in the idle and/or under-loaded pathways to 

cache the unnecessary packets that could be 

dropped around the shortest path. Decrease finish-

to-finish delay for delay-sensitive applications. 

Each application is assigned fat loss, addressing the 

quality of sensitivity towards the delay [2]. 

Through building local dynamic potential fields 

with various slopes based on the weight values 

transported by packets, IDDR enables the packets 

with bigger weight to select shorter pathways. 

IDDR inherently avoids the conflict between high 

integrity and occasional delay: our prime-integrity 

packets are cached around the under loaded 

pathways along which packets are affected a 

sizable finish-to-finish delay due to more hops, and 

also the delay-sensitive packets travel along shorter 

pathways to approach the sink as quickly as 

possible. While using Lyapunov drift theory, we 

prove that IDDR is stable. 

II. PROPOSED METHOD 

A possible-based routing paradigm continues to be 

created for traditional wire line systems. However, 

it didn't attract prevalent attention due to its huge 

management overhead. It is extremely costly to 

construct a unique virtual field for every 

destination in traditional systems where numerous 

destinations may be distributed arbitrarily. On the 

other hand, the possibility-based routing formula is 

a lot appropriate for that many-to-one traffic 

pattern in WSNs. Therefore, within this work, we 

develop a unique virtual potential field to 

personalize a multipath dynamic routing formula, 

which finds proper pathways towards the sink for 

those packets rich in integrity and delay needs. 

Next, the possibility-based routing formula for 

WSNs with one sink is described. It's simple to 

extend the formula to operate in WSNs with 

multiple sinks. In WSNs with light traffic, IDDR 

works like the shortest path routing formula. 

However in WSNs with heavy load, large backlogs 

will form some bulges around the bowl surface. 

The bulges will block the pathways and stop 

packets motionless lower towards the bottom 

directly. A packet may very well be a small amount 

of water, moving lower towards the bottom along 

the top of bowl. The trajectory of the packet is 

dependent upon the pressure in the potential field. 

Just one-valued potential is owned by node v 

around the bowl surface sometimes t to create a 

scalar potential field [3]. To supply the 

fundamental routing function, i.e., to create each 

packet move for the sink, the suggested IDDR 

formula defines a depth potential field. Observe 
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that the less may be the backlog within the queue at 

node w, the bigger may be the potential pressure. 

Hence, driven with this queue potential field, 

packets will be forwarded for the under loaded 

areas, bypassing the hotspots. We create a virtual 

hybrid potential based on the depth and queue 

length potential fields defined above. The 

fundamental concept of IDDR would be to think 

about the whole network like a big buffer to cache 

the unnecessary packets before they reach the sink. 

There are two key steps: (1) Finding enough buffer 

spaces in the idle or under loaded nodes, that is 

really resource discovery. (2) Caching the 

unnecessary packets during these idle buffers 

efficiently for subsequent transmissions, which 

mean an implicit hop-by- hop rate control. You will 

find mainly four factors affecting the finish-to-

finish delay in WSNs: (1) Transmission delay. It's 

restricted to the hyperlink bandwidth (2) 

Competition from the radio funnel. Especially 

within contention based MAC, a packet needs to 

compete for that access from the funnel and watch 

for transmission before the funnel is idle (3) 

Queuing delay. A sizable queue will seriously 

delay packets (4) Path length. Generally, the 

greater hops a packet travels, the big propagation 

delay it'll suffer. The physical limitation determines 

the transmission delay, and also the MAC affects 

your competition from the radio funnel. Both are 

past the scope of the paper. The IDDR aims to 

lower the queuing delay and shorten the road 

length for delay sensitive packets. Each packet 

header includes an 8-bit weight to represent the 

amount of delay sensitivity. The bigger may be the 

weight, the greater delay-sensitive may be the 

packet. IDDR uses the load values to construct 

different potential fields with various slopes Note 

that IDDR just builds multiple potential fields 

temporally and in your area, but doesn't maintain 

all of the possible fields (for the most part 256) 

over the whole network constantly, which could 

reduce the implementation overhead. IDDR 

employs the priority queue mechanism to permit 

the delay-sensitive packets to become transmitted 

before the other packets. Think about a WSN with 

various high-integrity or delay-sensitive 

applications. Let c function as the identifier of 

various applications. In conclusion, the primary 

processes of the IDDR formula at node me works 

[4]. The depth potential field is essential since it 

offers the fundamental routing function. It's built in 

line with the depth worth of each node. Each node 

necessitates the depth and queue period of its 

neighbors to create forwarding decisions. How 

frequently to update the depth and queue length 

between neighbors is very important since not big 

enough period results in much overhead while too 

big period results in imprecise information. IDDR 

defines an optimum Update Interval (MUI) along 

with a Least Update Interval (LUI) between two 

successive update messages. MUI is definitely 

bigger than LUI. Like a decentralized formula, the 

suggested IDDR formula must be stable to ensure 

its normal running. Within this section, we'll prove 

that IDDR is stable and throughput-optimal while 

using Lyapunov drift technique. Besides, since 

IDDR concentrates on supplying differentiated 

services in the routing layer, we assume an 

effective MAC layer protocol is supplied in WSNs. 

IDDR is demonstrated stable as lengthy because 

the exogenous arrival minute rates are interior 

within the network capacity region. To judge the 

performance of IDDR in large-scale WSNs, a 

number of simulations are conducted around the 

TOSSIM platform built-in Tinos. We evaluate ale 

IDDR to supply high integrity services. Just the 

fundamental Resource Discovery and Implicit Hop-

by-hop Rate Control functions that can support 

high-integrity services are enabled, as the delay 

differentiated services are shielded, that's, the 

packet weight of all of the applications are zero. An 

important reason why IDDR can reduce the delay 

is the fact that IDDR shortens the road from the 

heavy packets because they build fields with 

various slopes. Priority queue is yet another 

mechanism accustomed to reduce the finish-to-

finish delay. Two teams of simulations are 

conducted to judge the outcome of priority queue 

[5]. The first is just with the priority queue, but 

with no support from the different sloped fields, 

another only has the various sloped fields, but with 

no priority queue. The price of discovering 

topology variation or queue length details are 

inevitable for IDDR. 

 

Fig.1.Depth potential field 

III. CONCLUSION 

The IDDR formula is demonstrated stable while 

using Lyapunov drift theory. Within this paper, an 

engaged multipath routing formula IDDR is 

suggested in line with the idea of potential in 

physics to fulfill the 2 different QoS needs, high 

data fidelity and occasional finish-to-finish delay, 

within the same WSN concurrently. IDDR can 

provide good scalability since local details are 

needed, which simplifies the implementation. 

Additionally, IDDR has acceptable communication 

overhead. Furthermore, the experiment results on 

the small test bed and also the simulation results on 

TOSSIM show IDDR can considerably enhance the 

throughput from the high-integrity applications and 

reduce the finish-to-finish delay of delay sensitive 
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applications through scattering different packets 

from various applications spatially and temporally. 
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