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Abstract: Because the progress of internet application, the regularity of storing the great deal of 

information is growing day-to-day. Generally, file systems are made to handle file procedures like store, 

edit, retrieve etc. But, the primary crisis would be to enhance the storage efficiency, not understanding 

the information and semantics of files you're storing exactly the same file multiples occasions i.e., 

duplication. To solve such problems, a note digest formula (MD-5) produced hash code can be used to 

check on if the file already is available or otherwise to lessen storage and improve resource utilization. 

The goal of the paper would be to generate Hadoop Distributed File System with Deduplication method to 

maintain bulk of information. For this reason, you are able to increase storage efficiency and improve 

network bandwidth for cloud atmosphere also. 
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I. INTRODUCTION 

Some programs have to share sources inside a 

computer because of nature of the internet. So, 

Distributed File System (DFS) is made for 

discussing of space for storage and knowledge [1]. 

A distributed system would be the number of 

machines interconnected by communication 

network. The objective of file product is to supply 

file services and also to control how files are stored 

and retrieved. A HDFS is really a file service 

system and storage products are spread among 

multiple systems individually rather than single 

centralized data repository. The clients should have 

the ability to access data across remote files as 

though these were local then DFS needs to locate 

files and decide to transfer the information. Once 

the file are situated at different locations then your 

system sources utilization increases to look all of 

the data and collide which needs to be transfer 

towards the client this issue occur because of 

duplication. So redundancy of information ought to 

be removed within the space for storage you'll be 

able to avoid duplication while increasing the 

machine CPU utilization. In lately years, some 

programs like Face book, twitter and YouTube are 

continue growing to talk about data and also to 

store bulk of information then the appearance of 

data duplication will also be growing highly when 

customers to synchronize and share individuals 

files. Here the issue is how you can lessen the 

duplicate price of storage spaces. At the beginning 

of 2002, Google designed and implemented Google 

File System (GFS) to serving many clients and also 

to manage the files & folders however it further 

increases complexity with huge data (many 

terabytes) maintenance together with multiple 

client services. So, among the investigator 

suggested data Deduplication techniques on data 

warehouse application to lessen the storage 

consumptions. To keep large amount of data the 

very best framework is Hadoop. Hadoop is really a 

software framework for distributed processing of 

huge data sets across large groups of computer 

systems. Hadoop Distributed File System (HDFS) 

is really a distributed file system, by disbursing 

storage & computation across many servers, then 

your number of storage resource can increase so 

there's an excellent demand to gain access to 

sources for remaining servers, Map-reduce splits 

input data and process in complete parallel manner 

to enhance performance also it can manage peta 

bytes of information in single cluster after splitting 

data the information nodes bakes an copy towards 

the file to supply to safeguard the information but 

HDFS initially created for read & write great deal 

of data without Deduplication framework. To 

manage bulk of information better storage 

techniques are supplied to HDFS to improve the 

memory utilization by using map reduce technique 

accelerate performance of system. The objective of 

this paper would be to suggested duplication 

framework for HDFS with secure and it should be 

easy & compatible to cloud application designers. 

II. PREVIOUS STUDY 

The possibility to perform Deduplication is source 

Deduplication and Target Deduplication. The 

origin Deduplication is processed at client side 

servers. Whenever the information is produced it's 

treated like a source clients may generate redundant 

data to deliver individuals data to primary servers 

spent more cost for network traffic and bandwidth. 

To do Deduplication within this method could use 

local chunk or global chunk data, in which the 

produced information is obtained from in your area 

or globally the performance is low because of 

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by International Journal of Innovative Technology and Research (IJITR)

https://core.ac.uk/display/228548918?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


K. Yacob Raju* et al. 
  (IJITR) INTERNATIONAL JOURNAL OF INNOVATIVE TECHNOLOGY AND RESEARCH 

  Volume No.4, Issue No.5, August – September 2016, 3886–3888.  

2320 –5547 @ 2013-2016 http://www.ijitr.com All rights Reserved.  Page | 3887 

duplicate data. To beat this issue before transmit 

the information towards the backup canter lessen 

the Deduplication of all the client session [2]. This 

process cuts down on the network bandwidth and 

keeps to deliver unique copy in to the disk. After 

transmit the initial data towards the backup squeeze 

Deduplication is carried out is called Target-

Deduplication. The downside of source-

Deduplication is takes enough time to process the 

Deduplication on client side it cuts down on the 

network sources provided to access by the client 

application. To cope with great deal of data target-

Deduplication is the greatest process since it 

performs well Deduplication on backup data. The 

audience of backup servers is combined into single 

storage & lessens the Deduplication, the network 

bandwidth price is high to deliver redundant data 

but performance is nice when compared with 

source-Deduplication. So, source-Deduplication is 

much better for little bit of data although not with 

huge data in line with the application. Therefore, 

it's suggested that source Deduplication is much 

more achievable compared to target one. To do 

data Deduplication on the file you need to consider 

chunk based or whole-file Deduplication 

techniques. The big volumes of files are split up 

into sub files with fixed size or variable size 

partition to do Deduplication [3]. In certain 

application chunk based Deduplication is more 

suitable to check on some area of the information is 

duplicate or otherwise. Map reduces inside a 

Hadoop system splits the input data into different 

partitions and process individuals data individually 

i.e. chunk based. Within this method the entire file 

is treated like a single unit to do data 

Deduplication, the Hadoop system have able to 

handle great deal of data so the majority of the files 

have fallow this method.So,whole-file based 

Deduplication is implemented within this suggested 

system. 

III. PROPOSED DESIGN 

In SFD_HDFS to supply security towards the data, 

errors aren't permitted within this application. 

Within this paper file Deduplication is dependent 

on hash code. A note-digest formula can also be 

known as a hash function or perhaps a 

cryptographic hash function. It accepts a note as 

input and creates a set-length output that is 

generally under the size of the input message. The 

output is known as a hash value, a fingerprint or 

perhaps a message digests. Its fundamental idea 

would be to do hash inside a block-wise mode. In 

short, MD5 includes two phases: padding phase 

and compression phase. Within the padding phase, 

additional bits are appended towards the input 

message. The end result bits are congruent to 448 

mod 512. Then the size of the first message is 

changed to some 64-bit binary-string which 64 bits 

is put into the tail from the message too. Therefore 

the padding phase ends having a bit stream that 

includes a number of 512-bit blocks. Within the 

compression phase, a compression function can be 

used on every 512-bit block and creates a 128-bit 

output. The output is definitely active in the 

calculation of next round. These four 32-bit 

variables would be employed to compute the 

content digest. We denote them with a, B, C, D. 

Their initial values are: A = 0x67452301, B = 

0xEFCDAB89, C = 0x98BADCFE, D = 

0x10325376. The content dimensions are under 

2^128 bits in MD5 but Hadoop system consists of 

huge data to reduce such problem HDFS 

distributed atmosphere will require proper care of 

it. So MD5 formula is fast, secure in cryptographic 

hash formula family and a few temporary storages 

are employed to perform comparison [4]. To 

upload personal files into HDFS steps needs to be 

following to do write operation. a) Hash generator 

and comparison. b) If hash collides, quality 

similarity checks. c) Upload file, Maintain 

metadata using MySQL, Hive database. In 

SFD_HDFS read operation, client request to 

retrieve data from HDFS through filename, to 

enhance the performance of system locate the hash 

table by filename and obtain the reference link of 

file in HDFS. Initially look into the file content and 

send a request to download the file if user wants to 

obtain the file away from HDFS through retrieve 

operation. In SFD_HDFS Delete operation, client 

request to delete file from HDFS through filename. 

To enhance usability of file resource by different 

customers it ought to look into the customers count 

in the metadata through database. If user count is 

zero then only file is erased from HDFS otherwise 

it simply decrement the consumer count for future 

use delete operation. 

 

Fig.1.Implementation of SFD_HDFS 
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3.1. Performance Study 

 

Figure 2 

Total Files=5 

Without Deduplication Files stored in HDFS 

=5/5=100%. 

With Deduplication Files stored in HDFS 

=3/5=60%. 

Total Files saved by proposed system  

=100-60=40%. 

 

Figure 3: Space Reduction Graph 

IV. METHODOLOGY 

Apache Spark is really a lightning-fast cluster 

computing created for fast computation. It had been 

built on the top of Hadoop Map Reduce also it 

stretches the Map Reduce model to efficiently use 

more kinds of computations including Interactive 

Queries and Stream Processing. Spark uses Hadoop 

in 2 ways Body is storage and 2nd is processing. 

Primary feature of Spark is Speed; Spark helps you 

to run a credit card application in Hadoop cluster, 

as much as 100 occasions faster in memory, and 10 

occasions faster when running on disk. You could 

do by reduction of quantity of read/write 

procedures to disk. It stores the intermediate 

processing data in memory. Around the source 

side, Hadoop Configuration is completed and 

begins all the expertise of Hadoop, by utilizing 

Java language code is implementing for 

Deduplication [5]. As well as MySQL and Hive 

was configured to construct database to keep 

metadata tables, JDBC connector is straightforward 

for connecting with Hive through Java language. 

With these configurations file level Deduplication 

technique was developed for storage optimization 

in HDFS. After completing designs and adding 

exterior jar whole java program is changed into 

.JAR (us dot) file and run with Spark atmosphere to 

handle HDFS. The group of sample text files are 

put into local system and moved into HDFS 

without duplication contained in HDFS Data 

Nodes. 

V. CONCLUSION 

Within this paper, data Deduplication framework 

using spark for storage optimization on HDFS is 

suggested. To supply security to files with storage 

optimization is completed by hash generator, file 

content checker & maintain metadata through 

MySQL technique. This method is appropriate to 

keep great deal of data without duplicates. The 

upload time isn't much effected with this 

framework. So, the suggested framework is useful 

for storage optimization technique and manages the 

file procedures on HDFS and knowledge is 

extremely available for this reason secure 

framework. 
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