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Preface 
 
The objective of this workshop was to invite scholars and practitioners to discuss 
synergies between virtual and augmented reality (VR & AR) and artificial intelligence 
(AI) and machine learning (ML). The aim was to gather a cross-disciplinary team of 
experts with a background in computer science, Human-Computer Interaction (HCI), 
psychology/cognitive sciences, culture/communication studies, design and art to 
develop this fascinating intersection. The aspects to discuss range from user-
experience, technologies applications, methods, cultural implications, communication 
theories, to artistic approaches. The detailed workshop description can be found in [1] 
and on the workshop website on http://aivr.ambientmediaassociation.org. Please 
subscribe to our email list for further information: http://emaillists.artur-lugmayr.com/.  
 
The 10th Semantic Ambient Media Experience (SAME) proceedings where based on 
the academic contributions to a two-day workshop that was held in conjunct with 
SIGGRAPH Asia, Bangkok, Thailand. The papers of this workshop are freely available 
through http://www.ambientmediaassociation.org/Journal under open access as 
provided by the International Ambient Media Association (iAMEA) Ry. iAMEA is 
hosting the international open access journal/series entitled “International 
Journal/Series on Information Systems and Management in Creative eMedia”. For any 
further information, please visit the website of the Association: 
http://www.ambientmediaassociation.org.  
 
The International Ambient Media Association (AMEA) Ry organizes the Semantic 
Ambient Media (SAME) workshop series, which took place in 2008 in conjunction with 
ACM Multimedia 2008 in Vancouver, Canada; in 2009 in conjunction with AmI 2009 in 
Salzburg, Austria; in 2010 in conjunction with AmI 2010 in Malaga, Spain; in 2011 in 
conjunction with Communities and Technologies 2011 in Brisbane, Australia; in 2012 
in conjunction with Pervasive 2012 in Newcastle, UK; and in 2013 in conjunction with 
C&T 2013 in Munich, Germany; and in 2014 in conjunction with NordCHI 2014 in 
Helsinki, Finland. In 2015 we had no workshop, but have been collaborating with the 
SEACHI Workshop Smart Cities for Better Living with HCI and UX, which has been 
organized by UX Indonesia and held in conjunction with Computers and Human-
Computer Interaction (CHI) in San Jose, CA, USA in 2016. In 2016 we organised a 
second workshop (VisEmEx), which has been held at Curtin Univ., Perth, WA, 
Australia.  
 
The series is double-blind peer reviewed; indexed in Scopus, CORR/arXiv, DBPL, 
OpenAIRE, WorldCat, Google Scholar; ranked on JUFI 1 in the Finnish national 
publication ranking system; and archived by Zenodo, and the National Library of 
Finland. 
 
The workshop organizers present you a fascinating crossover of latest cutting-edge 
views on the topic of ambient media, and hope you will be enjoying the reading. We 
also would like to thank all the contributors, as only with their enthusiasm the workshop 
can become a success. At least we would like to thank the lovely organizing team of 
SIGGRAPH Asia for the help in the organizational aspects of the workshop. 
 
The Editors                                                                             Bangkok, Thailand, 2017 
 
[1] A. Lugmayr, Z. Kening, and X. Ma, “Artificial Intelligence MEETS Virtual and Augmented 

Realities,” SIGGRAPH Asia 2017 Workshops, Bangkok, Thailand: ACM, 2017, pp. 2a:1–
2a:1. 

http://aivr.ambientmediaassociation.org/
http://emaillists.artur-lugmayr.com/
http://www.ambientmediaassociation.org/Journal
http://www.ambientmediaassociation.org/
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Virtual Reality Techniques for Eliciting Empathy and Cultural 

Awareness: Affective Human-virtual world interaction

 

Figure 1: Recording of the virtual reality simulation. 

ABSTRACT 

On the average human beings have about 50,000 thoughts every 

day. If we consider that thoughts influence how we feel there is 

little doubt that the way we perceive reality will strongly correlate 

with how we act upon that reality. Let’s contextualize this thinking 

process within the realm of global business where interacting with 

individuals from other cultural backgrounds is the norm. Our own 

perceptions and stereotypes towards those cultural groups will 

strongly influence how we interact with them in business situations. 

The problem is that stereotypes, being cognitive shortcuts, not 

necessarily accurately represent intentions. Stereotypes provide us 

with a false sense of security enabling us to believe that we 

“understand” the reasons behind certain actions and reactions. This 

false sense of security often results in conflict in global business 

situations. That is one of the reasons why becoming globally 

competent without falling into stereotyping will provide us with the 

tools to increase success in cross-cultural business interactions. 

This paper describes an approach to design a virtual reality 

(VR) scenarios aimed at developing abilities to work across 

cultures using the principles of empathy and perspective taking. 

The approach we are taking in this design innovation paper  moves 

away from only using the understanding of cultural dimensions in 

cultural competence skills development as research shows that 

focusing on “preconceived” differences in cultures can enhance 

stereotyping.  Instead our approach provides users with the 

opportunity of exploring the thought process as a character in first 

person whose cultural background is different from that of the user. 

This scenarios provide opportunities for perspective taking which 

is conducive to empathy across cultures. 

CONCEPTS 

Virtual reality, empathy, cultural competence, 

leadership, global competence  

1 INTRODUCTION 

Educators everywhere are discovering that Virtual reality, an 

emergent technology, can potentially provide opportunities for 

learning to happen (Freina, & Ott, 2015). In the field of business 

education we can find multiple approaches to skill development 

through the use of case studies, role plays, technology-mediated 

simulations, to name a few. Virtual reality (VR) is starting to have 

traction in the area of skill development.  VR can be used to recreate 

“real-life” situations where interactions can occur in a “safe” 

environment (Grant, 2008). One area in particular that benefits 

from the use of VR is the development of Global Leadership skills. 

These virtual scenarios will become powerful tools in the process 

of becoming globally competent only when the instructional design 

is robust enough and is able to address how each component of 

being globally competent can be broken down and represented in 

different virtual scenarios.  

 

1.1 Development of global skills: empathy vs 

cultural dimensions 

A traditional approach to develop global skills development (cross 

cultural competence) has been the understanding of cultural 

dimensions that may distinguish one culture from another. Cultural 

dimensions (Hofstede, 2001) are a set of behaviors and attitudes 

 Ivonne Chirino-Klevans, PhD 
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that are shaped by cultural values. It is not uncommon to see many 

executive education programs and simulations aimed at 

understanding and identifying cultural dimensions in global 

business interactions. Although there is value in the ability of 

recognizing cultural dimensions, mere intellectual understanding of 

these differences do not necessarily result in effective cross-cultural 

negotiations. These can become intellectual exercises that may 

promote cultural stereotypes. On the other hand, helping 

executives/managers develop skills such as empathy will help in 

the process of understanding other cultures, taking perspective and 

eventually move to action by producing behaviors that address 

these cultural differences. It is only important to have a virtual 

reality scenario that resembles real life but it is also very important 

to create content that is actually aligned with the principles of the 

teaching of the skill it is aiming to develop. And because VR is 

starting to gain attention from different stakeholders, trainers and 

professionals in the field of business education it becomes more 

relevant that the content that is created using VR actually develops 

the skills it is saying it develops 

 

1.2 Virtual Reality for empathy development 

across cultures 

Virtual Reality Simulations (VRS) have the potential of being 

powerful tools for skill development. These VRS have the ability 

of recreating “real-life” scenarios where the user can be immersed 

giving him/her the experience of actually being “there”. For 

example some authors have described how “altered media” (digital 

environments embedded in real life scenarios) can be used to 

provide unique opportunities of interaction in Augmented Realities 

(Lugmayr, Serral, Scherp, Pogorelc,  Mustaquim  (2014).  

Virtual scenarios allow for the practice of skills in “life-like” 

situations, such as a virtual business meeting between a Chinese 

and a Canadian executive before facing the real situation. During 

these virtual encounters executives can learn best practices for 

different potential business negotiations across cultures increasing 

the sense of efficacy as well as providing tools to conduct effective 

cross-cultural negotiations. Mentoring relationships are 

traditionally used in organizations to help high potentials connect 

with more experienced executive and get guidance derived from 

these experienced business people. These mentorship relationships 

often require formal structures and availability of both parts in 

order to be effective. VR simulations not only are not time bound 

but the offer as well element of emotion in the contextualization of 

the VR experience. These virtual scenarios, when they involve 

emotions portrayed by the “actors”, allow for a more realistic 

approach requiring the use of specific skills in order to successfully 

complete a multicultural business encounter (Sternberg, 2007). 

Many virtual simulations are starting to intentionally integrate 

emotions enacted by virtual agents and the use of the virtual space 

to elicit a response in the user (Zhu, Ma, Chen, & Liang, M. (2016).   

Research in the area of cultural competence indicate that this 

ability requires different skills. Many authors have attempted to 

define these skills (Byram, Nichols and Stevens, 2001). Daniel 

Goleman (2006), an expert in emotional intelligence identifies 3 

elements involved in empathy: cognitive empathy, emotional 

empathy and compassionate empathy. In order to better understand 

the role of empathy in intercultural interactions we will provide a 

brief description of each one of them. Cognitive empathy refers to 

the ability of perspective taking. This implies that individuals are 

able to see reality from behind “someone else’s eyes”, and are able 

to act upon this understanding of the world. On the other hand, 

emotional empathy refers to the ability of “feeling” what the other 

person is feeling because we have created a strong understanding 

of their perspective of a specific reality. This connection is related 

to social intelligence which addresses others’ feelings. It will be the 

task of the viewer to calibrate his/her responses as a result of 

emotional empathy. The third kind of empathy is “compassionate 

empathy” which is the type of empathy that moves the individual 

to act. After reading these definitions it becomes evident that in the 

process of becoming cultural competent executives working in 

global businesses should not stop at understanding someone else’s 

perspective (cognitive empathy) or creating a connection, but the 

outcome of this process should be moving to action after having 

accurately (or as accurate as possible) understood their 

counterpart’s perspective. Research on empathy in global business 

has shown that executives who are effective at demonstrating 

empathy are perceived to have more productive inter-cultural 

negotiations (House & Javidan, 20004). Finally, some studies have 

revealed that empathy in global business is more important in high-

power cultures, that is, cultures where  power is perceived to be 

held by higher levels of an organization) and where power seems 

to be the source of stability and social order. Therefore empathic 

approaches in these situations reveal a climate of support and 

protection that enhance positive job performance (Yan & Hunt, 

2005). The VR scenario needs to provide situations in which the 

participant is faced with the task of demonstrating empathy at the 

three different levels: cognitive, emotional and compassionate. It 

will be the task of the content expert to identify specific tasks that 

result in the development of these three levels. 

The next question is how to measure effectiveness. Even when 

there are measures of effectiveness the question remains, why are 

these VR experiences effective?  

 

1.3 What makes a VR simulation engaging? 

Keeping students engaged into what they are learning is a question 

that many educators have tried to answer throughout time in many 

ways. Integrating technology into education and skill development 

can potentially be a source of increased engagement in the learning 

of the content. But the novelty of a new approach can quickly wear 

out. That is why educators and instructional designers should be 

asking themselves, what attributes of technology in the context of 

VR contribute to the learning that is obtained? In a meta-analysis 

study Howard (2017) concluded      that three were the main reasons 

for a VR simulation to work: excitement, physical fidelity, and 

cognitive fidelity. This author concludes that a novel situation when 

presented in an engaging way, such as VR, encourages participants 

to try new behaviors because of the excitement that novelty brings 

within. Virtual environments are not widely known yet and create 

a sense of inquiry and curiosity. Having access to an immersive 

environment can in itself create excitement and get users engaged 

into the VR experience, more so if the environment includes 

exploration and an opportunity of playing (Bowman, Kruijff,  

LaViola, & Poupyrev, 2004), even when the required behaviors are 

not that complex. 
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The second variable that research has identified associated with 

the effectiveness of VR is “physical fidelity”. This means providing 

the user with an opportunity to practice a behavior in a similar way 

(or as close to it) as he/she would in real life. This element has 

proven to be very relevant in situations that involve physical 

rehabilitation where it is very important that patients are able to 

“translate” movements that are observed in a video into movements 

that are similar to those they engage in real life (Lucca, 2009). 

 The third variable discussed in the literature refers to increased 

“cognitive fidelity”, defined as the extent in which a program 

prompts similar psychological processes as the real environment 

would. That is, when an individual is rehearsing a new behavior 

(mental or physical) there are cognitive processes that are 

happening simultaneously (attention, focus, concentration, etc.). 

Cognitive fidelity refers as well as the ability to elicit an emotion 

in the user and is the focus of this project. 

The purpose of this document is to present a state of the art 

approach to Leadership skills development through the use of a 

simulation mediated by Virtual Reality, specifically empathy. In 

the following paragraphs I will describe the work involved in the 

design of the VR mediated simulation aimed at helping in the 

development of perspective taking as a pre-cursor of empathy. This 

simulation was created to address the gap in action learning 

practices for skill development. 

2. VR SIMULATION DETAILS 

2.1 General Description of the Simulation 

The VR simulation provides users with an opportunity of 

immersing themselves in a virtual reality scenario where they take 

the role of an observer or an actor in a global business meeting 

happening in Asia. The simulation is divided in two parts: the first 

one where the participant is an observer and the second one where 

the participant takes on a specific character’s role within the 

simulation. The first part of the simulation is set in an office 

environment. In the meeting there are several executives who reside 

in different countries (and come from different cultures) and who 

have chosen the China office as a meeting point. Their goal is to 

discuss and define the team’s strategy since the team is charged to 

work on a global project. The scene represents several interactions 

among these executives who engage into different conversations 

that lead to conflict. The second part of the virtual experience 

allows the user to take the role of one of the executives involved 

in these interactions and be immersed into their thoughts. These 

thoughts reveal cultural assumptions that represent different 

cultural dimensions that are involved in communication. The 

ability to be immersed in someone else’s thoughts provides an 

opportunity for perspective taking strongly associated with the 

development of empathy. The virtual reality scene must be 

considered as a component of a more comprehensive approach to 

developing global competence as we understand that global 

competence goes beyond recognizing differences in cultures but 

has to include decisions based on this new knowledge.  

This virtual reality exercise is aimed at developing awareness of 

difference and empathy through action learning which are key 

components of cultural competence, but not enough nor sufficient. 

By no means have we assumed that participants will be culturally 

competent after this experience. This is just the awareness 

component of a greater set of skills that being culturally 

competent in global business setting requires. 

2.2 The setting and characters’ psyche 
 

Most digital simulations will face the challenge of creating virtual 

agents (virtual humans) that can accurately represent human 

behavior. Simulations that use digital worlds must be able to meet 

the following criteria: create environments that act in a 3D world, 

virtual agents need to be able to engage in one-on-one “dialogues” 

with the user and with other virtual humans and with real humans 

(users of the simulation), and those agents need to exhibit human-

like behaviors and emotions. None of the above is an easy task. 

Because we believe that the recreation of human emotion and 

behavior needs to be as accurate as possible in order to trigger 

cognitive accuracy we approached this simulation integrating 

videos of real people as characters in a business setting. These 

characters need to demonstrate cultural dimensions through their 

dialogues, thoughts, and behaviors which will be accompanied or 

influenced by emotions that are triggered during different 

intercultural interactions. What makes this simulation unique and 

different from other business simulations is the intentionality in the 

design of the psyche of each character. This intentionality means 

that each character will think and react according to pre-defined 

cultural dimensions. We emphasize the importance of looking at 

this simulation as a training exercise in global competence and it 

should not be taken as an exercise in stereotyping. Instructors 

should be very careful at emphasizing the fact that behavioral and 

attitudinal manifestations of culture can vary across individuals and 

that this simulation represents one perspective of how cultural 

dimensions may be manifested in intercultural business 

interactions. The design of the dialogues and thoughts within the 

simulation reflect cultural dimensions and were coded as metadata 

that included the emotion as well. Emotions give characters energy 

and momentum to take action to solve problems during the actual 

recording of the simulation.  The following three cultural 

dimensions were integrated to build each character’s psyche 

reflected through their dialogues and thoughts: power distance, 

context, and task orientation. Here is a definition of each one of 

these dimensions. We define power distance (Hofstede’s, 2001) as 

the “extent to which the less powerful members of organizations 

and institutions (including family) accept and expect that power is 

distributed unequally.” A higher power distance reveals that 

inequality and power is perceived by the followers. It also indicates 

that hierarchy is clearly established and executed without reason 

nor resistance. A lower degree of the power distance means that 

people will question authority and will look for an equal 

distribution of power. 

The second dimension that was included in the characters 

psyche was context. When we talk about context as it relates to 

culture we assume polarities. That is, there are cultures that 

represent high-context while others will represent low-context 

(Forsyth, 2010). In high-context cultures meanings are the result 

of a shared understanding which belongs to a particular group. 

There are several unspoken rules and symbols that would be 

difficult to understand to members outside of the group or to the 

untrained eye. In high-context cultures a great deal of 

communication happens through symbols and shared meanings. In 

low-context cultures “what you see is what you get” (Forsyth, 

2010). Communication is more direct and relies on how the sender 

uses explicit communication. Messages are generally conveyed 

through conversation and, generally speaking, engage in business 

relationships rather faster than high-context cultures. The third 

dimension integrated into the dialogues was task orientation 

(Forsyth, 2010). Cultures with task orientation tend to approach 

business interactions focusing first on the task and then on the 

relationship. In these types of cultures achievement and meeting 
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goals are more important than forming a relationship. Task and 

deadlines are at the core of any business transaction. Relationship 

oriented cultures will consider important to create trust before any 

business transaction can successfully take place. Leaders that use a 

relationship oriented approach will focus on motivating, 

developing and meeting the needs of their teams, encouraging team 

work and collaboration. Then results will flow. Both approaches 

can be effective. The challenge is having a keen eye, understanding 

differences in approaches, and finding effective ways to address 

and act upon each preference when needed. 

 

2.3 Setting empathy-evoking scenarios in VR 

As described above Daniel Goleman, in his extensive work related 

to emotional intelligence, has consistently discussed the 

importance of empathy in effective leadership (Goleman, 2006). 

For the purpose of this paper Empathy is defined as the ability to 

identify and understand someone else’s perspective (cognitive 

empathy), followed by the ability to “feel”  what the other person 

is feeling and finally experience compassionate empathy which is 

what moves an individual to act. This VR simulation focused first 

on creating cognitive empathy. This ability starts with “perspective 

taking” which implies an ability to see the world from someone 

else’s eyes. It is well known that leaders who are able to take 

perspective are perceived as someone who cares about his/her 

follower’s development (Bass, 1989). With this in mind this 

simulation allows for users to be immersed in any of the character’s 

thoughts. These characters are Chinese, Indian. Singaporean, and 

American. Each of the characters’ thoughts were carefully designed 

considering the three dimensions of cultural competence previously 

identified (context, power distance, task-relationship orientation). 

Conveying emotions through dialogues is difficult enough. Adding 

cultural dimensions to these dialogues reveals a second layer of 

complexity in the creation of the psyche through dialogues and 

thoughts. This is one of the reasons why the creation of dialogues 

and thoughts for each character in the simulation requires an 

iterative process where writers are knowledgeable not only about 

how to express emotion but also what that expression would look 

like in different cultures. These dialogues and thoughts designed 

for each character required validation by different individuals who 

had the ability to describe and understand emotions across cultures 

through dialogue and contextual cues. We consulted with 

executives and natives from the countries represented in the 

simulations. Their observations were integrated and dialogues and 

thoughts were modified as needed. Being able to observe and make 

sense of these cues is part of the skills required to develop empathy 

in global competence. The simulation provides an opportunity to 

experience the world from a specific culture’s point of view 

through being immersed in someone else’s thoughts, allowing the 

user to take perspective and open their eyes to better understanding 

of the potential sources of conflict that arise from interpreting the 

world from our own cultural perspective.           The second 

component of empathy, emotional empathy, requires a more 

complex process of design since it is aimed at helping the observer 

experience and “feel” the way the other is feeling. When users are 

able to take perspective by taking the role of “the other” and  when 

they are able to listen how “the other” is interpreting the world from 

their own cultural values, the user will be able to experience 

emotional empathy. The final element of empathy- compassionate 

empathy- was not considered for this project but will be integrated 

into a more advanced simulation. 

 

2.4 Video recording 

After the dialogues had been created we hired actors that took on 

the role of the different “executives” in the VR simulation. These 

actors represented executives from China, India, Singapore, and the 

USA. A 360 degree camera was used to record all interactions and 

other cameras were used as well on each character to provide the 

user with the ability of taking the role of each actor during the actual 

simulation. This way the user, when taking the role of the actor, 

would be able to see the business setting as if he/she was sitting at 

the table where the meeting was taking place and from a different 

cultural perspective. The recording was done in such a way that the 

user could “see” their own hands and legs if he decided to look 

down recreating as much as possible the sensation of “being there”.  

3 METHOD 

3.1 Conducting the simulation 

Throughout this paper we have described the relevance of using 

simulations for leadership development in global contexts. VR 

provides a perfect means to bring this learning to life through the 

integration of action learning. In the following paragraphs we will 

describe how the VR simulation was used in 3 pilot workshops. The 

users were given 360 Head Mounting Displays (HMD) where they 

can see the simulation that has been downloaded to a mobile phone. 

The user observes the global business interaction that is taking 

place in an office in China. The user sees this interaction as a “fly 

on the wall” perspective (third person).  The user is asked to remove 

the HDM and the facilitator prompts the group to identify what has 

happened in the scene. Discussions are around cultural dimensions 

impacting global business practices. Participants are asked to put 

on the goggles again and to choose one character from the business 

interaction. When the user clicks on the character in the VR world 

the user becomes that character and observes the interaction from 

their own cultural perspective. The user is also able to “listen” to 

his/her thoughts that reveal cultural dimensions as the character is 

giving meaning to the interaction that is going on where he/she is 

immersed. After observing this new scene participants are asked to 

take the HMD off and discussions are facilitated around cultural 

dimensions that impacted the scene they were being part of and are 

given the opportunity to analyze how different views (revealed by 

thoughts and dialogues) represented cultural dimensions, and more 

importantly, resulted in conflicts and misunderstandings. The user  

4 FUTURE WORK 

This simulation should be contextualized as the beginning of a 

more comprehensive approach to empathy development to work 

across cultures. We understand that perspective taking is only 

tapping on the tip of the iceberg of what being globally competent 

means. We see this first simulation as the beginning of a more 

comprehensive training that will later involve other skills that 

promote interactivity and decision making on situations that require 

negotiation, motivation, decision making, and conflict resolution 

among many other skills related to global leadership development 

integrating elements of Artificial Intelligence that will address 

responses to cross cultural conflict. Our final aim is to provide 

future leaders safe hands-on experiences mediated through the use 

of virtual reality technologies. We want to provide users interactive 

virtual experiences that require the use of different skills to handle 

a variety of interpersonal and intercultural business situations such 

as motivation, negotiation, conflict resolution, and strategic 
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decision making in global environments. We also understand that 

being global competent is a life-long process that requires an ability 

to be open to experience, nimble and respectful while avoiding 

stereotyping. 
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ABSTRACT 

Research has demonstrated well-being benefits from positive, 

‘peak’ emotions such as awe and wonder, prompting the HCI 

community to utilize affective computing and AI modelling for 

elicitation and measurement of those target emotional states. The 

immersive nature of virtual reality (VR) content and systems can 

lead to feelings of awe and wonder, especially with a responsive, 

personalized environment based on biosignals. However, an 

accurate model is required to differentiate between emotional states 

that have similar biosignal input, such as awe and fear. Deep 

learning may provide a solution since the subtleties of these 

emotional states and affect may be recognized, with biosignal data 

viewed in a time series so that researchers and designers can 

understand which features of the system may have influenced target 

emotions. The proposed deep learning fusion system in this paper 

will use data collected from a corpus, created through collection of 

physiological biosignals and ranked qualitative data, and will 

classify these multimodal signals into target outputs of affect. This 

model will be real-time for the evaluation of VR system features 

which influence awe/wonder, using a bio-responsive environment. 

Since biosignal data will be collected through wireless, wearable 

sensor technology, and modelled through the same computer 

powering the VR system, it can be used in field research and 

studios. 

CCS CONCEPTS 

• Human-centered computing ~ Virtual reality • Computing 

methodologies ~ Artificial intelligence 

ADDITIONAL KEYWORDS AND PHRASES 

Virtual reality; Deep Learning; Affect; Emotion; Biosignals 

 

 

1 INTRODUCTION 

Awe experiences can lead to shifts in perspective, changes to how 

people see their relationship with the world. Furthermore, awe 

tends to provide therapeutic and educational benefits [1-5].  

     Additionally, awe is correlated with increased willingness to 

volunteer, and increased life satisfaction [6]. Being awestruck is 

also good for physical health: of six positive emotions, awe was 

found to be the strongest predictor of reduction in inflammatory 

cytokines [7], which are responsible for the initiation and 

persistence of pain. There are more examples of how being 

awestruck is good for the environment, social connectivity, and 

health, and many individuals have their own stories of how natural 

wonders, spaceflight, transformative life events, and artistic 

artifacts have elicited awe. 

Awe-inspiring events in our natural world are quite rare but 

when they occur, it is with an immediate and intense manner that 

can be felt as a sensation of ‘chills’ or with the elicitation of goose 

bumps on the skin [8], see Fig. 1. This can be measured via 

physiological biosignals via skin surface video recording, which 

delivers an objective, unobtrusive means of recording and 

analyzing triggers of these states. In the study of profound 

transformative experiences, it is important to be able to objectively 

monitor the phenomenon for validity, but also to remove the burden 

of self-report from the participant. Reliance on self-reports of 

feelings can have major drawbacks, including the need for users to 

continuously self-monitor which can have the unwanted effect of 

removing them from an emotional state, and this data typically is 

retrospective. To address this, Benedek & Kaernbach [9] suggest 

physiological monitoring of these peak emotional events with many 

real-time physiological devices now that can collect data. While 

researchers now understand many of the psychophysiological 

mechanics that correlate with powerful affective states like awe and 

fear, there is currently few ways to measure the magnitude of this 

correlation, and therefore classify the target states accurately. 

 

 

Figure 1: Appearance of goose bumps on skin. 

1.1 Motivation 

The consequence of successfully prompting an awe-inspiring 

experience with immersive virtual environments could be 

profound. Strong experiences of affect like awe are rare 

phenomena, and suffer from lower intensities in a lab environment 

due to possible issues with ecological validity [10]. For example, it 

is difficult to simulate an experience of great natural beauty and 

vastness to the same level of aesthetic detail and embodiment as in 

real life, thus missing a critical wellness experience for the 

participant, especially those with mobility or travel logistic issues. 

To address this, immersive, virtual environments can be 

personalized, with stimuli presented in a controlled, private, 
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physically accommodating manner superior to similar immersive 

delivery methods (large format screens like IMAX theatres, 

motion-tracked CAVE automatic virtual environments). Chirico 

[11] posits that these very personalized features may assist in 

eliciting higher-intensity awe in a controlled setting. Except for our 

pilot study of 16 participants in VR [12], this is largely unexplored 

especially with interactivity features. The reasons for this are 

largely two-fold: 1) awe-inspiring events are rare in controlled-

laboratory environments; and 2) there is a lack of common verbal 

expression for profound, emotional experiences. 

Phenomenological methodology, self-reports, and interview data 

collection methods provide some insight into the experience of awe 

[8-10, 13-15], but the aforementioned drawbacks exist, with data 

being retrospective, subjective, with possible misinterpretations 

between participant and facilitator; and requiring a laboratory 

environment and extensive time to collect data. Using these 

methods alone, it is challenging to collect data, or suggest that 

findings in the lab may transfer into the field. 

At the same time, researchers need an affordable tool for 

measuring and delivering experiences of awe for further 

understanding of the phenomenon and the events that trigger it. 

With our proposed study, we aim to utilize a deep learning 

multimodal fusion model that can extract salient features from 

multiple biosensors and annotated qualitative events in performing 

classification of affective states. This system will be part of a 

wearable tool comprising of a wireless webcam for video of goose 

bumps and skin conductance sensors (Fig. 2) that can record the 

user’s continuous biosignal data without the need to be in a lab 

environment. Our aim is that by learning salient features of peak 

positive emotional experiences like awe, we can identify features 

in the VR system that prompt these feelings, which in turn will 

allow us to create more effective VR experiences for profound 

emotion elicitation.  

1.2 Data corpus for emotion and affect in VR 

It has been reliably demonstrated that changes with the body’s 

physiological signals represents a shift in emotional state. These 

changes reflect the way the autonomic nervous system (ANS) and 

central nervous system (CNS) process internal events within the 

body and mind. Many physiological sensors can validate emotional 

states and affective moments, with electrocardiograms (ECG), 

heart rate (HR), galvanized skin response (GSR), skin conductance 

(SC), electrodermal activity (EDA), electroencephalogram (EEG), 

and electromyogram (EMG) all reliably tested [16-17]. 

More recently, profound shifts in emotional states of awe and 

wonder have been detected through visible goose bumps on the 

skin. Kelter & Haidt [1] demonstrated that goose bumps are a 

distinct central autonomic nervous system marker of awe 

associated with sympathetic activity. The correlation of chills and 

goose bumps to awe inspiring, affective experiences are well 

established [8, 13, 18]. Sumpf, Jentschke, & Koelsch [19] proposed 

heart rate variability (HRV), and Galvanic Skin Response (GSR) as 

additional measures to goose bumps [20]. 

For human computer interaction (HCI) and UX, physiological 

biosensing are becoming popular for the exploration of user 

affective experience. Findings have revealed significant 

correlations between psychophysiological arousal via HR and EDA 

with self-reported emotion in gameplay [21], with biosensing 

technology now readily available with the surge of wearable 

biosensing technology like FitBit for health monitoring, and 

biosensing interfaces for entertainment (gaming) to replace 

traditional game controllers. 

 

 

Figure 2: Interior view of the wireless wearable research tool, 

consisting of a HD video camera for macro 1 x 1 inch coverage of 

participant’s skin surface for goose bump recording. 

2 DESIGNING AFFECTIVE VR THROUGH 

AI 

2.1 Use of the time series 

A time series (TS) is a collection of values obtained from 

sequentially ordered measurements or values, often visually 

represented as a database or graph. Measurements are uniformly 

spaced (time instants) at a given sampling rate. Represented as T, a 

time series is as follows: 

T = (t1,...,tn), ti ∈  R.                           (1) 

While clusters are frequently used in data mining where labels 

are often unknown in the dataset, classification differs in that 

classes are known in advance, and the algorithm is trained on this 

example dataset [22]. First, we must understand what the features 

are, as they will belong to different classes. This way, when an 

unlabeled dataset is fed into the system, it can assign the 

appropriate class. For this study, TS classification will be the aim 

rather than clustering, as we can appropriately label intense feelings 

of positive emotion into categories. We need our system to identify 

the features as learned through the labeled training data set and 

classify new datasets. This can be done effectively with 

Convolutional Neural Networks (CNNs), which are suitable for TS 

classification through the use of window slicing for classification 

at the slice level [23], and are robust to scaling issues, i.e: different 

time series may contain differing time scales, common with 

biosignal data. As a deep learning method, the features extracted by 

CNNs are not handcrafted (manually added) as they are with non-

deep learning models. 

2.2 Pattern recognition and multimodal fusion 

Pattern recognition consists of recognizing an object based on 

its unique attributes and features. While TS classification and 

pattern recognition is complex enough within a single biosignal TS, 

it is important to note that a comprehensive, accurate classification 
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may not be possible without a multimodal approach. It should be 

noted that humans use multiple modalities to feel and express a 

state [24]; humans do not emote through one channel alone. An 

advantage to using deep learning (DL) in CNNs for multimodal 

biosensing recognition and classification is that the sensors can be 

collected from an unconstrained environment, meaning no 

baseline, and no significant data preprocessing or handcrafted 

feature selection is required [25]; learning can occur through 

ordered feature representation from raw data. Additionally, CNN 

based classifiers have been more accurate than k-Nearest Neighbor 

algorithm and Support Vector Machine models for event 

classification of multi-senor environments [26-27]. It is for these 

compelling reasons and because of the accuracy of DL CNN 

models of emotion and affect that we propose to use a similar 

method utilizing multi-sensor physiological data. Deep multimodal 

fusion models demonstrate filter-pooling methods provide the most 

effective fusion for accurate predictions [28]. User events such as 

annotated comments made by the participant (discrete signals) are 

recorded in parallel with physiological (continuous) biosignals, and 

used in a CNN with a Single Layer Perceptron (SLP). Through 

fusing aspects of the system such as user events with physiological 

data, we can better evaluate the VR system for target affect and 

emotion by understanding the elicitor of the target affect and 

emotional state, and then further facilitate these targets in VR. 

 

3 METHODS 

3.1 Emotional Inducement in VR 

For this study, we are interested in feelings of peak positive 

affect while interacting with immersive VR. Our stimulus is a 

visualization of the Earth, in which many participants experience a 

sense of awe and wonder through visiting places on earth [12]. We 

call this stimulus the ‘Earthgazing’ content, and is presented in VR, 

as seen in Fig. 3. To understand how affect-inducing the 

Earthgazing content is, we need to compare it to content that was 

created for dissimilar purposes. We choose an educational game of 

the same length, designed to be informative in nature and not 

designed to induce positive affect. Both sets of content are created 

by the researchers in Unity3D, and use the same navigational 

interface (HTC Vive hand controllers), and head-mounted display 

(HTC Vive).    

 

 

Figure 3: experimental setup with participant ‘earthgazing’. 

 

DEFINITIONS 

Cued recall debrief: a video situated recall methodology 

applied in naturalistic research, with the aim of re-immersing 

the participant and gaining insight into their thoughts and 

feelings of the system being evaluated. (Bentley et al., 2005) 

Affect: a short term, discrete, and conscious subjective feeling 

that may have an influence upon a person’s overall emotion 

(Bentley et al., 2005, p. 3). Affective meaning is the degree at 

which a situation or object changes an individual’s reaction to 

the environment (Duncan & Barrett, 2007). 

3.2 Data collection and labelling 

For the training data, it is important to accurately label the 

samples accordingly to their affective state. This will be conducted 

through a process of cued recall debriefing, which re-immerses the 

participant with the VR system content and gains insight into their 

thoughts and feelings [29]. This is a trusted method of data 

collection and analytics for UX evaluation, because it can isolate 

features of the system design that may be responsible an affective 

event. During cued recall, the facilitator can view the biosignals on 

TS and annotate a comment made by the participant about their 

affective state (see Fig. 4). Such an affective statement may be 

“Whoa!” indicating surprise or wonder, or “I felt I was part of a 

greater collective”, indicating a potential awe-inspiring experience. 

Participants may also directly categorize their affective states, such 

as statements like “entering this scene made me feel afraid right 

there”, or “I felt awe when I looked at the Earth”. Such statements 

can be coded into their appropriate affective states, through 

thematic analysis. Regardless of how they are coded, the comments 

made by the participant will be annotated on the time series, but 

coded after the session with the participant is concluded.  

These discrete affective annotations can be transformed into 

binary continuous signals and when a window is generated around 

them, features from biosignals may be seen within the window. As 

each annotated event will be within its own window, the window 

as a sample will be pairwise ranked for feelings of awe, excitement, 

motion sickness, and frustration based on the interpretation from 

the cued recall debriefing (coded thematic analysis).  

 

Figure 4: affective comment annotated within a joint display of 

physiological data. 

A final step after the cued-recall debriefing is concluded, is that 

the participant will be asked to rank the entire experience of the 

Earthgazing content and educational content. The facilitator will 

8 
 

In: Artur Lugmayr, Kening Zhu, Xiaojuan Ma (edts), Proceedings of the 10th International Workshop on Semantic Ambient Media Experiences (SAME 2017):  
Artificial Intelligence Meets Virtual and Augmented Worlds (AIVR), International Series for Information Systems and Management in Creative eMedia (CreMedia),  

International Ambient Media Association (iAMEA), n. 2017/2, ISSN 2341-5576, ISBN 978-952-7023-17-4, 2017, Available at: www.ambientmediaassociation.org/Journal



  

 

 

 

ask the participant to rank the more awe-inspiring/exciting/motion 

sickness inducing/frustrating pair: A or B; both are equally so; 

neither are so. The purpose of ranking the entire experience and 

annotating the events themselves is so that we have rankings for the 

preference learning of the model across the experience, and within 

windows centered on events. With this method, we aim for 

experimental validity and to utilize the framework set by 

Yannakakis & Martínez [30] that demonstrates rank-based 

questions yield more reliable models on the constructs of emotion 

and preference than rating-based questions. 

 

4 MODELING, TRAINING, & 

CLASSIFICATION 

Each neuron defines one local feature which is extracted at 

every position of the input signal, with the output creating a new 

signal called a feature map (lower time resolution output). Reduced 

dimensionality of the convolutional layer is created through filtered 

feature maps consisting of the fusion of the biosignals and discrete 

data events (annotated comments from cued recall debriefing) that 

are transformed to continuous binary signals with a decay rate; see 

Fig. 5. Windows are centered on events, displaying the newly 

created signal of patterns. 

The classification is the output layer of the neural network. In 

this case, the classification/output is a representation of the 

affective states. The output will be determined from the outcome of 

the initial corpus data collection, where researchers will be 

assigning annotated events from participants into categories of awe, 

excitement, motion sickness, and frustration. From these 

categories, classifications will be generated. Automation of feature 

extraction is possible through Preference Deep Learning (PDL), 

which was first applied to psychophysiology by Martínez et al., 

[31] with pairwise preference events of affect across two 

biosignals. Preference learning handles pairs of data samples (xP, 

xN), as a model that “outputs higher values for the samples 

preferred on each pair and lower for the non-preferred” sample [28, 

p. 4], xP is preferred over/greater than xN. Since we know some of 

the main features and labels that we’d like to use in our training 

data but still wish to discover new and unknown features, this is an 

appropriate technique. With PDL, the SLP is trained to predict the 

affective state of a user via their biosignals through 

backpropagation, like Rank Margin error function. 

If accurate, this will allow for the VR system to become bio-

reactive and adjust the participant’s environment to personalize 

their experience, IE: if they are predicted to be experiencing fear, 

the system integrates calming audio-visual stimuli; if the 

participant is possibly experiencing awe, the system may respond 

with a crescendo of music and aesthetic beauty.   

 

 

Figure 5: Fusion of continuous biosignals and events (binary 

continuous). 

5 FUTURE WORK 

Through our proposed study, we aim to augment existing rank-

based PDL systems [28, 31] with a validation technique of 

qualitative cued recall data and categorization of participant 

affective states for the labelling of our corpus datasets for positive, 

profound emotion classification. In fusing multimodal 

physiological signals with reported events of affect like awe and 

wonder, our aim is to utilize a CNN for accurate classification of 

output states, demonstrating that complex time series data can be 

integrated in a model of affect. This work involves the collection of 

skin conductance and goose bump physiological data alongside the 

cued recall annotated events from participants for training data (the 

corpus), and once collected will be made open-sourced for public 

use. We will test the model and make iterative adjustments to the 

model parameters, including number of layers, the model will be 

evaluated for accuracy, and reported with descriptive and 

inferential statistics. If the system accurately classifies the target 

output affect states, we will observe whether new salient features 

have been discovered.  

Such a tool as this can be regarded a type of “emotive media”, 

specifically fitting into the characteristic of bio-feedback sensors 

creating a pathway for interactive applications to discover 

emotional states [32]. Because emotional VR has been seen to elicit 
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 5 

specific verbal and physical responses in our studies, such as a 

sharp intake of breath, outbursts of ‘whoa!’, or physically relaxing 

in posture [33], it may be valuable to collect basic social signals. 

Such signals are used in human-robot interaction, with speech, 

posture, and body orientation data collected and modelled into 

behavior generation modules for state-sensitive behaviours [34]. 

Such data could be collected during the creation of the data corpus, 

and coded based on the cues noted in video recordings. This data 

could be particularly useful in helping to differentiate between 

profound affective states that may have similar biosignal features 

in at least one sensor modality, for example between a fear-

inducing moment, or a profound awe-inducing moment, both of 

which may induce physiological goosebumps- yet verbal or posture 

data may clearly indicate which state is more probable.    

In utilizing a deep learning approach to a wearable biosensing 

research tool for study of positive peak emotion, we hope the work 

may be utilized by researchers, designers, and artists for evaluation 

and creation of bio-responsive, personalized VR environments. 
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ABSTRACT
We propose a system for a Virtual Reality (vr) driving simulator
including an Intelligent Tutoring System (its) to train the user’s
driving skills. The vr driving simulator comprises a detailed model
of a city, Artificial Intelligence (ai) traffic, and a physical driving
engine, interacting with the driver. In a physical mockup of a car
cockpit, the driver operates the vehicle through the virtual envi-
ronment by controlling a steering wheel, pedals, and a gear lever.
Using a Head-Mounted Display (hmd), the driver observes the scene
from within the car. The realism of the simulation is enhanced by a
6Degrees of Freedom (dof) motion platform, capable of simulating
forces experienced when accelerating, braking, or turning the car.
Based on a pre-defined list of driving-related activities, the its per-
manently assesses the quality of driving during the simulation and
suggests an optimal path through the city to the driver in order to
improve the driving skills. A user study revealed that most drivers
experience presence in the virtual world and are proficient in oper-
ating the car.
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virtual reality, driving simulation, intelligent tutoring system
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1 INTRODUCTION
Learning how to drive a car involves many hours of training. Com-
binations of complex activities require the driver’s full attention,
and even experienced motorists make mistakes or show wrong
reactions when faced with unexpected events. Having a simulated
setup to improve car driving skills can be useful to both novice
and experienced drivers, as a variety of scenarios that might occur
on real roads can be exercised in a safe environment. In order to
imitate real-life driving scenarios, an immersive Virtual Reality (vr)
environment is required.

Training softwares running in a workplace-like environment,
with a single screen and a keyboard, can be used to simulate an
interactive car ride. However, presence and immersion in such
setups are strongly limited. A keyboard does not resemble the
instruments used to control a car, and a regular monitor fails to
offer a sufficiently large field of view to experience movement.
In addition, there is no physical feedback of acceleration and no
intuitive way of looking around in the virtual environment.

Computer programs have been used to assist in training skills
and have shown improvement in the learning progress when adapt-
ing to the individual learner. We combine a vr headset with a
6Degrees of Freedom (dof) motion system to improve the presence
and immersion of the driving simulation, and include an Intelligent
Tutoring System (its) to adapt the training to the individual user.
In our proposed system, the its suggests an optimal sequence of
exercises, such as stable driving, turning, and reaction, to the user.
These exercises are spatially distributed in the virtual city. As such,
the its is well-suited to be integrated into the driving environment
as a Satellite Navigation System (satnav), which leads the user from
one exercise to the next. Hence, the its does not interfere with
the driving immersion and the user can follow the instructions
provided by the satnav without being distracted from driving.

2 RELATEDWORK
Virtual Reality Simulations. The Railway Technical Research
Institute (RTRI) has developed a vr safety simulation system where
users can train how to respond to critical situations [9]. In a virtual
environment, various types of problems can be simulated. Users of
the system are required to cooperate with each other and resolve
problems in order to prevent further complications and restore
services as soon as possible. The goal of this system is to offer a safe
environment where unpredictable or dangerous incidents can be
handled by public transport staff. The knowledge and experience
gained in training situations in the virtual environment can be
projected onto real-life scenarios and improve people’s performance
in problem solving.

In a different simulation, Augusto et al. [1] show how vr can
be used to train security staff in securing and protecting nuclear
facilities. Based on construction plans of a nuclear power plant,
a virtual environment is created. In a game-like training mode,
security staff watch the facilities while the system simulates an
infiltration attempt where intruders try to access restricted areas.
The authors propose a way to improve physical security of nuclear
facilities in two ways, by offering a method to analyze the facil-
ity’s infrastructure and by enabling security personnel to actively
practice operations in vr.

Both of the aforementioned projects aim at improving real-life
performance in difficult scenarios by providing training in virtual
environments, from which users learn how to handle real-life situ-
ations. In both examples, however, the exercises in the simulated
scenarios are manually created and not adapted to the specific skills
of the user. Carefully matching the tasks and their order to the
needs of the user requires manual input.
Learning Progress. Previous work [3] has shown that the order
in which exercises are solved can have a major influence on the
learning progress. The optimal sequence depends on the subject
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solving the exercise and varies between individuals. The authors
proposed a method to estimate the learning progress in each exer-
cise and generate a sequence tailored to each user. When testing
their algorithm, Zone of Proximal Development and Empirical Suc-
cess (zpdes), on primary school pupils solving basic math exercises,
they showed that the system-generated order of activities yields a
better overall learning progress than one defined by experts.

In our work, we combine the use of a vr training environment
with the approach of dynamically adapting the sequence of trained
activities using the zpdes algorithm.

3 HARDWARE AND SOFTWARE
ENVIRONMENT

Applying a tutoring system to car driving requires an environment
where different skills can be trained. For this purpose, we created a
vr driving platform to simulate an interactive car ride through a
city. We used Unity, a 3D game engine, to combine visuals, a physics
simulation, interaction with input devices, and a motion system.
The following section presents an overview of all components used
in the simulation, and describes how they interact with each other.

3.1 Hardware
Motion System. To exert physical forces on the driver, we employ
a Thruxim Pro 6dof motion simulator by CKAS Mechatronics
Pty Ltd. It supports linear displacement of the driving platform
along the X, Y and Z axes, as well as rotation in all three directions.
This allows simulating linear acceleration by moving and tilting
the platform in the corresponding direction. For example, when
accelerating in a real car, the driver is being pushed back into the
seat. On the simulator, this can be imitated by rotating the platform
around the horizontal axis. Lateral forces that occur while turning a
car can be simulated by tilting the platform around the longitudinal
axis. When the simulated acceleration is constant or changes very
slowly, this creates an illusion of linear acceleration without an
actual linear movement. In car driving, however, there are strong
changes in acceleration. For instance, when driving at a constant
speed and then immediately braking, the acceleration along the
forward axis changes in almost no time from 0G to as much as
1G [8]. When the rotation of the platform changes too quickly, the
motion is perceived as a rotation around the center of the platform
rather than a change in velocity, thus destroying the illusion of
linear acceleration. To avoid this, the tilting is supported by an
actual linear movement along the corresponding axis. Especially at
higher acceleration change rates, this can reduce the perception of
a rotational movement [2].
Cockpit Mockup. The platform is equipped with a driving seat
taken from an old Ford Ka and a wooden frame for mounting the
steering wheel, the pedals, and three screens. Three 27-inch moni-
tors have been arranged to offer a feld of view of up to 120 degees,
depending on the driver’s position. A Thrustmaster T500RS steer-
ing wheel and pedal set along with an 8-gear shifter imitate input
devices present in real cars. Force feedback can be applied to the
steering wheel. Fig. 1 shows the cockpit mockup mounted on the
motion platform.
Head-Mounted Display. The virtual environment is either pre-
sented on the three screens or through an HTC Vive Head-Mounted
Display (hmd). The hmd is tracked using two base stations installed
on the ceiling above the simulation platform. When moving or
turning the head, the camera is moved accordingly in the virtual

Figure 1: Cockpit mockup on the motion platform.

scene so that the driver is able to examine objects in the cockpit
from different angles. Movement of the motion platform is sub-
tracted from the hmd’s position and rotation so that the driver’s
perspective remains relative to the cockpit when linear acceleration
is simulated. The Vive’s display has a resolution of 2160×1200 pixels
(1080 × 1200 per eye) and its optics offer a field of view of up to
110 degrees. The display refresh rate is 90Hz which allows for
low-latency updates when moving and rotating the head [10]. The
tracking system records the hmd’s position with a maximum tol-
erance of 2mm [6]. For our application, this is precise enough so
that the user does not detect any jitter. We considered the total
weight of 550 g [7] to be acceptable in that, even after test runs on
the simulator above 30minutes, no driver reported discomfort from
the headset’s weight.
Computer. A gaming computer with a 4GHz Intel Core i7-6700K
processor, 32GB memory, and two Nvidia GeForce 1080 graphics
cards, with 8GB graphics memory each, drive the simulation.

3.2 Physics Simulation
The way a car behaves is influenced by various parameters such as
mass, engine power, tire friction, and suspension. Some of these can
be easily modeled with Unity’s built-in physics engine. For others,
we had to build new models based on specific characteristics of the
car.
Suspension and Tires.On an abstract level, a vehicle such as a car
consists of a rigid body with a number of wheels attached. In this
case, there are four wheel, two of which are driven by an engine. In
Unity, each wheel is configured to push the body of the car upwards.
As on a real car, the wheels are not directly connected to the body
but use a simplified suspension, simulating a spring and a damper.
The amount of force applied by the wheel colliders depends on the
configuration of the suspension model.

Along with the suspension properties, the tire friction is defined
for each wheel. Unity uses a two-spline curve to specify the force
exerted on the contact point between the wheel and the road as a
function of tire slip, the magnitude of the motion vector between
a tire’s contact point and the road. The tire slip is zero when the
wheel has full traction and increases when the tire slides on the road,

2
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e.g. in an emergency brake. The wheel friction spline is defined
by two points, (expremum slip, extremum force) and (asymptote
slip, asymptote force). Given a value for tire slip, the force on the
wheel is taken from evaluating the spline. Since this is a vague
approximation of a tire’s behavior, the values do not correspond to
any specification but have been evaluated by testing the slipping
behavior when accelerating, braking, or turning the car at high
speeds.
Engine and Transmission. The simulated car has a combustion
engine, which means that the torque produced is a non-linear func-
tion of the engine speed. It is usually specified in revolutions per
minute (rpm). In other words, when pushing down the accelerator
pedal, the force that is being output by the engine depends on how
fast the engine is already going. For this simulation, we used the
specification of a Fiat 500’s engine [12]. The engine keeps its speed
at a predefined rpm value when the car is stationary or driving
very slowly. This is done by gradually increasing the throttle until
the idling speed is reached. The engine stops when its speed drops
below a minimum rpm value.

wheels gearbox engine
wheel rpm engine rpm

wheel torque engine torque

controls

brake torque gear
clutch throttle

Figure 2: Components of the transmission model. The dri-
ver’s input controls how fast the engine should accelerate,
how much brake force is applied, how far the clutch is en-
gaged, and which gear is selected.

The wheels are not directly driven by the engine. They are con-
nected to the gearbox, translating the engine’s speed to a different
output speed defined by the gear’s transmission ratio. As shown
in Fig. 2, engine, gearbox, and wheels are connected to each other
and are controlled by the driver’s input.

3.3 3D Content Generation
Creating an appealing visual design substantially contributes to
the realism of a virtual reality application. 3D models of cars, a
detailed model of the car cockpit, and a set of traffic signals have
been manually created to add to a life-like car driving experience.
A city generator has been used to generate 3D models of buildings
and a street layout upon which roads are dynamically constructed
in Unity.
Car and Cockpit Model. We created a 3D model of a Fiat 500
and integrated it with Unity’s built-in shaders and support for
performance-saving Level of Detail (lod) rendering. A detailed
model of the car’s interior has been designed to resemble the real
cockpit. It contains a speedometer, a tachometer, mirrors, control
LEDs for the indicators, and a satnav, which displays directions
provided by the its. The mirrors correctly display the scene behind
the car. This has been realized by placing three cameras in front of
themirrors, each rendering the virtual environment as seen through
the respective mirror. The camera’s rendered output is stored in a

render texture and displayed on the mirror. Fig. 3 shows the view
presented to the driver when sitting inside the car’s cockpit.

Figure 3: Interior view of the car. The mirrors reflect the
environment behind the car. The satnav displays directions
and distance to the next junction.

City Generation. Manually creating a large-scale virtual environ-
ment, such as a city with road junctions, buildings, and traffic sig-
nals, is a time-consuming task. For the generation of the simulated
city we used CityEngine, a city generation software developed by
Esri. It features rule-based geometry generation and offers highly-
customizable models of buildings and roads. In a first step, we
defined a road network graph containing nodes that are connected
by road segments. Each road segment holds information about the
number of lanes, the lane width. as well as the sidewalk width.
Additional user-defined properties are added to define the maxi-
mum allowed speed on each lane and a flag indicating which lane
goes in which direction. Once the road network has been defined,
CityEngine subdivides areas enclosed by streets into footprints
of buildings. It generates the building models and road geometry,
including sidewalks. All generated models can be exported into a
variety of 3D formats, including FBX, which are then imported into
Unity.
For the driving simulator, we required more control over the exact
shape and textures of the roads, especially at junctions. We there-
fore decided to not export the street geometry but to dynamically
generate roads in Unity. A Python interface provides access to the
coordinates and other attributes of all nodes and segments defined
in the road network. With an export script, we write all information
that is required to construct the roads into an XML file. An import
script in Unity reads the exported file. In a first step, the road graph
is created from the information contained in the node and segment
tags. Then, the road geometry is created along the shape of the
road segment and overlaid with asphalt textures containing road
markings. Where two road segments join, the geometry is aligned
so that there is no gap. In addition to the road geometry, sidewalks
are generated along both borders of the road. As on real streets,
the sidewalks are rounded on corners to enable proper turning at
junctions. Fig. 4 shows a junction generated based on a CityEngine
export. The complete city is shown in Fig. 5.
Performance. The city we created contains nearly 9 kilometers of
roads, 519 buildings, and 40 cars that drive around the streets. Using
the following optimization techniques, we achieved a framrate
constantly above 60 Frames per Second (fps). The number of draw
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Figure 4: Road geometry with and without textures applied.
The yellow lines mark the center of the road segments con-
necting the nodes. The lanes are symbolized with a white
line and the direction of each lane is indicated by the arrows.

Figure 5: Imported city with 8896m of roads, sidewalks, and
519 buildings.

calls could be drastically reduced with Unity’s built-in occlusion
culling. The physics calculation for other cars is only activatedwhen
they are closer than 60meters to the driver’s car. Communicating
with the motion platform and calculating the shortest path to the
next target are handled in separate threads to not block the main
thread.
The 90 fps refresh rate of the HTC Vive caps the frame rate of the
simulation.

4 AI AND ADAPTIVE LEARNING
With a working environment of a driving scenario in place, we
extended the simulation with a traffic simulation of Artificial Intel-
ligence (ai)-controlled cars and implemented an adaptive learning
system to train the driver.

4.1 AI Cars
In order to simulate lifelike behavior of other road users, the system
must know where, when and how fast the computer generated cars

drive. In this simulation, other cars are required to be able to follow
a lane, automatically accelerate and brake, respect each other’s right
of way, and indicate where they go using their turn signal. With
precise information about the position of each lane, it is easy to have
other cars just follow the road. In order to allow ai cars to correctly
handle turning at junctions, we extended the lane information by
junction segments, connecting incoming and outgoing lanes at
each intersection. Each junction segment is then assigned a unique
priority, specifying which car can go first. While driving along the
lanes and turning at junctions, all computer controlled cars obey
the following rules:
Do not exceed the allowed speed. When driving, the cars accel-

erate up to a speed of 50 km/h, the allowed speed in the city.
Keep enough space to the car ahead. The gap between the cars

is always big enough to safely come to a stop when the driver
in front suddenly brakes. It is calculated from the car’s current
velocity and the configured braking acceleration.

Respect right of way. Before crossing a junction, yield to other
road users that have the right of way.

Complete stop. Respect the same rules as on natural intersections,
but come to a complete stop before driving onto the junction.

Stop at red lights. When on a red light, stop behind the signal-
ization. After the light turns green, drive onto the junction but
respect other vehicles who have the right of way (e.g. when
turning left, yield to oncoming traffic).

4.2 Intelligent Tutoring System
The ability to drive a car involves skills in a set of activities. Clement
et al. [3] show that the order in which activities are trained has an
impact on the overall learning progress. Their proposed algorithm,
zpdes, optimizes the activity sequence based on continuous evalua-
tion of a driver’s skills. Activities are organized by exercise type and
difficulty level. The Zone of Proximal Development (zpd) defines
a subset of activities that are expected to improve the user’s skills
when being trained. zpdes updates this set based on the evaluation
of each performed activity and selects the next activity with the
highest expected learning progress.

In this section, we will show how we created an its by adapting
the the zpdes algorithm to the task of car driving, how a driver’s
skill in various activities is continuously tested, and how the activi-
ties chosen by the its are presented.

Activities. During a discussion with a professional driving instruc-
tor, we assembled a list of abilities that define a good driver. While
we agreed that automatically deciding whether a person is pro-
ficient in car driving is not possible in an artificial environment,
we were able to define a subset of these abilities that make sense
to be trained on a driving simulator as they can be tested under
controlled conditions and evaluated by the system:

Stable driving (on straight roads). The driver maintains a sta-
ble track with only little variance in the distance to the center of
a straight lane.
Evaluation: When on a lane segment, the distance between the
car’s position and the closest position on the lane segment is
recorded every meter. The recording starts a certain distance d
after the start node of the segment and ends d before the end
node to ignore deviation from the lane caused by turning. After
enough samples have been recorded, a score between 0 and 1
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is given based on the variance of the samples (lower variance
yielding a higher score).

Stable driving (on curved roads). This activity has the same ob-
jective and uses the same technique of evaluation as the Stable
driving (on straight roads) activity but is tested on curved roads
for increased difficulty.

Turning. Execute all steps required to properly turn the car at a
junction (check mirrors, look over shoulder, set indicator).
Evaluation: When approaching a turn, check head rotation and
indicator state. A score of 1 is rewarded when all steps have been
executed. Failing to set the indicator reduces the score by 0.5,
not checking the mirror by 0.3, and a missing shoulder check by
another 0.2.

Complete stop. Bring the vehicle to a complete stop at a stop
sign.
Evaluation:When passing a junction from a road signaled with a
stop, the vehicle must be completely stationary within a certain
distance before the stop line. This activity is graded in a binary
way, yielding either 1 or 0 points.

Constant speed (without elevation). The driver maintains con-
stant speed throughout a lane segment on an even road.
Evaluation: In a fixed time interval t , the car’s velocity is recorded.
If the speed needs to be reduced due to traffic driving slower,
the recorded sample is discarded. Similar to the stable driving
activity, the variance is calculated to give a score between 0 and
1. If the end of the lane segment is reached without collecting
enough samples, the activity is aborted and not scored in order
to prevent incorrect evaluation.

Constant speed (on up or downhill roads). This activity has the
same objective and uses the same technique of evaluation as the
Constant speed (without elevation) activity but is tested on either
ascending or descending roads.

Reaction. React to a vehicle unexpectadly crossing the driver’s
path.
Evaluation: A computer controlled car is positioned at a junction
crossing the way of the driver’s vehicle. The car then pulls out
to provoke a collision if the driver does not react quickly. The
score is calculated from the time between the other car starts
moving and the moment the driver hits the brakes.

Adaptation of the ZPDES Algorithm. In a first step, the activi-
ties are structured into the activities graph, as depicted in Fig. 6,
which orders them by exercise type and difficulty level. The two
stable driving activities, as well as the constant speed activities,
are connected as they are activities of the same type. The second
version of each is considered more difficult, which is why they
are positioned at a higher difficulty level in the graph. Amongst all
other activities, the difficulty level is the same. When the simulation
starts, all activities of the lowest difficulty level are included in the
zpd while the more difficult ones are excluded.
Selecting the Next Activity. Based on the result of previously
solved activities, zpdes suggests the next activity to be chosen.
Each activity can be tested at various locations on the map. In order
to complete as many activities as possible within a given time, the
closest instance of the activity should be found. Given an activity
and the current position of the driver, the distance of the shortest
path to each activity instance is determined usingDijkstra’s shortest
path algorithm [4] and the one with the minimal distance is set
as the target on the virtual satnav. Once the path to the chosen
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Figure 6: Activities graph with initial ZPD (a) and updated
ZPD where the more complex activities have been activated
(b).

activity is known, all activity instances on the way can be tested,
gaining additional information about the driver’s performance.

5 EVALUATION
In order to evaluate the driving simulator, we conducted a user study.
The goal was to determine if the overall quality is high enough, to
validate if the simulator can be used for future experiments, and to
collect user feedback for possible improvements.
Experiment Design. We invited a total of 17 participants from
various departments, as well as people not related to our facility.
All of them had a valid driving license and were familiar with the
Swiss traffic rules. 5 (29.4%) of the participants were female and the
average age was 29.5 years (SD: 8.3 years). After being instructed
how to operate the vehicle, the participants were asked to wear the
hmd and drive through the virtual city for 15 minutes, following the
directions given by the satnav. A simulator sickness questionnaire
[5] was filled in before and after the driving session. A presence
questionnaire [11] was answered after the test run. The drivers
were told to immediately abort the experiment as soon as they
experience any kind of discomfort.

5.1 Results
4 participants (23.5%) aborted the run due to symptoms of simulator
sickness. The rest managed to complete the 15minutes run without
experiencing major discomfort.
Presence. In a total of 22 questions, the participants indicated
how strongly they experienced presence in the simulator by giving
values between 1 (not at all) and 7 (completely). These questions
were then evaluated and converted into a scoring scheme in 7
subscales as shown in Fig. 7. The overall presence is on a satisfactory
level. Of the measured criteria, the quality of the sound effects yields
the lowest score, which we figured we can improve in a future
version. A relatively high score on the possibility to act subscale
suggests that the simulated behavior of the car resembles a real-life
car to a level that enables users to control the vehicle through the
virtual scene.
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Figure 7: Evaluation of the presence questionnaire (N = 17).
A score between 1 and 7 is calculated for each of the sub-
scales. The median is marked with a bold black line. The
boxes show the 25th and 75th percentile. The whiskers are
limited at 1.5 IQR and outliers above or below are symbol-
ized by black dots.

Simulator Sickness. The participants indicated how strong they
experience discomfort by assigning values (0: none, 1: slight, 2:
moderate, 3: severe) to 16 symptoms. The same set of questions
was asked before and after the test run. Evaluating the simulator
sickness questionnaire summarizes symptoms on three subscales:
Nausea, oculomotor disturbance, disorientation, and a total score.
Fig. 8 shows the results of the questionnaire before and after the test
subjects participated in the driving activity. The most considerable
increase in discomfort is reflected on the nausea subscale. This can
be explained by the fact that, with our hardware setup, real acceler-
ation cannot be experienced. The acceleration imitated by tilting
the platform pretends that the user is moving but a discrepancy
between the visual representation and the physically perceived
movement remains, which for some people leads to feeling nau-
seous.

total

nausea

oculomotor

disorientation

0 1 2 3
score

after
before

Figure 8: Evaluation of the simulator sickness questionnaire
(N = 17). A score between 0 and 3 is calculated for each of
the subscales before (yellow) and after driving (orange). The
median ismarkedwith a bold black line. The boxes show the
25th and 75th percentile. Thewhiskers are limited at 1.5 IQR
and outliers above or below are symbolized by black dots.

Lessons Learned. We interpret the results of the presence ques-
tionnaire as an indication that the behavior of our simulation resem-
bles a real-life car to a level that enables users to control the vehicle
through the virtual scene without major difficulties. The simulator
sickness questionnaire revealed that driving through the virtual
environment leads to a slight increase in discomfort for test runs
below 15 minutes. Future experiments should therefore be designed
to last only for short periods of time. Applied to the objective of

improving car driving skills in a virtual reality environment, this
suggests a setup with a series of many shorter training sessions
rather than few long ones.

6 CONCLUSION
We have shown how vr technologies can be applied to create an
immersive car driving experience. We explained how physical prop-
erties influencing the driving characteristics of a car can be sim-
ulated, and presented in a way to model the behavior of a car’s
engine and transmission system. Our software connects to a 6dof
motion system to simulate acceleration while driving, and queries
input devices in the cockpit mockup, controlling the virtual car. ai
cars drive through the city, follow the existing traffic rules, and
interact with each other, as well as with the user’s car. We pre-
sented five different types of driving-related activities that can be
trained and automatically evaluated through an its. By adapting the
zpdes algorithm for car driving, we have shown how a personalized
teaching sequence can be generated. Challenges involving limited
computational performance, integration of motion hardware, and
efficiently simulating city-wide traffic could be addressed. A user
study revealed that most users experience a good level of presence
in the virtual world and are proficient in operating the car on the
vr driving simulator.
Future Work. The information gathered from the user study pro-
vides useful information when setting up further experiments. With
a future user study, we aim to evaluate how strong the its’ effect is
on the learning progress. The content generation framework we
provided can be used to create driving environments tailored to
specific requirements posed by future research in vr car driving.
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ABSTRACT 

Exploration of points of interest (POI) in urban environments  is 

challenging for the large amount of items near or reachable by the 

user and for the modality hindrances due to reduced manual 

flexibility and competing visual attention. We propose to combine 

different modalities, VR, AR, haptics-audio interfaces, with 

intelligent recommendation based on a computational method 

combining different data graph overlays: social, personal and 

search-time user input. We integrate such features in flexible 

itineraries that aid different phases and aspects of exploration. 

CCS CONCEPTS 

• CCS →  Human-centered computing →  Human computer 

interaction (HCI) →  HCI theory, concepts and models 

KEYWORDS 

Intelligent recommendation, Augmented Reality, Urban 

Exploration , Multimodal Interaction 

1 INTRODUCTION 

Urban environments offer copious points of interest (POI) 

comprising sites, services, or cultural artifacts which are distributed 

in space and can also be encountered as dense assemblies in 

particular areas. This offers great opportunities for personalised 

exploration but also the challenges. Firstly considering the choice 

of interaction modality aggravated by limited manual flexibility 

and competing visual attention for safety. Moreover, the large 

amount of POI near the user or potentially reachable, suggests 

personalized recommendations which can  make use of the 

extensive social data available on the web, e.g., tags, ratings and 

reviews.  We propose to combine multimodal AR and intelligent 

recommendations for a new generation of urban exploration 

systems (Figure 1). The approach has been prototyped in an actual 

system integrating different modalities, such as virtual reality (VR), 

augmented reality (AR), and haptics-audio interfaces, as well as 

advanced features. Intelligent recommendations use a 

computational method combining different data graph overlays: 

social, personal and search-time user input. The integration of 

multimodality, MR and intelligent recommendations is synthesized 

in flexible itineraries that aid planning, serendipitous discovery and 

wayfinding. 

2 REQUIREMENTS FOR THE URBAN 

EXPLORER 

2.1 Facilitate serendipity 

Most touristic applications are based on finding the route from 

visitor position to a particular Point of Interest (POI), e.g., a 

museum, restaurant, or church. Such an approach usually relies on 

geographical visualization of the environment (such as a 2D map)  

complemented with a route and POI list. This information is 

suitable for wayfinding, but less for the broader issues of 

exploration, like getting an overview or choosing a worthwhile 

destination. Facilitating serendipity comes a significant issue in 

designing for exploration rather than wayfinding. Users should be 

allowed to have significant experiences by chance. One possible 

way to facilitate the process is to provide users with an extended 

awareness of the surroundings by delivering cues, either 

proactively or by responding to explicit user requests. 

2.2 Connect the user to the surroundings 
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While exploring a place, the user’s focus of attention should be on 

the surroundings. Virtual information (e.g., 2D maps or POI lists) 

redirect the user’s attention to the device screen and spare little 

cognitive resource in exploring the surroundings. To avoid safety 

concerns and a possible negative impact on the quality of 

experience, 

technology 

for urban 

exploration 

needs to 

redirect the 

attention of 

the visitor 

from the 

device to the 

surroundings. Multimodal displays provide the necessary 

redundancy so that the user can remain connected to the 

surroundings, while receiving visual, haptic, or aural cues from the 

system. 

2.3 Personalize Recommendations and Search  

A rich urban environment can contain a large number of POIs. Yet, 

identifying relevant information is challenging with common 

search tools, resulting in an impoverished experience. For example, 

the same top-rated POI would be pushed to all nearby users. It is 

crucial to combine search engines with personalized 

recommendations based on the user profile and contextual 

information. A technology for urban exploration needs to retrieve 

information that matches user interests and external factors (e.g., 

opening hours, weather forecast, etc..) with the POI available in a 

particular place. This requires a model of users and their context, 

select the most appropriate content, and deliver it in the most 

suitable way (Ardissono et al., 2012). We also see a need to 

acknowledge variability in the visitors' profile. Users should be 

allowed to transfer from one profile to another one, rather than 

being confined to a static (or not easily changeable) profile. 

2.4 Respect perceptual requirements 

Multimodal interaction methods aim at improving human-

computer communications by utilizing all available modalities of 

human input and output, in a natural manner (Turk 2014). 

Multimodality can free cognitive resources from the device toward 

the environment. This is especially important in a mobile setting 

(Lemmelä et al. 2008). Depending on the situation, users can 

choose the modality providing the most suitable level of safety, 

obtrusiveness, social acceptance, level of detail, and so on. For 

example, the visual modality may provide more detailed 

information, but requires more cognitive load. Multimodal access 

also makes information more accessible for disabled people. 

However, a user augmented with an interface supplying 

information through multiple modalities may easily be 

overwhelmed by information overload, or may fail to acknowledge 

information which is presented in a way that does not meet 

perceptual requirements.  Occlusions on the screen, or clutter in 

general (including auditive and haptic jamming) defeat the 

objective of augmentation. Perception management must include 

strategies that avoid such situations. For visual displays, view 

management is required to ensure visibility of both real objects to 

relocate POIs to inconspicuous regions of the display (Bell at al., 

2001). Multimodal interfaces need to generalize across multiple 

display dimensions (visual, audio, haptics) and decide where and 

how information items should best be displayed. These 

presentation management tasks require continuous optimization 

and can be computationally demanding. 

3 COMPONENTS FOR URBAN 

EXPLORATION 

 

 

 
 

Figure 1: Above example of cultural content in Padova, Italy, including POIs of different categories copiously distributed around 

the city with several dense areas, models, narratives of interiors or exterior artefacts such as the famous anatomical theater, or 

the history rich Abbey of Santa Giustina. Below: core support components responding to requirements of the explorer of urban 

environments with dense POIs: personalized recommendation,  itinerary support, multimodal interaction responding to mobile 

and situational hindrances. 
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3.1 Personalized Social Discovery  

We used two criteria for generating recommendations, one based 

on social rating and the other based on the visitors' profile. Social 

rating, as used in Tripadvisor or Booking.com, is a Web 2.0 

technology, which analyzes the experience of other visitors to 

single out highly rated POI. Its credibility relies on two aspects: 

First, the information is neutral, since the ratings come from peer 

visitors. Second, reliability increases with the number of collected 

ratings, because unfair ratings are diluted with increasing sample 

size. Alas, the reason for certain destinations becoming highly 

popular are obscure and may be owed to reasons that do not concern 

the inquiring visitor, especially, if visitor deviates from the 

evaluation group.  

Therefore, recommendations in our system are always 

considering the  user's profile. Weighting by both crowd-sourced 

ratings and by personal preferences better facilitates serendipity, 

since recommendations can be based on either. Users may also turn 

off either ratings or profiles (or both), allowing unfiltered access to 

all POI information.   

Our technique for personalized search and recommendations 

is based on three main parts (Orso et al. 2017): a data model that 

defines the representation of multiple data sources (content, social, 

and personal) as a set of overlaid graphs (see Figure 2), the 

relevance-estimation model that performs random walks with 

restarts on the graph overlays and computes a relevance score for 

information items, and the user interface (Figure 2). 

3.2 Flexible Itineraries 

Recommended POIs as delivered by the component in the previous 

section can be flexibly managed in planning and during visits 

providing support for situational plan changes and wayfinding (see 

Figure 3 for the UI where the user can choose recommended POI 

for an itinerary). In order to do some planning and optimize the 

visit, the tourist plans a path connecting the different POIs that are 

retrieved by the recommendation engine, creating a customized 

itinerary. The itinerary is built with the help of a routing service 

(e.g., Nokia Here). However, regular way-finding is replaced by a 

joint space+time optimization concerning the recommended POIs: 

Which set of POIs could be visited this morning? Which area of the 

city should be visited today? Alternatively, itineraries curated by 

professional tour guides can be retrieved, which highlight a topic 

of the urban environment (e.g., religious places, art museums, 

famous nightlife places or restaurants) or even tell a story (e.g., life 

of Galilei). Both types of itineraries do not force the visitor to 

follow the suggested path. Instead, the itinerary is merely an initial 

suggestions, from which the visitor can divert and return to 

afterwards. Visual or haptic cues regarding the location of the next 

POI to be visited can be provided as requested by the visitor.  

 

Figure 3: Itinerary building. Recommended POIs can be 

selected to create a custom path. 

 

  

Figure 2: Social web data are modeled as a set of overlaid graphs composed of social tags, social ratings, users’ personal 

preferences, and search-time preferences observed from the interaction with the system. Each of these data are connected to 

the retrievable items on a graph overlay. 

 

20 
 

In: Artur Lugmayr, Kening Zhu, Xiaojuan Ma (edts), Proceedings of the 10th International Workshop on Semantic Ambient Media Experiences (SAME 2017):  
Artificial Intelligence Meets Virtual and Augmented Worlds (AIVR), International Series for Information Systems and Management in Creative eMedia (CreMedia),  

International Ambient Media Association (iAMEA), n. 2017/2, ISSN 2341-5576, ISBN 978-952-7023-17-4, 2017, Available at: www.ambientmediaassociation.org/Journal



 . 

 

 

 

3.3 Wearable and haptic guidance  

Deploying aural and tactile channels as a complement to a visual 

channel into the system would benefit the users in terms of safety, 

while enhancing awareness of the surroundings. Touch based 

visual interfaces have presented high responsiveness and enabled 

integrated input and output concentration on the same surface. 

However, this comes at the cost of drawing much visual attention 

of users onto the interface and would result in ignoring surrounding 

environment, which could raise concerns in the context of 

designing for urban exploration. Eyes-free interaction could be an 

alternative to visual interfaces, releasing the visual attention back 

to the environment and increasing awareness. 

The advance of wearable technologies enables increasing 

awareness of the surrounding as well as a more engaged experience 

through interaction design. For example, a vibrotactile vest could 

offer a hands and eyes free navigation, leveraging both location on 

the body and distinctive vibration patterns to indicate cues such as 

direction, degree of turn, speed or user error. This literally enables 

embodied interaction with the environment. The wearers are 

steered towards their chosen POIs, prompted in a ‘natural-enough’, 

pleasant and easily understood manner. Similarly, a headset 

capable of 3D audio could not only provide essential textual 

information, but also spatial information of the environment, such 

as distance, increasing or decreasing proximity and direction of a 

POI as well as category of POI (e.g., cultural, shop or service).  

Moreover, a sensor and actuator equipped glove provides hand 

gesture recognition for direct interaction with the real environment, 

such as selection via pointing. While a POI is distant and 

untouchable, it could be represented through the vibration on the 

hand. The non-visual multimodal interaction is complemented 

visually by the real scene seen by the user. Data from a comparative 

study with a context-aware mobile app has shown that, while 

experiencing similar performance of different evaluation metrics, 

smartphone users spent in average 70% of time looking at the 

screen when exploring the urban area, while users wearing our 

haptic glove (Figure 4) were able to have a good exploration 

experience while leaving their visual attention on the surroundings 

(Jylhä et al., 2015). 

3.4 Augmented Reality of Urban Artifacts  

Mobile AR browsers have recently become very popular  (Grubert 

et al., 2011). They commonly augment an urban POI using GPS in 

combination with the orientation sensor of modern smartphones. 

Although this approach works well for distant POI locations 

surrounding the user, the applications often suffer from an 

imprecise user localization for artifacts in the close proximity of the 

user.   

Therefore, we have built an image-based localization 

pipeline, which is able to precisely estimate the camera pose of the 

user’s AR device. Our implementation includes a localization 

system based on an analysis of visual features and an incremental 

tracker. The goal of our system is to localize a query image (the 

current video frame) within a known 3D world. We represent the 

world using a 3D point cloud and we accurately identify the 6-

degrees-of-freedom pose (i.e. position and orientation) of the 

acquired camera image with respect to the 3D world model by 

searching for corresponding points within the 3D model and the 2D 

camera image.  

On top of the localization system, we have developed a fast 

incremental 3-degrees-of-freedom tracker in order to update the 

user’s pose after its initial localization. For AR in urban 

environments, typical scenarios use rotational movement only (i.e., 

panning the device around while staying in place). Combining the 

absolute 6-degrees-of-freedom camera pose (which we retrieved 

from the localizer) and relative 3-degrees-of-freedom camera 

rotation yields a full 6-degrees-of-freedom pose for every camera 

frame.  

We also reliably suppress clutter by restricting the maximum 

annotation density on the display. If the POI list from the 

recommendation engine is too long and does not comfortably fit on 

the screen, conventional view management works by just omitting 

low-ranking annotations, making serendipitous discovery 

impossible. Adaptive view management (Tatzgern et al., 2016) 

folds similar annotations of low importance into a single “group” 

POI, which initially takes less space, but can be unfolded by the 

user on demand (Figure 5). 

The AR visualization points the user to relevant objects 

which he or she can select for detailed information. A green icon 

indicates that animated content is associated with the astronomical 

clock. Next to the center, an abstract visualization indicates a 

cluster of search results, including the overall amount and the type 

encoded in color. The reticle in the center of the screen can be used 

to aim at POI icons by moving the tablet. When the reticle matches 

with a POI, users can tap with the thumb on the target button on the 

edge of the screen to confirm selection. In the case of Figure 4 the 

user can activate an animation on the . astronomical clock (Figure 

6). 

   
Figure 4: Left the haptic glove; and right the audio-haptic 

exploration, in which a user points at a POI with the haptic 

glove and listens the associated audio description. 
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3.5 3D Engine and Virtual Reality.   

As an alternative to AR we provide a virtual reality view of the 

environment. The AR view has the fundamental property of being 

egocentric. On one hand, it provides intuitivity due to the short 

cognitive distance between the real view and the view on the 

screen—they are always aligned (see section Augmented Reality of 

Urban Artifacts for AR Content Registration). However, it also 

poses limitations. Augmented content is overlaid on top of video 

feed with no capability to resolve real world occlusions, such as 

people walking by. A label that is supposed to be on a building 

facade will hang in front of everything. This contradicts human 

depth perception, where occlusions provide the strongest depth cue.  

Similarly, content that belongs to the far side of a building would 

be also visible. Indeed, incorrect depth interpretation is the most 

common perceptual problem in AR applications. In our system, the 

second case is handled by an online visibility test hosted in the 

client device, utilizing our 3D city model as a virtual occluder. For 

the first case, we offer an alternative. 

AR’s egocentric view does not allow easy virtual exploration 

or visual navigation planning. Our realistic 3D city model 

compensates for this, allowing free motion of the viewpoint in the 

full 3D environment (Figure 7). Furthermore, the default 

interaction mode for the 3D map follows the AR pointing 

metaphor: the initial view position and orientation are aligned with 

the position of the user and the orientation of the device. Users can 

choose either AR or 3D representation, with a smooth transition. 

The 3D map implementation is based on the m-LOMA mobile 3D 

city map engine, utilizing visibility preprocessing, level-of-detail 

management, and temporal coherence for optimal resource usage 

(Nurminen, 2008).  

 
Figure 7: Virtual Exploration. 

4. CONCLUSIONS AND WORKSHOP INPUT 

In the approach presented we demonstrated the combination of 

machine learning and Mixed Reality in exploring urban 

environments. In particular we show how a recent machine learning 

technique utilizing social media data can support personalization 

for recommendation and search in mobile VR and AR in urban 

settings. The approach has been evaluated only in partial 

experimentation with separate components , however it 

demonstrates important opportunities in benefiting from big data 

such as social media reviews, ratings and tags for application in 

MR. Recently important investment have been made in big data 

including ambitious promises of benefits. However only recently 

approaches have started to (e.g. cognitive big data Lugmayr et al.  

2017).  

According to estimates, our digital universe is growing at 

increasing speed. From 2013 to 2020, it is expected to grow from 

4.4 trillion gigabytes to 44 trillion by a factor of 10 (EMC Digital 

Universe with Research & Analysis by IDC). Not only does it seem 

to more than double every two years, but the proportion of analyzed 

and used data, which is merely 20% now, will double to 40% by 

2020. 

Employing machine learning and making use of Big data 

includes a variety of challenges and opportunities for human-

computer interaction. In particular it is interesting to investigate 

what interaction techniques are particularly interesting or should be 

researched in mining, analyzing, searching and exploring data? 

These might include, for example, implicit (Eugster et al 2013, 

Barral et al 2017, subliminal (Zhu et al 2016, Aranyi et al 2016) or 

 
Figure 5: Mixed reality cues and affordances through 

computer-vision-based AR provide visual augmentations of a 

POI.  

 

 
Figure 6: The animated explanation of the astronomical clock 

activated from the AR interface in Figure 4. 
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gestural and multimodal interaction (Zhu et al. 2016, Jylhä et al 

2015). 

The approach taken has focused on using machine learning 

to personalize recommendations using social media thanks to the 

integrative role flexible itineraries accessible in VR and AR 

interfaces. We believe this is however only one possible instance 

of utilizing machine learning and big data in MR for urban 

exploration.  

Other large cultural data sets including pictures,  videos, 3D 

models and texts (Lugmayr et al. 2016) can be exploited to enhance 

cultural experiences through machine learning techniques. 
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Figure 1: Our intelligent virtual characters can navigate real world environments (right) and react to objects that collide with them (left).

Abstract

In this paper, we explore interacting with virtual characters in AR
along real-world environments. Our vision is that virtual characters
will be able to understand the real-world environment and interact
in an intelligent and realistic manner with it. For example, a char-
acter can walk around un-even stairs and slopes, or be pushed away
by collisions with real-world objects like a ball. We describe how to
automatically animate a new character, and imbue it’s motion with
adaption to environments and reactions to perturbations from the
real world.

Keywords: Character animation, locomotion tracking, procedural
character animation.

Concepts: •Computing methodologies→ Animation; Graphics
systems and interfaces;

1 Introduction

Augmenting our environment with intelligent virtual characters that
can walk around and interact with our environment is an exciting
and promising vision. However, achieving this idea represents sev-
eral technical challenges. It remains a challenge to model the mo-
tion of a character, have it understand its environment and navigate
the world in a natural way.

In this work, we take a first step in the direction of making a charac-
ter intelligent, and able to interact in AR. We separate the problem
into three main components. First is the modeling of the charac-
ter’s motion and its ability to move around. Given a character’s
skeleton, how should the joints move in order to go from point A
to point B, including on un-even terrain. We describe a parametric
model of quadruped locomotion, which we use to fill a blendtree
that outputs motions conforming to control directions. The second
problem is how to adapt the characters motion to un-even terrains,
as well as collisions with objects (such as a ball). We full-fill this
by layering on top of the blendtree, an inverse kinematics solver for
terrain adaptation, and a physically simulated ragdoll for character-
object collisions. The last problem is the character’s ability to un-
derstand the environment and naviguate it. Online consumer-level
scanning of 3D worlds remains inaccurate, and we describe our so-
lution which cleverly combines pre-defined objects with off-the-
shelf scanning solutions to provide high-resolution 3D reconstruc-
tions of the environment.

Given our intelligent character that can understand the real world

*goekcen.cimen@inf.ethz.ch

and move around, we describe the types of AR interactions we sup-
port with real world objects, as well as the experiments we con-
ducted using these interactions.

2 Related Work

AR: An early example of AR technology is the MagicBook
[Billinghurst et al. 2001]. Large markers are integrated into a
book’s pages, which enable viewing virtual content through VR
glasses (and later through mixed reality [Grasset et al. 2008]), based
on which page of the book is open. They add various visual and au-
ditory effects to an existing illustrated book to enhance the reader’s
immersion. The Haunted Book [Scherrer et al. 2008] is a prime
example of well-integrated AR content. The camera is mounted
on a lamp on the table and the augmented book is viewed through a
computer screen. Their focus lies on interaction between the virtual
content and the physical book.

Seeing a virtual character walking on different terrains is ordinary
in a game environment, but to see it walking on your desk and in-
teracting with the physical objects on the table is not as common.
A few games coming with the Hololens ( [Hololens 2017]), have
a character navigating the real world, using the device’s built 3D
scanning technology. However, the accuracy of the interaction is
quite low as the scans are of low resolution. From the idea of mix-
ing physical objects with virtual 2D character, Kim et al. developed
an interactive interface where a virtual character jumps over the
physical blocks which the user can change their position in real-
time [Kim et al. 2014]. It doesn’t require any special equipment,
such as wearable glasses, but a depth sensor and a projector.

Character Motion: The current practice for real-time interactive
characters is to manually craft motion clips by key-framing in soft-
ware such as Maya. The motions are then fed into a blendtree that
blends the motion [Kovar et al. 2002; Arikan et al. 2003]. The
controllers are then given a layer of inverse kinematics to adapt
to different terrains, and use short-lived ragdoll dynamics for the
character to react to perturbations and body collisions. We follow a
similar path, which we describe in detail, but are different in one re-
gard: when a new character comes in, the animator has to craft new
motion clips which is a time consuming process that hinders the
ability to scale the applications to many different characters. Hence
in our paper we describe an automatic way of synthesizing the mo-
tion clips, similar to [Kokkevis et al. 1995], [Torkos and van de
Panne 1998], [Megaro et al. 2015], [Bhatti et al. 2015].
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3 Character Motion

Our animation model provides a virtual quadruped character the
ability to navigate real world environments, and react to objects in it
in real-time—given only the character’s skeleton as input. The mo-
tion model is composed of motion clips (walk straight, left, right,
backward, etc) that are blended in real-time. Then an inverse kine-
matics and short-lived ragdoll retargeting method are layered on
top to adapt the motion to terrains and perturbations. We start by
describing how we generate motion clips from a skeleton.

3.1 Parametric Locomotion Model

We use mechanical simulation, together with characterizations of
quadruped motion, to generate locomotion for characters of differ-
ent shapes and sizes. Internally, our parameterized motion gener-
ation system is based on constrained multi-objective optimization.
The parameters are what we call the motion plan: a gait pattern
(which foot falls at which time), foot height, center-of-mass ve-
locity and rotational velocity. We optimize to match these values
together with various regularizers ensuring smooth transitions be-
tween clips. Some constraints are implicit, or by construction. To
support a wide range of characters, we constrain the skeleton to a
known simplified template (see Fig. 2) that has only hinge joints
and pre-defined masses. The final stage consists in upscaling the
motion from the simplified template to the higher-resolution tem-
plate (see Figure 2)

3.1.1 Parameterization

We use a parametric model of quadruped that are composed of ar-
ticulated chain like structures, in particular, of serially connected
and actuated links. The design parameters s is used to specify the
quadruped morphology, which is given by

s = (l1, . . . , lg,a1, . . . ,an, bw, bl) , (1)

where g is the number of links, li ∈ R is the length of each link, n
is the number of actuators, and ai ∈ R3 is the actuator parameters.
For linear actuators, ai defines the 3D attachment points, while for
rotary actuators, it corresponds to orientation of axis of rotation.
Apart from these parameters that represent the kinematic tree mor-
phology of the quadruped, we use two additional parameters bw
and bl to represent the physical dimensions of the quadruped body
(width and length respectively).

Likewise, the motion parameters m = (P1, . . . ,PT ) are defined
by a time-indexed sequence of vectors Pi, where T denotes the
time for each motion cycle. Pi is defined as:

Pi =
(
qi,xi, e

1
i , . . . , e

k
i , f

1
i , . . . , f

k
i , c

1
i , . . . , c

k
i ,
)
, (2)

where qi defines the pose of the quadruped, i.e., the position, and
orientation of the root as well as joint information such as angle
values, xi ∈ R3 is the position of the quadruped’s center of mass
(COM), and k is the number of end-effectors. For each end-effector
j, we use ej

i ∈ R3 to represent its position and f ji ∈ R3 to denote
the ground reaction force acting on it. We also use a contact flag cji
to indicate whether it should be grounded (cji = 1) or not (cji = 0).

3.1.2 Motion Optimization

The purpose of motion optimization is to take a quadruped design
s and optmize its motion for user specified task while satisfying
certain constraints. We used a cost function F (s,m) to encode the
task specifications. We now describe how F (s,m) is constructed.
To this end, we use a set of objectives that capture users’ require-
ments, and constraints that ensure task feasibility.

Objectives We allow the users to define various high-level goals
to be achieved by their quadruped designs such as moving in de-
sired direction with specific speeds, different motion styles, etc. To
capture the desired direction and speed of motion, we define the
following objectives:

ETravel =
1

2
||xT − x1 − dD||2 ,

ETurn =
1

2
||τ(qT )− τ(q1)− τD||2 , (3)

where xi is the quadruped’s COM as defined in eq. 2, τ(qi) is the
turning angle computed from pose qi, while dD and τD are desired
travel distance and turning angles respectively. ETravel ensures that
the quadruped travels a specific distance in desired time, whileETurn
can be used to make a quadruped move on arbitrary shaped paths.

Motion style is highly effected by gait or foot-fall patterns that
define the order and timings of individual limbs of a quadruped.
We internally define various foot-fall patterns for different motion
styles such as trotting, pacing, and galloping. When users select
a specific motion style, our system automatically loads the nec-
essary foot-fall patterns, thereby allowing novice users to create
many expressive quadruped motions. Motion style is also effected
by quadruped poses. For expert users, we allow the capability to
specify and achieve desired poses, if needed, using the following
objectives:

EStyleCOM =
1

2

T∑
i

||xi − xD
i ||2 ,

EStyleEE =
1

2

T∑
i

k∑
j

||ej
i − ej

i

D||2 , (4)

where k is the number of end-effectors, xD
i and eD

i represent
desired quadruped COM, and end-effector positions respectively.
Apart from these, motion smoothness is often desired by the users,
which is encoded by the following objective:

ESmooth =
1

2

T−1∑
i=2

||qi−1 − 2qi + qi+1||2 . (5)

Constraints We next define various constraints to ensure that the
generated motion is stable.

Kinematic constraints: The first set of constraints ask the position
of COM, and end-effectors to match with the pose of the quadruped.
For every time step i, and end-effector j:

ϕCOM (qi)− xi = 0 ,

ϕEE(qi)
j − ej

i = 0 , ∀j, (6)

where ϕCOM and ϕEE are forward kinematics functions out-
putting the position of COM and end-effectors respectively.

We also have a set of constraints that relate the net force and torque
to the acceleration and angular acceleration of the quadruped’s
COM:

k∑
j=1

cji f
j
i =M ẍi ,

k∑
j=1

cji (e
j
i − xj

i )× f ji = Iöi , (7)
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where M is the total mass of the quadruped, and I is the moment
of inertia tensor. The acceleration ẍi can be evaluated using finite
differences: ẍi = (xi−1 − 2xi + xi+1)/h

2, where h is the time
step. Similarly, the angular acceleration öi can be expressed as
öi = (oi−1 − 2oi + oi+1)/h

2. We note that the orientation of the
root oi is part of the pose qi, and it uses axis-angle representation.

Friction constraints: To avoid foot-slipping, we also have the fol-
lowing constraints for each end-effector j:

cji (e
j
i−1 − ej

i ) = 0, cji (e
j
i − ej

i+1) = 0 , (8)

for all 2 ≤ i ≤ T − 1, which implies that the end-effectors are
only allowed to move when they are not in contact with the ground.
Further, to account for different ground surfaces, we enforce the
friction cone constraints:

f j
i ‖ ≤ µf

j
i ⊥ , (9)

where f j
i ‖ and f j

i ⊥ denote the tangential and normal component

of f ji respectively, and µ is the coefficient of friction of the ground
surface.

Limb collisions: For physical feasibility, we propose a collision
constraint that ensures a safe minimum distance between the limb
segments of quadruped over the entire duration of the motion.

d(Vk1
i ,Vk2

i ) ≤ δ , (10)

where Vk
i represents a 3D segment representing the position and

orientation of kth limb, d(·) computes the distance between k1 and
k2 limbs, and δ is the threshold distance beyond which collisions
may happen.

Motion periodicity: If the users prefer a periodic motion, we can
add an additional constraint that relates the start pose q1 and the
end pose qT of the quadruped:

J(qT )− J(q1) = 0 , (11)

where J(qi) extract the orientation of the root and joint parameters
from pose qi.

3.1.3 High-Resolution Motion

The motion planning algorithm described above mainly cares about
the root and the end-effectors of the skeleton, and it does not opti-
mize for the motion style of the limbs. Thus, for motion planning,
we choose to use a reduced version of the modeled skeleton which
only has two joints for each limb (Figure 2(a)). After the motion is
generated, we do IK post-processing to match all joints (except in-
termediate limb joints) and end-effectors between the original high-
resolution skeleton and the reduced one (Figure 2(c)).

(a) (b) (c)

Figure 2: (a) Low-resolution skeleton. (b) High-resolution skele-
ton. (c) Joint correspondence between low-resolution and high-
resolution skeletons.

IK post-processing We will just use front limb for the discus-
sion. Since motion planning only produces the positions of the
shoulder and the end-effector for each limb and we have two ad-
ditional joints, i.e. wrist and finger, we need to add two parameters
to constrain the limb and provide stylizing interface for the user.
As illustrated in Figure 3(a), L is the distance from the elbow to the
end-effector, which can help determine the elbow’s position. θ is
the angle between the finger and the upright direction, which infers
the positions of the finger and the wrist. Additionally, Figure 3(b-c)
tells us that there are two solutions for the elbow, and similarly for
the wrist. Thus, we need two binary parameters choose which way
we want the elbow and the wrist to bend. If we inspect the motion
of real animals, we will find that their joint angles keep changing
during a motion cycle. To mimic such behavior, we use a different
set of L and θ when the limb is in full swing, and linearly interpo-
late these two sets of parameters for other motion phases.

𝐿

𝜃

shoulder

elbow

wrist

finger

(a) (b) (c)

Figure 3: (a) Illustration of the front limb. Two parameters L and
θ are used to constrain the joints and stylize the limb motion. (b-c)
Since their are two analytical solutions for the elbow position, a
binary parameter is used to select one of them.

3.2 Kinematic Controller and Adaptation

The real-time motions is produced with an animation controller
which transitions and blends between motion clips based on two
input parameters: the speed and direction of the character’s root.
The controller is a state machine holding idle, walk forward, and
walk backward states. The walking states (forward and backward)
each blend between 3 motion clips: left, straight and right. The pa-
rameters for blending between clips or transitioning between states
are detailed in Figure 5, and are automatically created from the gen-
erated motion clips, which is described in the previous section.

This motion controller performs only motions over flat terrain, and
cannot react naturally to pushes and perturbations. To walk over
different terrains, we adapt the current frame of the animation using
inverse kinematics (IK), based on the terrain height. The ground
height is computed by raycasting from the ground foot position, as
shown in Figure 4.

Finally, to have the character react realistically to physical perturba-
tions, such as being pushed or hit, we added a simulated character
(ragdoll) layer on top. For this, we used PuppetMaster ( [Pupper-
Master ]) which is a character’s physics tool for automatically gen-
erating ragdolls for bipeds. It enables creating active ragdolls that
can follow kinematic reference motions. We extended its ragdoll
layer for quadruped characters, and used it for simulating reactions.



Figure 4: Terrain adaptation is maintained by the estimation of the
ground height at the position of the each feet by casting a ray and
adding the feet offsets at the current animation frame.

Figure 5: A blending diagram is automatically created from the
generated motion clips that controls the motion transition using
parametric inputs- speed and direction (of root).

4 3D reconstruction

We describe our approach to understanding the environment for AR
purposes. Because current consumer level hardware devices such
as the Hololens only offer coarse reconstructions online, we can-
not use them for having characters walk over as they appear to be
floating in air.

Hence, we developed pre-defined objects that are recognized and
localized in space using feature-based technology (Vuforia Engine
[Vuforia 2017]). For each real world object, we define a corre-
sponding 3D digital geomtric counter-part that matches in shape
and size. Then, we scan the real world object from all directions
using an RGB camera to obtain a data-base of image-based fea-
tures and transformation pairs. At runtime, Vuforia searches for
matching features and returns the id of the object, together with its
transformation that we apply to the 3D object in the scene.

We encountered a few issues recognizing objects with Vuforia. One
problem is when the objects are transparent, or have plain textures.
In this case, the lack of features causes the recognition to fail. Simi-
larly to object recognition, objects with shiny and reflective proper-
ties do not give successful image recognition and tracking. Hence
for some objects, we add a rich texture on top to make them distin-
guishable, as shown in our figures bellow.

5 Interactions

We take our animated character together with its ability to navigate
the real world environment, and design AR interactions in 3D. In
particular, we provide ways for the user to specify where the char-
acter should go, ways to have 3D virtual and real objects collide
with the character, as well as ways to configure different terrains.

Specifying trajectories via touch on the screen. The quadruped
character can be directed through any arbitrary paths in the physical
environment, over different terrains. The paths are generated by

projecting onto the environment, the user’s fingertip when drawing
on the touchscreen, as shown in Figure 6.

Walking over different real-world slopes. The virtual character’s
behavior depends on the purpose of the interaction. Therefore we
label objects either as terrain or non-terrain in order for the motion
model to behave in the correct manner. We label the terrain au-
tomatically by defining objects as terrain if their height is bellow a
certain threshold, that corresponds to the maximum height the char-
acter can climb.

Different slopes and platforms can be formed with different ar-
rangements of the objects as shown in Figure 7. While the char-
acter’s motion model will only employ the inverse kinematics for
adapting to objects labeled as terrain, it should react differently for
the other objects, as described next.

Pushing characters with real-world objects. Non-terrain ob-
jects can be used for interactions like colliding with or pushing
the quadruped, as shown in Figure 8. For animating the reactions,
a ragdoll simulation (un-controlled passive dynamics) is activated
for a short period of time, letting the character react to the pertur-
bation. After the short period of time, the state of the simulated
(ragdoll) character is blended back into the animation state over
another small window of time. Completely switching to a ragdoll
simulation causes to the character to fall. Hence, above a certain
force threshold, we do not blend back to the animation and simply
let the character flow.

Interacting with virtual objects. We also experimented the in-
teractions between the character and virtual objects. We designed
a simple platformer game (which is shown in our accompanying
video), where the user can use various props to carry the virtual
character from the beginning to the end of the platform puzzle,
while trying to prevent him from falling. The character only moves
forward, and its moving direction can only be changed if it hits a
wall prop. When the character meets an elevator platform which
goes up and down, the user needs to use a fan prop (shown in Fig-
ure 10) to stop the character such that it can wait. For an increased
challenge, we added an enemy cannon which shoots 3D balls at the
character, possibly causing it to fall from the platform, as shown in
Figure 9.

6 Discussion and Conclusion

While we did a first step in the direction of having intelligent char-
acter we can interact with in AR, characters that can understand
their environments and navigate them, our system has a few limita-
tions. First we can only interact slowly with objects, as the tracking
is remains at low frequency. We use pre-defined 3D objects instead
of scanning the world. We believe that both of these issues will
improve with the evolution of hardware.

In the future, we plan on investigating chameleon technology with
in-painting, allowing real-world characters to “come-to-life”, by re-
placing their background and animating their virtual counter-parts.
We also plan on integrating additional components to our charac-
ter’s intelligence, such the ability to talk and reason about the ob-
jects in the world.
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Figure 6: Path drawing with touch is used to direct the character in the physical environment.

Figure 7: Different arrangements of predefined physical objects creates different slopes for the character to walk on. For the details of the
3D object reconstruction, we kindly refer to Section 4.

Figure 8: The character reacts to the pushes by real objects.

Figure 9: During the platformer game, the character can be hit by a virtual cannon ball and fall down.

Figure 10: A virtual fan can be used to stop the character which creates virtual forces.
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ABSTRACT 

When people want to brainstorm ideas, currently they often 

draw their ideas on paper or on a whiteboard.  But the result 

of those drawings is a static visual representation.  

Alternately, people often use various tools to prepare 

animations and simulations to express their ideas.  But those 

animations and simulations must be created beforehand, and 

therefore cannot be easily modified dynamically in the 

course of the brainstorming process. 

    Chalktalk VR/AR is a paradigm for creating drawings in 

the context of a face to face brainstorming session that is 

happening with the support of VR or AR.  Participants draw 

their ideas in the form of simple sketched simulation 

elements, which can appear to be floating in the air between 

participants.  Those elements are then recognized by a 

simple AI recognition system, and can be interactively 

incorporated by participants into an emerging simulation 

that builds more complex simulations by linking together 

these simulation elements in the course of the discussion. 
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1 INTRODUCTION 

There has been much work in recent years in supporting 

Virtual Reality (VR) and Augmented Reality (AR) display 

and interaction, but the bulk of this work has focused on 

individual users, or on interaction between people who are 

remotely located.  Chalktalk VR/AR [1] [2]is a system for 

supporting face to face brainstorming between people in the 

context of VR/AR, who can be physically co-located. 

    Traditionally, when people want to brainstorm ideas, 

currently they often draw their ideas on paper or on a 

whiteboard.  But the result of those drawings is a static visual 

representation.  Alternately, people often use various tools 

to prepare animations and simulations to express their ideas.  

But those animations and simulations must be created 

beforehand, and therefore cannot be easily modified 

dynamically in the course of the brainstorming process. 

    Chalktalk VR/AR allows participants to draw their ideas 

in the form of simple sketched simulation elements, which 

can appear to be floating in the air between participants. 

Those elements are chosen from a large vocabulary of 

available simulation element types. Each individual sketch 

element drawn by a participant is recognized at run-time by 

a simple AI recognition system, and converted to the 

corresponding simulation element, which can be 

interactively incorporated by participants into an emerging 

simulation, in the spirit of [3]. In this way, participants can 

collaborate to build complex simulations by linking together 

individual simulation elements in the course of their 

discussion. 

2  CHALKTALK VR/AR DESIGN 

Chalktalk VR/AR is an approach to shared virtual and 

augmented reality that begins with the concept that people 

communicating with each other in a shared VR or AR 

experience can talk to each other face-to-face while using a 

paradigm of creating “smart drawings” in the air.  

    The shapes that are drawn by participants are interpreted 

to find the closest match within a dictionary of known 

glyphs, see Figure 1. Those drawings can “come to life” and 

become active simulations.  Those simulation objects can be 

joined together to create composite simulations to support 

complex expressions of collaborative thoughts and 

brainstormed ideas. 

          
           (a) original drawing      (b) result after drawing 

Figure 1: Pendulum example. 

(a) shows the original hand drawing in mid-air and (b) 

shows what it will evolve to after recognition. 
 

    Once a drawing has been recognized, the specific 

geometric variations in how the participant draw the shape 

can be used to customize its resulting simulation object in 

ways that influence how that simulation will behave. For 

example if a participant draws a pendulum, then the length 

of the pendulum shaft and the size of the bob are reflected in 

the simulated pendulum, see Figure 2, in such a way that the 
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physics of the swinging pendulum properly reflects the 

shape that was drawn, see Figure 3a and Figure 3b. 

 

     
      (a) pendulums               (b) shoes                      (c) dinosaurs 
 

Figure 2: Geometric variation in drawing multiple glyphs 

(a) The left glyph shows a pendulum with longer shaft and 

smaller bob, meanwhile the right glyph indicates a pendulum 

with shorter shaft and larger bob, which will affect their 

physical behavior. 

(b) The upper glyph shows a shorted fish with larger head and 

the lower one shows a fish with longer body and smaller head. 

The length of the body will lead to different swimming speeds. 

(c) The dinosaur in the left has longer legs than the right one. 

Therefore the left one will walk faster than the right now. 
 

    Similarly if a participant draws a walking creature, than 

the proportions of the different parts of the creature, such as 

its torso length the size of its legs, are recognized by 

Chalktalk and are used to modify the way the creature walks 

and otherwise behaves, see Figure 3c and Figure 3d. 

 

   
(a)Longer shaft leads to larger 

amplitude 

(b) Shorter shaft leads to 

smaller amplitude 

  
(c) Longer legs lead to larger 

movement 

(d) Shorter legs lead to 

slower pace 

Figure 3: How physics of the swinging pendulum properly 

reflects the shape that was drawn 

    A fundamental decision was made that all drawing by 

participants be performed in a virtual plane that floats at a 

fixed distance in front of that participant, so as to best build 

upon our human ability to draw accurately in two 

dimensions.  In contrast, the resulting recognized simulated 

objects exist in three dimensions, see Figure 4. 

    For example, a participant can make a drawing of what 

looks like an image of a hypercube.  Then once that drawing 

has recognized by Chalktalk, the resulting interactive 

simulation object behaves just like a mathematical 

projection onto a three dimensional space of a four 

dimensional hypercube, see Figure 5. 

 

  
(a) The polygon in coordinate 

system is three dimensional 

(b)The whole AR scene is three 

dimensional 

Figure 4: See the objects in three dimensions 

  
Figure 5: Looking into a hypercube in three dimensions 

3  CONCLUSION AND FUTURE WORK  

    We have introduced Chalktalk VR/AR, a dynamic sketch-

based simulation tool for face to face brainstorming in VR 

and AR.  This approach preserves the immediacy of face to 

face collaboration.  It also allows sophisticated simulation 

elements to be invoked and included in an emerging larger 

simulation.  This approach of using freehand sketching to 

invoke simulation elements is well suited to the brains-

torming process, as compared with less socially oriented 

approaches such as typing or choosing from menus.  Also, 

the use of freehand sketching as an input modality allows 

participants to customize the properties of simulation 

elements during the course of their conversation, without 

needing to interrupt the flow of conversation to do so. 

    One potential drawback of Chalktalk VR/AR, as opposed 

to menu based approaches is that it requires participants to 

have a certain level of shared expert knowledge of the sketch 

language.  However, we maintain that as VR and AR become 

more ubiquitous parts of our everyday communication, this 

general “language based” approach to visual support for face 

to face communication will become increasingly the norm, 

rather than the exception, in much the same way that natural 

language itself is a powerful and ubiquitous form of 

communication that relies on shared expert knowledge of the 

language being spoken. 
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ABSTRACT 

The sheer amount of high dimensional biomedical data requires 

machine learning, and advanced data visualization techniques to 

make the data understandable for human experts. Most biomedical 

data today is in arbitrary high dimensional spaces, and is not 

directly accessible to the human expert for a visual and interactive 

analysis process. To cope with this challenge, the application of 

machine learning and knowledge extraction methods is 

indispensable throughout the entire data analysis workflow. 

Nevertheless, human experts need to understand and interpret the 

data and experimental results. Appropriate understanding is 

typically supported by visualizing the results adequately, which is 

not a simple task. Consequently, data visualization is one of the 

most crucial steps in conveying biomedical results. It can and 

should be considered as a critical part of the analysis pipeline. Still 

as of today, 2D representations dominate, and human perception is 

limited to this lower dimension to understand the data. This makes 

the visualization of the results in an understandable and 

comprehensive manner a grand challenge. 

This paper reviews the current state of visualization methods in a 

biomedical context. It focuses on hierarchical biological data as a 

source for visualization, and gives a comprehensive survey of 

visualization techniques for this particular type of data. 

CCS CONCEPTS 

• Human-centered computing~Visualization techniques 

KEYWORDS 

Visualization, hierarchical data, computer graphics, information 

visualization, big data, bioinformatics.  

1 INTRODUCTION 

The research domain of information visualization is broad, and 

involves a wide range of research fields, such as computer graphics 

(e.g. 2D and 3D graphics), information design to increase 

communication and sense making [24], creative aspects (e.g. 

design, layouts, colour use) [72], and methods from human-

computer interaction. Making data understandable from a cognitive 

and machine learning point of view has emerged recently in the 

literature [40, 41], including the idea to render data throughout 

smart environments [37–39][49].  

The biomedical domain is a complex field of biological 

processes. In addition, the advancements of biological technologies 

has led to a dramatic increase in data volumes [26], which has 

presented new challenges in knowledge extraction. Working with 

high-volume data requires the application of data mining that draws 

upon machine learning techniques. These methods help in 

extracting knowledge patterns and narrowing data to the smaller 

volumes. These include e.g. Support Vector Machines (SVM); 

Artificial Neural Networks (ANN); clustering [46][4]; statistical 

techniques (e.g. Bayesian statistics [51]; Hidden Markov Models 

(HMMs) [10]; Principle Component Analysis (PCA); classification 

methods [28][26][1].  

The interpretation of extracted knowledge and the result of 

analysed data through visualisation is an essential step in the 

analysis pipeline, and becoming an important tool in 

bioinformatics. These not only includes simple visualizations (i.e. 

bar plots, pie charts, flow charts), but also advanced visualization 

techniques for representing final results in the biomedical domain 

(e.g. 3D). As also valid for other domains, visualisations should 

follow information design principles, which are defined in [60]: 

(1) providing an overview of the data;  

(2) zoom in/out options;  

(3) filtering of unnecessary information;  

(4) detailization of region of interests;  

(5) relation between data points of interest;  

(6) history of actions; and  

(7) a possibility of extracting required parameters. 

Another example for applying visualisation in biology is the 

application of new technologies such as the Next Generation 

Sequencing (NGS), which delivers enormous volumes of genomic 

data in a digital format. To visualise the data, genome browser 

applications are utilized to allow a real-time visualisation and 

exploration of genomic sequences; of any region of interest; in any 

required scale within a genome [53][31][56]. 

Within the scope of this paper, we firstly give an overview of 

existing visualization techniques, followed by description of the 

characteristics of hierarchical data. We focus mainly on traditional 

visualization techniques, as i.e. the visualization of hierarchically 

organized data in a 2D space at first place. We illustrate our 

approach based on a typical biological analysis workflow as 

previously discussed in [35]. The workflow narrows genetical 

information into a meaningful smaller subset called differentially 

expressed genes. These represent the active genes in the overall 

genetic information, and can be utilized to obtain Gene Ontologies 
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(GO), which are categorizing the functions of various genes. 

Visualisation supports the understanding of results, as well as the 

obtained ontologies. 

2 RELATED WORKS 

We would like to point to the following works in information 

visualisation and design for further reading: [60], [42], and the 

excellent introductory guide [64]. Visualization plays a key role in 

the biomedical domain. Various techniques aim to deliver the 

correct representation of results in visual format, and follow 

visualization design principles described in [60]. To state an 

example, the visualization of a protein structure in 3D space 

enables researchers to have an overview of the studied protein; to 

rotate a protein image in different dimensions; to see protein-

protein interactions; to measure an atomic distance; and to zoom 

into the region of interests. Several visualisation tools have been 

developed and support the analysis process. Remaining in the 

domain of protein structures Web3DMol, UCSF Chimera and 

POLYVIEW-3D are just a few examples for visual protein 

structure investigation [59][48][50]. 

 

Table 1: Examples of visualization software 

Biological Task Visualization Task 
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1. A Protein Structure Visualization 

Web3DMol  

   see [59]  
+ + + + + + +  + 

UCSF Chimera              

   see [48]  
+ + + + + + +  + 

POLYVIEW-3D  

   see [50] 
+ + + + + + +  + 

2. NGS Data Visualization 

IGV  

   see [53]  
 + + + + + + +  

UCS  

   see [31]  
 + + + + + + +  

ZEMBU  

   see [56] 
 + + + + + + +  

3. Hierarchical Data Visualization (Phylogeny) 

ETE Toolkit  

   see [21]  
+  + + + + + +  

PhyD3  

   see [33] 
+ + + + + + + +  

EvolView  

   see [33, 78] 
+ + + + + + + +  

 

Another set of tools allowing real-time visualisation and 

exploration of genomic sequences are the IGV, UCS, or ZEMBU 

genome browsers, which have been mentioned in the introduction 

section of the publication [53][31][56]. These, and many others 

allow the exploration of various samples of sequenced genomic 

data. 

Another example of information visualization in biology is 

phylogeny, where hierarchical data structure is considered for 

image development. The intuitive way of representing hierarchies 

is as a tree diagram. The ETE Toolkit, PhyD3, EvolView and other 

visualization programs enable phylogenetic trees to be studied in 

more detail [21][33][33, 78].   

Several tools mentioned within this section are summarized in 

Table 1, which classifies them according data type, and biological 

task. Visualisation is a very important research tool, which enables 

researchers to explore and study biological structures, investigate 

biological data in various digital formats, and understand molecular 

processes in an intuitive and comprehensive way. 

3   CHARACTERISTICS AND PROCESSING OF 

HIERARCHICAL DATA 

The hierarchical pattern is observed in numerous aspects of our life 

and various biological fields are not an exception: phylogenetics, 

GO, microarray analysis, differential expression analysis 

(dendrograms), and protein similarities represent data as 

hierarchies. Hierarchically organized data facilitates results 

comprehension and interpretation and provides a global overview 

of the data. Hierarchical clustering belongs to an unsupervised 

machine learning technique used for building hierarchies. Data is 

usually presented as a parent-child relation, where a parent can 

have zero or more related children (see Fig. 1 A-B).  

 

3.1 Processing Hierarchical Data Structures  
To process hierarchical structures, numerous computational 

methods have been developed such as neighbour-joining [54], 

UPGMA [63], maximum parsimony [11][13], and maximum 

likelihood [57]. These utilize distance-based, character-based, or 

statistical method of approaching hierarchies respectively. 

Distance-based clustering is the traditional method for 

hierarchical clustering. The input data is a matrix, where rows 

characterize a unique object, and columns show the object’s 

features. The distance matrix, also called a proximity matrix, is 

calculated with a linkage method (see Table 2) which enables the 

estimation of dissimilarity/similarity between objects. There are 

two types of algorithms for hierarchical clustering: (1) 

agglomerative, and (2) divisive [1]. The agglomerative or bottom-

up is one of the popular hierarchical clustering algorithms that starts 

from grouping the two closest data points of the distance matrix 

into a cluster, updating the distance matrix for the just-generated 

cluster and the original matrix based on the selected linkage 

method, and continuing this process until only a single cluster 

remains [25]. In other words, it starts from grouping the closest data 

points of the input data (“bottom”), and ends when each data point 

is assigned to its related cluster (“up”). In contrast, the divisive 

method or top-down follows an opposite way of grouping data 

values. It considers an input data as one whole cluster and splits the 

data into smaller clusters by moving from the “top” – (one cluster) 

to the “down”- (many clusters) [1]. 
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 In addition to existing clustering algorithms, new techniques 

have been developed with the aim of addressing the emerging 

issues associated with large data volumes produced by new 

technologies. Loewenstein and team proposed a memory-

constrained UPGMA (MC-UPGMA) algorithm that enables 

clustering of the large data sets that was implemented in C++ [36]. 

Kannan and Wheeler extended the parsimony score to phylogenetic 

networks; the algorithm was implemented in OCAML [30]. 

 

Table 2: Hierarchical clustering - types of linkage methods [26]. 

Linkage methods Formula 

Single-linkage D(Ci,Cj) = min
xp∈Ci,   xq∈Cj  

d(xp, xq) 

Complete-linkage D(Ci,Cj)  = max
xp∈Ci,   xq∈Cj  

d(xp, xq) 

Average-linkage, 

WPGMA 
D(Ci,Cj)  = 

D(Ci,Cm)+ D(Cj,Cn) 

2
 

Average-linkage, 

UPGMA 
D(Ci,Cj) = 

D(Ci,Cm) |Cm |+ D(Cj,Cn) |Cn | 

2
 

Centroid-linkage D(Ci,Cj) = d(ci, cj)   

where ci =  
1

|ci|
∑ xpxp  ∈ Ci  

Median-linkage, 

WPGMC 

D(Ci,Cj) = d(wi, wj)   

where wj =
1

2
(wm + wn) 

Ward’s linkage ESS = ∑ ‖xn − x̅‖2xnϵ C  

 

3.2  Data Representation, Storage and Queries 
Other essential aspects in dealing with hierarchical data is data 

representation, and data encoding for e.g. storage in a database or 

as in-memory representations for applying algorithms. Theoretical 

considerations can be found in database theory, formal languages, 

and query languages. An overview of these techniques can be found 

in an interesting online article [82], are listed in Table 3, and more 

details about the theoretical aspects can be found in [81][8][52]. 

Several techniques offer different ways of accessing the required 

information. 

 

Table 3: Methods for storing hierarchical data [82]. 

Technique Description Links 

Adjacency List Recursive method. Each node of the 

tree has a pointer to a parent node. 

Intuitive and simple for 

implementation, but slow in 

performing queries.  

[45] 

Path Enumeration Each entry is stored as a full path to 

the root. 

[70] 

Nested Set Applies traversal method of 

numbering nodes. Each node is visited 

twice where each time the number of 

the visit is assigned (has two pointers) 

and stored. Fast for retrieving required 

information, but becomes slow for 

updating a tree.  

[6] 

Nested Intervals Similar to nested set techniques, 

however the numbering can apply 

real/float/decimal numbering. 

[69, 

70] 

Flat Table Similar to adjacency method with 

addition of rank and a level 

information. 

[14] 

Closure  

Table  

Transitive way of representing 

hierarchies. Applied if database does 

not support iterative query.   

[80] 

Multiple Lineage 

Columns  

 [82] 

 

Representation of hierarchical data as adjacency list model (see Fig. 

1-A), where each element of the table has a pointer to its parent, or 

it can be visualized as a tree diagram (see Fig. 1-B). 

 

 
Figure 1: Hierarchical data representation as: A- the adjacency 

list model; B- a tree diagram. 

 

3.3 Challenges in Hierarchical Data Processing 
 

3.3.1 Data Accessibility. The problem of modern health sciences 

is that generated data may not be accessible to a health science 

researcher directly [18], because certain patterns (“knowledge”) are 

hidden in arbitrarily high-dimensional spaces. Examples range 

from longitudinal rheumatology data sets, in which cohorts of 

patients are attributed with vectors in R100 [62], to the uncertainties 

of RNA sequence base pairing variants with a potentially arbitrary 

number of dimensions [27]. The results gained by machine learning 

and knowledge extraction techniques need to be mapped down into 

the lower dimensions to make them accessible to a human expert 

[73]. This calls for a closer cooperation between machine learning 

and visualization experts [74]. A crucial factor in clustering 

techniques is the curse of dimensionality [32]. With increasing 
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dimensionality, the volume of the space increases so quickly that 

the available data becomes sparse, hence becoming extremely 

difficult to find reliable clusters. A further significant problem is 

that distances become imprecise as the number of dimensions 

grows, since the distance between any two points in a given data 

set converges; moreover, different clusters might be found in totally 

different sub spaces. Consequently, a global filtering of attributes 

on its own is not sufficient. 

 

3.3.2 Subspace Clustering. The subspace clustering problem is 

difficult, as very different characteristics for grouping can be used: 

this can be highly subjective and context-specific and requires an 

expert-in-the-loop [19][20]. What is recognized as comfort for end-

users of individual systems? It is interesting to note that human 

experts are quite capable in determining similarities and 

dissimilarities, which has been described by nonlinear 

Multidimensional Scaling (MDS) [58][68]. 

We can represent similarity relations between entities as a 

geometric model consisting of a set of points within a metric space. 

The output of an MDS routine is a geometric model of the data, 

with each object of the data set represented as a point in n-

dimensional space. Consequently, there is urgent need to map very 

high-dimensional data into a small number of relevant dimensions 

to make it accessible for human expert analysis. For example, the 

similarity between patients may change by considering different 

combinations of relevant dimensions [22]. This is called subspace 

analysis and is a very interesting and relevant field of current 

research [12]. For example, with the goal of finding a k-

dimensional subspace of Rd in a way that the expected squared 

distance between instance vectors and the subspace is a minimum. 

This so-called subspace learning can also be used as a 

dimensionality reduction technique [15]. Common tools include 

the stationary subspace analysis toolbox [44], SubVIS [23] and 

Morpheus [43] – just to mention three. 

4 VISUALISATION OF HIERACHICAL DATA 

Tree-like structured graphs are a common way of representing 

hierarchical data. In general,  a tree-structured graph is defined as a 

root node, which is connected through links or edges to the parent 

and children nodes [77]. The traditional tree view is visualized in 

upside-down way, where the root is on the top and a parent-child 

relation is shown towards the bottom. However, a tree graph can be 

also represented as a left-to-right diagram [76]. 

According to [55], visualization of hierarchical organized data 

can be represented as (see Table 4) [55]:  

(1) explicit vs implicit; or  

(2) axes-oriented vs radial (see Table 4).  

The implicit method belongs to the space-filling technique that fits 

provided data into a defined space for example, rectangular, 

triangle, circular etc. The explicit method utilizes a traditional tree-

like structure.  

 

 

 

 

Table 4: Types of visualization methods of hierarchical data. 

T
y

p
e 

Description 
Axes-Oriented 

Layout 

Radial 

Layout 

E
xp

licit 

Visualization method 

representing hierarchy as 

a node-link diagram [55] 

Dendrogram,  

Intended tree 

(see Fig. 2, 

Fig. 4) 

Circular tree  

(see 

Fig. 3) 

Im
p
licit 

Visualization method 

representing hierarchy in 

a space-filling way [55] 

Tree-maps  

(see Fig. 5) 

Sunburst  

(see 

Fig. 6) 

 

There are a range of visualization graphs that enables hierarchies to 

be shown in 2D format. Dendrograms and intended layouts (see 

Fig. 2, Fig. 4) are examples of the explicit method in an axes-

oriented layout, whereas a circular tree (see Fig. 3) is an explicit 

method in a radial layout. Space-filling techniques can also use 

axes-oriented layouts, such as tree-maps (see Fig. 5); or in a radial 

layout such as Sunburst (see Fig. 6). 

4.1 Explicit Visualization 

This part of the paper describes 2D visualization techniques of 

hierarchical data on GO data. The example subset data  is taken 

from the REVIGO Web server at (http://revigo.irb.hr/), which 

applies a neighbor-joining hierarchical clustering algorithm to 

achieve hierarchies [66]. 

The output data of REVIGIO tool may be used as input data for 

tree-maps, or Sunburst visualization methods, whereas a distance-

based clustering used for a tree structured diagrams. The second 

and the third columns of Table 5 named “representative” and 

“description” show the parent-child relationships respectively. For 

example, “nucleoside triphosphate metabolism” is a parent node of 

five related children annotations such as “nucleoside triphosphate 

metabolic process”, “alanine biosynthetic process”, “inositol 

biosynthetic process”, “isocitrate metabolic process” and  

“regulation of translation”. The “response to herbicide” and “ion 

transmembrane transport” have two and four related children 

correspondingly, whereas “protein refolding” has no children at all. 

Although a tree diagram is a traditional way of representing 

hierarchies, REVIGO can visualize hierarchies as scatter plots, 

interactive graphs, tree-maps, tag clouds and intended trees [66]. 

 

4.1.1 Dendrograms. A dendrogram, also called a binary tree (see 

Fig. 2), is a visualization technique commonly used in representing 

groups of similarities (clusters) in the data produced by the 

hierarchical clustering method [16][25].  

It has a traditional tree-like structure, where leaves are placed at the 

same level. The y-axis (height) shows the distance at which a 

cluster is formed. The labels across the x-axis are equally 

distributed for readability purposes. The dotted line is an example 

of a selected distance cut-off that enables the reader to see the 

number of clusters that found within that distance. Figure 2 

illustrates that four distinct clusters were identified (represented in 

red, purple, blue, and green colours) if the closeness of objects was 

defined as a distance of value two. In biology, a clustering approach 
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Table 5: The hierarchical data as GO. The example data is taken from REVIGO [66], and modified for explanatory purposes. 

Term_ID Representative (parent) Description (child) 
Freq 

InDb 

log10 

pval 

Unique- 

ness 

Dispens- 

ability 

GO:0009141 nucleoside triphosphate metabolism nucleoside triphosphate metabolic pr. 1.61% -300 0.689 0 

GO:0006523 nucleoside triphosphate metabolism alanine biosynthetic process 0.05% -26 0.791 0.273 

GO:0006021 nucleoside triphosphate metabolism inositol biosynthetic process 0.02% -10 0.817 0.331 

GO:0006102 nucleoside triphosphate metabolism isocitrate metabolic process 0.02% -10 0.839 0.276 

GO:0006417 nucleoside triphosphate metabolism regulation of translation 0.69% -119 0.786 0.55 

GO:0009635 response to herbicide response to herbicide 0.00% -31 0.892 0 

GO:0010447 response to herbicide response to acidic pH 0.01% -14 0.863 0.546 

GO:0034220 ion transmembrane transport ion transmembrane transport 3.53% -300 0.912 0 

GO:0055085 ion transmembrane transport transmembrane transport 8.92% -300 0.932 0.497 

GO:0006818 ion transmembrane transport hydrogen transport 1.15% -300 0.866 0.366 

GO:0015797 ion transmembrane transport mannitol transport 0.01% -11 0.903 0.377 

GO:0042026 protein refolding protein refolding 0.07% -204 0.957 0.029 

is commonly used to find groups of genes that share similar features 

based on results from Differential Expression (DE) analysis. 

Heatmaps represent a matrix of values of genes expression in a 

color-coded way and are accompanied with dendrograms. 

Dendrograms are illustrated along the heatmap on the top and/or 

left sides. The left side dendrogram represents the similarity 

between genes, and the top dendrogram the similarity between 

samples. Dendrograms are also common structures in representing 

phylogenetic trees [7]. 

 

 
Figure 2: Dendrogram, (visualized with R). 

 

4.1.2 Circular Trees. There are another two ways of visualizing 

trees as radial trees, and circular trees [76]. In the radial tree the 

hierarchical tree structure is visualized in an annulus wedge; the 

algorithm was proposed by P. Eades [9]. In the circular tree 

visualization, the root is placed at the central positions and leaf 

nodes are equally distributed around on the perimeter of a circle 

(see Fig. 3) [76]. The hierarchy in this case is shown with a tree-

structure graph. Coloring and labelling are used to improve 

representation of tree graphs. The circular tree layout that is also 

explicit method used for representing phylogenetic trees [7]. 

 

 
Figure 3: Circular Tree, (visualized with R). 

 

4.1.3 Intended Trees. The intended layout is another way of 

representing hierarchies (Fig. 4). The data is plotted along the 

vertical axis and indentations are used in representing 

parent/children relationships. This type of visualization is 

commonly used for interface systems or online, as it allows easy 

access to required information by scrolling down. However, this 

technique has an unpublishable format and hence cannot be used 

as an effective overview of the data. 

 

 
Figure 4: Intended Tree. 
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4.2 Implicit Visualizations 

4.2.1 Tree-maps. Tree-maps are a space-filling technique, also 

known as implicit, used to represent hierarchical structures, 

proposed in 1992 and are described in [55][67][61]. Tree-maps 

apply a recursive algorithm for visualizing nested rectangles. The 

tree-map uses outer rectangle as a tree’s root and the inner space of 

this rectangle is filled with nested rectangles representing the 

parent/children relationship. This space is divided between parent 

nodes according to its assigned weight in the shape of rectangles, 

and each parent is subdivided into the amount of related children as 

further rectangles (see Fig. 5). Alternative algorithms have been 

proposed [5][79], as the original method suffers from the creation 

of narrow rectangles that impair the visualization’s readability. The 

original tree-map layout was “slice and dice”; the idea has since 

been extended with the development of the web-based tree-map by 

Wattenberg [75],the strip or ordered tree-map algorithm [3] and the 

spiral layout algorithm that enables the reader to see changes in 

hierarchical data [66].  

 

 
Figure 5: Tree-map, R(treemaps). 

 

Tree-maps offer efficient usage of the available display space, 

and provides a good overview of the entire data hierarchy. The size 

of rectangles is relative to the size of the related data object, which 

simplifies data interpretation and evaluation. The color-coding 

helps to distinguish between different cluster groups and also helps 

show the relationship between children to parent nodes. The main 

graphical parameters for tree-map plotting are visualization area 

size, position and color-coding [71]. 

On the other hand, tree-map visualization becomes poor with 

the increase of input data size. While tree-map graphs still provide 

a data overview, supporting visualization objects such as labels 

cannot be drawn on small rectangles. Visualization of GO terms 

with tree-maps is an example of a using tree-map layout in biology 

[66]. 

 

4.2.2 Sunbursts. An alternative space-filling visualization is to 

represent data in a radial layout such as the Sunburst (see Fig.6) 

[65][29]. The hierarchy is represented from the center outwards 

from it. The inner circle is the root of the hierarchical data, and 

multiple layers of rings represent the parent-child relationships next 

to each other [67]. As the Sunburst is a circular space-filling 

technique, the edges of the provided display space are unused. The 

wedge size is relative to the cluster size. The interpretation of 

wedges sizes is relatively easy for the reader as each slice is 

represented in a familiar proportional way. However, in the case of 

narrow wedge sizes, the readability and evaluation of the 

visualization becomes poor. This leads to the similar problem of 

losing some graph labels, but can be addressed by using the empty 

space around the circular layout. As with tree-maps, the Sunburst 

uses colouring to improve readability of the visualization. Other 

space-filling visualization techniques available are the Voronoi 

diagram[2], Ellimaps [47],  icicle plots [34] and Beamtree [17]. 

 

 
Figure 6: Sunburst diagram. 

5 CONCLUSIONS 

We reviewed the most common visualization techniques available 

for hierarchical structured data in 2D space within the scope of this 

paper. Within the conclusion section, we pinpoint to the 7 most 

relevant categories for classifying and characterizing biological 

visualizations to support the development of visualization 

taxonomies. 

5.1 Visualization Technique 

Visualization techniques for hierarchical structured data in 2D can 

be classified as explicit (dendrograms, circular tree, intended trees) 

and implicit (tree-maps, Sunburst) methods. All of them have 

advantages and disadvantages, and the choice of the most suitable 

visualization technique depends on the final representation goal. 

For example, space-filling techniques are the best for representing 

a global overview of final results. However, with the increasing size 

of the data, details such as labels are often omitted to avoid 

cluttering the final picture. Tree-maps utilize the complete display 

space, while the Sunburst uses only part of it. On the other hand, 

the Sunburst provides a more intuitive understanding of the 

relationship between data values due to proportional representation 

of relationships [29];  it is harder to see the size difference between 

rectangles in tree-maps.   

5.2 Visualization Design 

In addition to appropriate selection of the visualization method, it 

is important to apply suitable supporting visualization features:  
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(1) applying color-coding;  

(2) providing legend information if necessary;  

(3) ordering results appropriately;  

(4) zooming into a region of interest;  

(5) displaying additional supporting parameters (e.g.  

      numerical proportions of pie slices); and  

(6) using the same font for labeling, and others.  

The appropriate utilization of such features makes visualization 

more intuitive to comprehend. 

5.3 Interactive Multimedia Features 

Modern technologies provide various techniques for exploring big 

data in real-time, such as interactive methods and web-based 

visualizations. However, representation of final results for big 

datasets in 2D space remains a challenge. In this review, we focus 

on hierarchical structured data specifically visualization methods. 

Taking into consideration the best features of existing techniques 

and applying them into development of new visualization methods 

may help in representing big data results in a clear, informative 

way. 

5.4 Primary Visualization Tasks 

Visualization aims to facilitate perception, comprehension of the 

data. The primary visualization tasks are presented in Table 1, 

which enable the exploration of data, and decision making during 

the analysis process of biological data. 

5.5 Algorithms and Data Processing 

Algorithms and pipelines involved in the analysis process as e.g. 

clustering (see Section 3).  

5.6 Data Representation, Storage, and Query  

Another issue to be addressed, is data representation, especially 

regarding the particularities of the organization of hierarchical data 

as tree-like structures. Table 3 lists these relevant features. 

5.7 Software Tools and Analysis Pipelines 

Utilized software tools as e.g. Web3DMol and analysis pipelines as 

listed in Table 1.  

5.8 Future Work 

In future works, we will focus on the development of a taxonomy 

for reviewing and classifying visual techniques of hierarchical 

biological data. We will utilize the criteria for the taxonomy, listed 

within the conclusion section. 
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ABSTRACT 

Children killed or seriously injured through road accidents can be 

avoided through an appropriate safety training. Through play and 

engagement children learn and understand hazards at i.e. railway 

stations, bus stops, crossings, school zones, train stations, 

footpaths, or while cycling. We developed a rapid prototype of an 

Augmented Reality (AR) safety training proof-of-concept 

demonstrator for a scaled real-world model of dangerous road 

hazards. Two scenarios have been picked to give children the 

possibility to apply, and acquire knowledge of road safety: 1. 

handling emergency situations and informing authorities; 2. 

correct behavior at a bus stop on arrival/departure of a bus. In this 

paper we discuss our design approach, outline the technical 

implementation of the system, and give a brief overview of our 

lessons learned. 

KEYWORDS 

Augmented Reality (AR), child road safety, Virtual Reality (VR), 

safety training, pay, engagement, traffic safety, road safety. 

1 INTRODUCTION 

It’s common knowledge, that children are the most vulnerable 

pedestrians, cyclists, or vehicle passengers in road traffic. The 

World Health Organization (WHO) estimates that 30% of injury 

deaths of the 0-19 years old is due to traffic hazards, accounting 

for 2% of deaths globally. Dependent on country and region, this 

translates to 5-20 fatalities per 100.000 children [1]. In 2015, the 

average fatality rate across Australia was 5.1/100.000 for all age 

groups, where approx. 15% was related to children (21/100.000), 

in sum 20% of the total population [2]. These numbers illustrate 

the importance of training children at young age in traffic safety. 

While they “understand the danger but have little idea what to 

look for, and what to ignore“ [3][4]. Therefore, it’s important to 

develop a training environment, where children can be trained in 

hazardous situations – spotting dangers, and eventually avoiding 

fatal situations.  

Using latest technologies, in particular AR enables the 

simulation of real-life hazardous traffic situations. Children are 

exposed to potential threatening situations and train how to react 

correctly. They learn to spot harmful situations, and how to 

respond. AR gives a realistic experience if combined with a scaled 

real-world model of train stations, bus stops, schools, or traffic 

crossings. Figure 1 illustrates the scaled real-world model of the 

Constable Care Child Safety Foundation (CCCSF) safety school, 

which has been opened in Perth, Western Australia [5]. The model 

is fully equipped with AR markers, WiFi, and interactive features, 

and can be considered as the world’s first installation of this kind. 

 

 

Figure 1: Scaled real-world model built by the Constable Care 

Child Safety Foundation in Perth, WA, Australia equipped 

with dangerous road hazards (i.e. pedestrian crossing, bus-

stop) [5]. 

Through a cooperation between Curtin University’s VisMedia 

Lab [6] and the CCCSF a student group has been working on 

creating design concepts, prototypes, and scenarios for the project 

as part of work integrated learning activities. To illustrate the 

potential of AR, we have been focusing on the development of an 

interactive scenario for the AR marker on the backside of the bus, 

which is illustrated in Figure 2. The goal of this paper is to: 

1. introduce the design approach and technical challenges of the 

demonstrator; 

2. describe the AR demonstration based on the marker on the 

bus (the creation of a minimal viable prototype); and 

3. give a very brief overview of educational and training 

aspects of the demonstrator. 

2   RELATED WORKS 

Much work has been devoted to investigate AR (especially e.g. 

[7]) and smart, locative, and ubiquitous service systems 
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(especially e.g. [8] and [9]). However, research in converging 

child safety training and technologies such as AR and intelligent 

systems is rather scarce. 

 

 

Figure 2: AR marker on the scaled real-world model of a bus 

placed in the overall child safety training center. 

3   AR DEMONSTRATOR 

The demonstrator was developed following a Design Thinking 

[10], [11] methodology, where a broad variety of ideas is 

generated at the beginning, and the best are selected for 

prototyping. After meetings with the clients, it was decided to 

develop a scenario for the AR tracker on the backside of the bus. 

Table 1 gives an overview of the results of the brainstorming 

sessions, and the scenario that we have been aiming at. The 

principle idea was to train children to call emergency services, 

when an emergency event occurs. In our case, a bus was on fire, 

and children have to react correctly. 

 

Table 1. Description of the Learning Event: ‘Bus on Fire’. 

Learning 

Intensions 

Training children the right process to call emergency 

services 

Learning 

Experience 

Students should learn how to react in unforeseen 

emergency situations correctly, and memorize the 

number of the emergency services 

Description A bus is on fire, and children are provided with 

different choices how to react in this particular 

situation 

Key Messages Emergency services don’t know your location, think 

before acting wrongly; what do emergency services 

typically ask; the number is not 911 

Quiz/Questioner • Dialing the correct emergency number 

• Emergency services know your location (Y/N) 

• What is the best to do in an emergency? 

Information for 

Teachers 

Information materials about emergency services, 

how to dial numbers correctly, how to react correctly 

 

The implementation is running on Android OS, and was 

developed in Unity with the Vuforia software package. A tablet 

PC and its camera was used for placing the graphical content on 

the marker on the backside of the bus. The overall flow of the 

application is illustrated in Figure 3, and a few screenshots of the 

application are presented in Figure 4. 

 

Figure 3: Flow diagram of the demonstration. 
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Figure 4: Screenshots of the AR system. 

4   CONCLUSIONS 

We strongly believe that this application will help children to 

understand the danger, but also train them in different ways how 

they can cope with the situation – e.g. to call emergency services, 

and ignore certain other non-viable alternatives. Through AR the 

learning experience is intensified, and real-life situations can be 

trained, especially when using a world scaled model of typical 

traffic hazards. Our future work will focus on the development of 

more scenarios, and data analytics to understand training 

performance and improve the learning experience. 
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Abstract

In this paper, we present DupRobo, an interactive robotic platform
for tangible block-based design and construction. DupRobo sup-
ported user-customisable exemplar, repetition control, and tangi-
ble autocompletion, through the computer-vision and the robotic
techniques. With DupRobo, we aim to reduce users’ workload in
repetitive block-based construction, yet preserve the direct manip-
ulatability and the intuitiveness in tangible model design, such as
product design and architecture design.

Keywords: Robotic, Block assembly, Physical autocompletion.

Concepts: •Human-centered computing→ Interactive systems
and tools;

1 Introduction

Assembly blocks (e.g. LEGO and DUPLO) have been a popular
type of toys over time. They are also widely applied in various
creative processes, such as product design [Lofaro et al. 2009] and
architecture design [Smithwick et al. 2017]. Different from sketch-
ing which is thought of as 2D visual design thinking, physical block
building, with its emphasis on assembly and manipulation, ought to
be considered 3D physical design thinking a more tangible, inter-
active way of exploring designs [Smithwick et al. 2017].

Research [Smithwick et al. 2017] showed that this type of hands-on
prototyping platform can retain users interest and attention, pro-
mote design creativity, and facilitate team work. Unlike sketching,
which involves marking a 2D flat surface, physical model making
takes place in three dimensional space and involves different forms
of material interaction, can further facilitating problem solving.

However, it is still confusing and tedious for non-experienced users
to construct large physical models [Strobel 2010], and it is even
more difficult to create new models from scratch. One reason could
be that a large complicated model often involves many repetitive
parts. For example, the Parthenon model contains multiple sim-
ilar pillar structures, and the Great Wall model consists of many
embattlements. On the other hand, it is observable that highly cre-
ative patterns can be generated through controlling the repetition
of a primitive exemplar. The exemplar repetition, also known as
autocompletion, has been widely supported in many 2D/3D design
softwares [Kazi et al. 2012; Xing et al. 2014; Peng et al. 2017]. But
interacting with a 3D model virtually can be far less intuitive than
actually making the physical model [Ishii and Ullmer 1997]. In this
research, we aim to reduce the manual workload in repetitive block
assembly through physical autocompletion, yet preserve the direct
manipulatablity and the intuitiveness in tangible modelling.

In this paper, we present DupRobo, an interactive robotic platform
for tangible block-based design and construction. DupRobot sup-
ported user-customisable exemplar, repetition control, and physical
autocompletion. As shown in Fig. 1, the setup of DupRobot con-
sists of a Kinect sensor above the construction platform to track the

∗e-mail: keninzhu@cityu.edu.hk

Kinect 360

6-DOF Robotic Arm

Marker-based 
Repetition Commands

Construction Platform

Figure 1: DupRobo setup.

user input (i.e. the exemplar building and the paper-based com-
mands), and a robotic arm for automatic construction. Here we
work only with the DUPLO blocks with a 2 2 arrangement of
studs in the current prototype, to keep the problem computation-
ally tractable. We didn’t take the colors of the blocks as an input
parameter, since our current main focus is to facilitate the physi-
cal structural autocompletion. While robotic assistants have been
widely applied to many industrial domains to reduce the repetitive
workload of human, e.g. component assembling, they were rarely
used to facilitate tangible creative processes.

Fig. 2 shows the processing flow of DupRobo. The user first con-
structs a physical block-based model as the physical exemplar. The
exemplar building process is captured and tracked using the Kinect
sensor above the construction platform on the table. The DupRobo
system provides a set of paper-based commands for users to cre-
ate the repetitive pattern, and controls the robotic arm to build the
physical model. By repeating a physical exemplar, DupRobo facili-
tates users to physically create complex structures. Fig. 3 shows
a list of examples constructed by DupRobo with various com-
binations of physical exemplars and paper-based repetition com-
mands.Furthermore, the native support of assembling and disas-
sembling in block-based construction allows users to modify the
physical autocompleted model.

2 Related Work

DupRobo was inspired by the existing works on the 2D drawing au-
tocompletion, the 3D block-assembly tracking, and the interaction
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DupRobo Process

Repetitive Pattern 
Generation

User Input

Physical Exemplar 
Construction

Tangible Repetition 
Commands

Robotic Arm 
Execution

Final Physical Product

3D Tracking

Figure 2: System diagram of DupRobo.

Exemplar A Exemplar B Exemplar C

Figure 3: Examples of physical exemplars and repetitive structures physically autocompleted by DupRobo.

with robotic assistants.

2.1 2D Drawing Autocompletion

The research on automatic repetitions of visual patterns has been
greatly advanced in recent data-driven methods [Kazi et al. 2012;
Xing et al. 2014]. These works impose a list of sequential orders
with the user-defined exemplars to be cloned to the desired output
regions through various gestural commands, such as brushes. Simi-
lar autocompletion techniques were recently applied on 3D surface
sculpting [Peng et al. 2017]. Although the autocompleted 3D vir-
tual surface can be physicalised through 3D printing, it still requires
users to edit the 3D model in the graphical user interfaces which
could be less direct or intuitive than the tangible user interfaces.
Taking one step further, DupRobo support the physical block-based
modelling autocompletion with tangible commands.

2.2 Tracking and Generating Block Assembly

There has also been a series of research on tracking block-assembly
procedures. Miller et al. [Miller et al. 2012] developed a Kinect-
based system to track how a DUPLO model is built,with the as-
sumption that the model always stays with its base on the table to
reduce the tracking to 3 degrees of freedom (DOF). Gupta et al.
[Gupta et al. 2012] presented a real-time system which can track an
assembly process of Duplo blocks in 6-DOF. In DupRobot, similar
to Miller et al., we assumed users build the exemplar on the table
block by block, and tracked the building process using Kinect.

2.3 Robotic Assistant

Last but not the least, DupRobo is strongly inspired by the recent
development in interacting with robotic assistants for industrial and
in-home purposes. Zhao et al. [Zhao et al. 2009] utilized AR mark-
ers to control house-keeping robots. More recently, Sefidgar et al.
[Sefidgar et al. 2017] developed a set of physical blocks with visual
markers for robot programming in a pick-and-place task context.
Their studies proved the high intuitiveness and learnability of situ-
ated tangible programming for robotic assistants. Thus, the similar
interaction techniques was adopted in DupRobo. For creative de-
sign process, Smithwick et al. [Smithwick et al. 2017] envisioned
an intelligent robotic platform that assists architects in tangible pro-
totype design. DupRobo was directly motivated by this vision, and

a b c

d e f

Figure 4: Block tracking on the construction platform: (a) RGB
image of the first block (b) Depth image of the first block (c) binary
image of the first block after retangle detection (d) - (f) Tracking of
a completed exemplar.

stepped further with tangible control interface for the robot.

3 System Description

In the current DupRobo prototype, we used a grey DUPLO board
with 32 x 16 studs as the construction platform, and the non-grey
DUPLO blocks as the construction pieces. Each DUPLO block
was attached with a 1mm-thick iron plate on its surface, for the
“grabbing” action of the electromagnet in the robotic arm. There
are three main technical components in DupRobo: 3D tracking of
the physical exemplar , the paper-based repetition commands, and
the robotic arm for the physical autocompletion.

3.1 Physical Exemplar Tracking

Since only 2 x 2 non-grey square DUPLO blocks are used, the
computer-vision component performs the process of rectangle and
color detection when the user places the blocks on the construction
platform. Firstly, the RGB image (Fig. 4 (a))captured by the Kinect
sensor is cropped to the region of the construction platform. The
cropped image is then converted to the HSV space, and thresholded
to eliminate the grey color. Next, image dilation and erosion are
performed to obtain the binary image which will then go through
the contour-detection process. Finally, the edge filter, the angle fil-
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ter, and the area filter are set to obtain the proper rectangle of a
newly placed block (Fig. 4(c)). The on-screen position of the block
is then used to update the virtual construction platform by adding
a new virtual block accordingly. If there has already been blocks
overlapped with a particular location, the new block will be stacked
on top of the existing block. Additionally, the Kinect depth image
is used along with the RGB image to detect the newly placed block
when it is placed on an existing block with the same color.

3.2 Paper-based Repetition Commands

Once the user finishes building the physical exemplar, he/she can
then indicate the repetition patterns placing the paper-based com-
mands on the construction platform. We designed seven paper-
based markers (Fig. 5) as the repetition commands. The START
(Fig. 5(a)) and the END markers (Fig. 5(b)) represent the starting
position and the ending position that will be connected by repeating
the exemplar. When there are more than two pairs of START and
END markers on the platform, the repetition of the exemplar can
form a closed shape which can be filled with the exemplar using
the Fill marker (Fig. 5(c)). The “Upper Arrow” marker (Fig. 5(d))
indicates the upward repetition perpendicular to the construction
platform. Placed along with the upward marker, Fig. 5(e) and (f)
indicates repeat two and three times of the exemplar upward. When
the user finishes planning the repetition with the markers, he/she
places the Go marker (Fig. 5(g)) on the platform. Detecting the Go
marker, the DupRobo backend algorithm will generate a virtual 3D
preview of the repetition model as shown in the ”Repetitive Pattern
Generation” box in Fig. 2, and control the robotic arm to construct
the model piece-by-piece layer-by-layer.

3.3 Robotic Arm for Model Construction

The 6-DOF robotic arm consists of five off-the-shelf servo motors
(Model No.: KS-3518) and one 12V electromagnet as the end effec-
tor. When grabbing the DUPLO blocks, the electromagnet will be
turned on by the transistor-controlled switch circuit. The five servo
motors were controlled by two Arduino boards with motor shields,
and the angle of each motor was calculated in real-time using the
position of the current to-built piece based on the inverse kinetics.

4 Social Impact and Future Vision

While DupRobo is inspired by Smithwick et al.’s vision of robotic
design assistant, we further envision that the robotic assistant in tan-
gible creative process could duplicate the designer’s initial design,
and perform iterations of the initial design, enabling rapid proto-
typing of different design configuration. In addition, the robotic as-
sistant can experiment and construct complex possibilities that are
difficult for manual efforts , and further provide new design sug-
gestions to the designer. As the future work, we will incorporate
multiple robotic arms to construct more complex models.
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ABSTRACT
This paper presents a system to experience emergent play within
a mixed reality environment. Real and virtual objects share a uni-
fied representation to allow joint interactions. These objects may
optionally contain an internal mental model to act autonomously
based on their beliefs about the world. The experience utilizes intu-
itive interaction patterns using voice, hand gestures and real object
manipulation. We author experience by specifying dependency
graphs and behavior models, which are extended to support player
interactions. Feedback is provided to ensure the system and player
share a common play experience, including awareness of obstacles
and potential solutions. An author can mix features from game,
story and agent-based experiences. We demonstrate our system
through an example adventure game using the Microsoft HoloLens.

KEYWORDS
Mixed Reality, Emergent Play, Interactive Narrative, Cognitive Mod-
els, Behavior Trees, Dependency Graphs, Tangible User Interface

1 INTRODUCTION
We propose a system to enable emergent play in a mixed reality
environment with real and virtual objects. The play experience
may include a mixture of gameplay, narrative and agent-based in-
teractions. The player may creatively interact with the system to
progress the experience. We utilize the Microsoft HoloLens as the
mixed reality interface. It provides the spatial mapping to place vir-
tual objects within the real physical environment. We additionally
detect real objects in the environment and integrate properties of
real objects within the play experience.

Our paper makes the following main contributions to realize
this vision: (1) We have developed a common representation for
both real and virtual objects and a runtime instantiation strategy
so they may participate in the experience. (2) These objects may op-
tionally contain an internal mental model to act autonomously and
make decisions based on their beliefs about the world. (3) We de-
scribe a formalism for defining agent behavior, both in terms of the
execution of behavior and the visualization of required logical de-
pendencies. (4) We utilize techniques based on Interactive Behavior
Trees [14, 17] for accommodating natural player interaction with
real and virtual objects. This includes the use of feedback to ensure
the system and player share a common play experience, includ-
ing awareness of current obstacles and potential solutions. (5) Our
system allows for the design of mixed reality experiences, which
include characteristics of game, story and agent-based simulation.

We demonstrate our system through an example experience
depicted in Fig. 4, which presents an adventure game where the
player must overcome obstacles in order to achieve a goal. Obstacles
must be overcome by player interactions (e.g. using gesture, voice
and real objectmanipulation) to advance the experience. Our system
supports emergent play by giving the player feedback about the
current experience and the freedom for mixed reality interactions.

2 RELATEDWORK
Salen and Zimmerman broadly define play as free movement within
a more rigid structure [28]. The player drives the experience, for
example with the goal of “getting to know the properties of objects”
or exploration of what can I do with this object" [9]. Our aim is to
support emergent play in the context of gameplay, narrative and
agent interaction in mixed-reality environments.

Emergent gameplay refers to complex situations that emerge
from the interaction of relatively simple game mechanics. For ex-
ample, the game Scribblenauts [11] allows a player to spawn any
desired object to solve a puzzle. This is an example of intentional
emergence designed into the game. Another example of intentional
emergence can be found in games likeMinecraft [5, 23] where goals
can be achieved in multiple ways. Unintentional emergence may
happen when a player identifies an unintended use of a game fea-
ture. We aim to provide an environment where emergence can take
place.

Emergent Narrative may include narrative generation tech-
niques that are responsive to author input or user interaction. Our
work is inspired by the linear narrative generation system, CAN-
VAS, which enables computer-assisted authoring of 3D animated
stories [15]. We adopt aspects of the knowledge representation,
animation control and visualization to achieve our immersive play
experience. This work also motivates our hybrid representation in
which character behavior is defined by an external narrative script
or by an internal reasoning process [16].

Interactive narratives afford the player to alter the direction or
outcome of a storyline and offer awide spectrum of experiences [25].
Traditional choose your own adventure experiences offer a strong
story with manually-specified author intent. The opposite end of
this spectrum includes emergent narrative systems in which char-
acters in the story have strong autonomy and the authored intent is
automatically generated [1]. Games like The Sims [22] or Minecraft
[23] do not have a predefined story but rather allow the player to
create their own goals and let a story emerge from the possible
interactions. Furthermore interactive narrative experiences such as
Mimesis [31] and Merchant of Venice [24] offer strong story control
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of virtual characters while simultaneously supporting automati-
cally generated stories. Narrative experiences such as Façade [21]
are hybrid systems in which virtual characters in Façade exhibit
a balance of autonomy and story influence. Our system offers a
hybrid of pre-defined stories and an emergent narrative experience
for the player.

Emergent agent interactions require a notion of intelligent
agents and has been studied in cognitive science to explain the struc-
ture of the human mind in a comprehensive computer model [27].
The incorporation of intelligent agents allows a system to utilize au-
tonomous entities that observe the world and act according to their
own rationale. They react to changes in the world. One of the main
four classes of agents described by Weiss [29] is the Belief-Desire-
Intention model where each component is represented as a data
structure and is manipulated by the agents and its surroundings. We
also draw inspiration from Bratman’s theory of human practical
reasoning [4] to implement a Belief-Desire-Intention (BDI) soft-
ware architecture. Applying this model we create decision-theoretic
goal-based agents, which have beliefs about itself and other agents,
desires and possible actions to follow these desires.

Mixed-reality interaction techniques expand the possible
user interfaces where real world objects can provide an intuitive
way to interact with virtual content [32]. Intuitive manipulation
and interaction of physical objects that provide an interface to the
system is known as a Tangible AR interface [3] and is used in ex-
amples such as a table top environment [18] or a “MirageTable” [2].
A challenge of Tangible AR interfaces is to show users how to ma-
nipulate the real object to achieve the desired command. Providing
visual hints [30] can aid this process. We make use of real toys to
represent entities of the system and use their position and orien-
tation to provide input to the system. In addition to mixed-reality
techniques, we also support hand gestures [19, 20] and voice input
to provide a natural human interface.

3 OVERVIEW
Our goal is to create an emergent play experience by mixing real
and virtual objects. The objects have a common representation and
optionally an internal agent mental model which are both compati-
ble with our interaction design. The interactions are designed with
graphical representations. Visual and audible feedback during play
ensures the system and player share a common play experience.

Mixed-Reality Smart Objects. We apply the concept of smart
objects [13] to represent both real and virtual objects where smart
objects have states and affordances, which offer capabilities to in-
teract with other smart objects. Virtual objects may be wished into
existence and real objects may be introduced during game-play
with the system reacting to them. Smart objects can be redefined
during runtime by substituting the smart object script.

Intelligent Agent Architecture. In addition to specifying the
states and affordances associated with a smart object, we may de-
fine an internal agent model of the smart object. We choose a model
which embodies mental attitudes and model them with states and
affordances. The model operates on a shared state space and deter-
mines both when and which internal character behavior to execute.

We use dependency graphs to visualize the model and behavior
trees to implement the model.

Mixed-Reality Interaction Design. We support three user in-
teraction types: gesture, physical object manipulation and voice
commands. We use formalisms to specify these interactions and
their influence on the experience progression. We separate different
experience characteristics into game, story or agent simulation.

4 MIXED REALITY SMART OBJECTS
In Mixed Reality (MR), we represent all entities (both real and vir-
tual) as smart objects [13]. A smart object contains a set of states and
affordances (or capabilities) to interact. Having the same internal
representation of all real and virtual objects provides a consistent
specification and interaction possibilities of all objects in the world.

State. The states define the nature of a smart object such as “being
asleep” or “level of friendliness”. They can be represented by any
type (e.g. bool, enum, int). They are part of the shared state-space
of the system and can be accessed from anywhere in the system.
Since physical objects are also declared as smart objects they also
include states.

Affordance.Affordances define the interaction possibilities offered
by a smart object and can be invoked by the player, the smart object
itself or other smart objects. An example affordance of a smart
object could be to speak a defined string or navigate to a certain
position. Affordances are specified as execution nodes in a Behavior
Tree (BT) [6]. This allows handling of affordance results (success
or failure). Affordances can make changes to the shared state-space.

Instantiation. The states and affordances of a smart object are
defined in a smart object script. Smart object scripts are defined
in a hierarchical manner to support code reuse. Each smart object
will always inherit all the states and affordances of its predecessors.
The system instantiates a smart object by attaching a smart object
script to either a virtual or a tracked physical object. That way the
system grants interaction capabilities over the smart objects. The
hierarchy allows authoring of events (collection of affordances) that
require a certain subtype of smart object rather than specifying a
specific smart object. We support two types of instantiation, namely
pre-defined and dynamic.

An author may pre-define objects by attaching the desired smart
object script to it and configuring the initial states. This will allow
a player to spawn new objects into the world that are known to
the system. For example the player could speak “create a key” and
the system will instantiate the pre-defined object “key” as shown
in Fig. 4h. Given the hierarchical structure the player also has
the ability to introduce new undefined dynamic smart objects at
runtime by either physical or virtual means. The player can wish
for a virtual object which will result in a token being spawned with
a google image search to texture the desired object shown in Fig.
4d. After the player introduced a new object and defined it as a
certain type of smart object the system attaches the corresponding
smart object script and the object will inherit all affordances and
states of the specified type. Since scripts can be removed and added
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during runtime the player is also able to reconfigure already existing
objects by redefining the smart object script.

5 INTELLIGENT AGENT ARCHITECTURE
We utilize a Belief-Desire-Intention (BDI) based agent model [29] to
allow real and virtual smart objects to act autonomously and make
decisions based on their emotions and the state of the system.

5.1 Belief-Desire-Intention Model
Agent intelligence within the BDI model is specified with three
components: belief, desire and intention.

Belief. The belief states represent what the agent thinks of the
system. In a trivial case this will be the ground truth of the current
system, such as number of objects of a certain type in the world.
However, an agent’s belief must not necessarily reflect the actual
state of the system. It can be mislead by for example only letting
the agent observe part of the system and furthermore include emo-
tional beliefs (e.g. as the belief that another agent is friendly) which
cannot be trivially measured. A belief is represented as a state in
a smart object and is thus part of the shared state-space. It can
be of any type (e.g. bool, enum, int). Beliefs of a smart object are
influenced by changes of other states in the shared state-space. A
belief state is defined internally to the smart object itself.

Desire. The desire states represent the goals of the agent, i.e. the
desire to do something such as interacting with an object or run-
ning away from a certain area. As the aforementioned belief state a
desire is represented as a state in a smart object script. It can be of
any type and cannot directly be altered by any other means than
the smart object itself. Desires can be manipulated by changes of
other states in the shared state-space.

Intention. The intentions are the resulting actions the agent will
take given a defined combination of beliefs and desires. They are
represented as affordance calls in the system.

5.2 Behavior Tree Representation of
Belief-Desire-Intention Model

A BDI at its core is one or more intentions that are triggered by a
defined set of beliefs and desires. Beliefs and desires are in turn af-
fected by changes in the shared state-space. These dependencies can
be represented in a dependency graph. The concept of dependency
graphs have been used commercially in games such as DeathSpank
by Electronic Arts [8]. They show all state dependencies of an ex-
perience in the form of a polytree. Parents of every node are the
preconditions that must be met in order for the the node itself to
become true. This allows to author complex experiences better than
with a complex story graph where possible path flows would have
to be considered. It also aids the implementation of behavior trees
to perform routine checks on the changeable states.

Fig. 1 shows how a dependency graph can be used to visualize
how desires and beliefs influence intentions and are influenced by
the shared state-space. In the directed graph all parents of a node
must be fulfilled in order for the node to also be true or executed.

Figure 1: Inter-influence of belief, desire and intention. (a)
The belief that the tiger is not scary results in the desire to
touch the chest. (b) The desire to touch the chest and the
belief that the chest exists results in the agent intention to
touch the chest. (c) The belief that the tiger has roared re-
sults in the belief that the tiger is scary which results in the
agent intention to flee from the tiger.

Behavior Trees (BTs) [6, 12] are represented as hierarchical
nodes that control the flow of decision making of an AI entity. It
consists of nodes that are either the root, a control flow node or an
execution node. A BT is executed by sending a tick with a certain
frequency to the root node which forwards this tick to the execution
node defined by the control flow nodes. An execution node can
either return running, which will cause it to consume the next tick,
success or failure. Depending on the finish state (success or failure)
the control flow nodes send the next tick to a different execution
node. BTs can grow as complex as defined by the author.

The BT model allows sequential routine checking of all defined
states. Each state that can be influenced has a routine check of its
preconditions. Every node with one or more parent shown in Fig.
1 requires one routine check which is implemented as a sequence
in a BT. An example of such a mapping is shown in Fig. 2 with the
corresponding dependency graph depicted in Fig. 1b. It is imple-
mented as a sequence in a BT with the first two execution nodes
being leaf-asserts validating whether the desire to touch the chest
and the belief the chest exists are active. Should either of those
asserts fail the sequence will terminate, invalidate the intention and
restart. Should both of them succeed the last node, the touch chest
intention is executed. Intentions are implemented as an affordance
call of the smart object; in this case the touch-chest affordance.

Each smart object contains its own BT which is ticked indepen-
dently of any other BT. This allows introduction and removal of
smart objects with a BDI model during run-time. Discussion of
player interaction with the BT-based BDI can be found in Sec. 6.2.

6 MIXED-REALITY INTERACTION DESIGN
The goal of our system is to enable interactions between the mixed-
reality smart objects and the player. In this section, we describe how
the system considers player interactions in the context of different
play experiences.
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Selector (OR)

Desire to touch chest? Chest exists? Touch chest

Sequence (AND) Sequence (AND)

Stop touching chest

Figure 2: Behavior Tree of Belief-Desire-Intention module
shown in Fig. 1b involving the chicken and the chest

6.1 Supported Player Interactions
TheMicrosoft HoloLens offers several forms of player interaction to
enable a natural play experience. It does not require any controllers
leaving the hands of the user free to manipulate physical objects
and allows hand gestures. The interaction in our system should
be intuitive, require no prior knowledge or experience with MR
and no additional hardware setup. We thus chose 3 types of user
interaction possibilities:

Gesture Interaction. We included the standard air-tap gesture
defined and provided by the HoloLens. It can be configured to, for
example, select objects and move them if the corresponding smart
object allows it.

Real Object Interaction. We extended the system with the Vufo-
ria library [10] to allow real objects such as children’s toys to be
tracked and their position and orientation to be available for the
system to use. Manipulating its position or orientation can directly
influence states of the physical smart object and thus influence
the shared state-space. For example a toy animal’s rotation can
determine its state “is sleeping” by lying on its side.

Voice Interaction. The system was further extended by adding
SRGS grammar definition [7]. This allows to author the same com-
mand with different variables. For example the commands “show
me the ⟨obj⟩” and “go to the ⟨obj⟩” work in conjunction with the
variable definition ⟨obj⟩ = “dog”, “cat”, “ball”, “user”. The author can
then introduce new objects by only extending the ⟨obj⟩ list without
having to add all possible voice command combinations involving
the object.

6.2 Interactive Behavior Trees
We utilize the Interactive Behavior Trees (IBT) concept of Kapadia
et al. [14] to extend the notion of Behavior Trees (BT) [6, 12] to en-
able user interaction with the system. Our IBTs were implemented
using a library [26] that enables concurrent access to a globally
shared state-space by means of an exposed parameter interface.
We generate the following three main distinct subtrees to enable
interactions with the system: (1) An event-tree that contains all
the events (a collection of smart object affordances) which will
get triggered as soon as the corresponding event-state is activated.
(2) An interaction-tree which enables an interaction-state when
a corresponding user interaction mentioned in Sec. 6.1 was regis-
tered. (3) A state-monitor-tree that registers the interaction states,

Figure 3: Main dependency subtree showing player
interaction-state (red) and system states (green) as pre-
conditions for the system state “chest is opened”

checks authored preconditions and enables event states. This state-
monitoring-tree or main dependency tree can be visualized with
dependency graphs and implemented in a similar way as the BDI
models in Sec. 5.

Fig. 3 shows part of the main dependency graph used in our
resulting experience. Given a player interaction (red) we can an-
ticipate their intention and provide feedback if a precondition is
not yet met. The behavior tree mapping is done the same way as
shown in Sec. 5.2 with one main difference. If a leading assert (i.e.
one of the preconditions) fail we do not invalidate the intention but
let the player know why a precondition failed and possibly give a
hint on how to overcome the obstacle.

6.3 Experience characteristics
With our system we can author stories, games, agent-based simu-
lations or any mixture as desired. The characteristics of having a
pure game, story or agent simulation are described as follows. A
pure game experience will not progress without user interaction.
The aim is to solve a puzzle or overcome an obstacle. A pure story
experience will progress without player interaction. A player is
able to spectate what is taking place without having the ability to
influence the action. A pure agent-based simulation experience
is also unaffected by any user interaction, but unlike a story the
logical decisions of the smart objects and the calling of affordances
are not implemented on a global level but on agent-level in form of
a BDI for each smart object as described in Sec. 5.

Our concept allows authoring of a seamless hybrid of all three
experiences. The main dependency tree gives complete control to
the author to create any dependencies. A game requires player
interaction to achieve goals. Thus when designing a dependency
graph for a game a proportionally large amount of interaction-
states are assigned as a precondition to other states. This causes
the progression of the experience to be in the players hands and
the experience is strongly game-based. Reducing the amount of
interaction-states assigned as preconditions in the dependency
graph design will make the experience progress more on its own.
Events can be authored to invoke more affordances which can lead
to a single interaction having a large affect on the progression of the
experience. In addition we can define more states being changed in
the shared state-space after a single interaction. This can in return
result in more preconditions without interaction-state to succeed
and further progress the experience autonomously. Designing the
experience this way will shift the experience to be more story-based
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and is a more passive experience for the player when compared to
a game-based experience.

The addition of smart objects that include a BDI-based agent
model is independent of the previous design choices. An author can
choose to have the intentions of a smart object with a BDI affect
the shared state-space which can make the smart objects part of the
game- or story-experience. The author may also choose to design a
dependency graph which ignores any states that are influenced by
the BDI model of a smart object. In that case the smart object will
appear to be a background character enhancing the world without
affecting it.

To ensure a smart object that includes a BDI will not override or
ignore a command from the main dependency tree the concept of a
“freedom-belief” is introduced. This belief-state is a precondition
for all intentions in the BDI model. If the main dependency tree
requires control over the smart object it can falsify the freedom-
belief. This will instantly disable all preconditions inside the BDI
model and allows the main dependency tree to call any affordance.

7 RESULTS
We demonstrate a seamless merge of all (game, story and agent
simulation) aspects of our system in an adventure game where the
user must open the chest by manipulating both real and virtual
objects. The resulting experience is shown in a storyboard in Fig.
4. Fig. 4a and Fig. 4b show the real and virtual world setup when
initializing the experience. After a player uses a voice command
to open the chest, a longer event is triggered (Fig. 4c) where the
protagonist walks to the chest then stops because chickens were
spawned and are flocking to the chest causing him to be scared. The
creation of a dynamic object “corn” (Fig. 4d) and definition as food
for chickens alters the belief of a subset of chickens that there is
chicken food in the world. This will affect their BDI and cause them
to run for the introduced object (Fig. 4e). Commanding to open
the chest will result in having the next hint provided that the tiger
could be woken up. Fig. 4f shows that the tiger is detected (orange
pin) and is in a sleeping state (visual “zzZ” and audible purring).
Changing its orientation (Fig. 4g) will result in the tiger waking
up. This will change the belief of the other subset of chickens,
causing them to flee from the tiger. Fig. 4h shows the player having
created a predefined object “key” which does not need to be defined
by the player. Fig. 4i shows the successful completion of the last
dependency by opening the chest.

8 LIMITATIONS AND FUTUREWORK
While we propose design concepts, we do not have a graphical
interface to facilitate the design process from conception to im-
plementation. Future work could include mapping of the IBT to
a dependency tree visualization. With a provided GUI to design
dependency graphs the author can be aided with detection of un-
reachable states. Further on the dependency graph could then be
exported to multiple routine checks represented in an IBT.

The system currently explores the design concepts, but does
not employ offline or online planning associated with IBT-based
systems. Future work can additionally incorporate planning to
generate play experiences based on user interaction.

Future work can also include a completely dynamic voice detec-
tion without having to be limited to a predefined grammar. This
would increase the possibilities of the user experience and speed up
development since no expected words would have to be pre-defined.

The creation of a dynamic object results in a questionnaire that
always starts at the top of the smart object hierarchy. The addition
of assumptions based on an obtained knowledge-base could speed
up or even replace the process of defining an unknown object.

9 CONCLUSION
We demonstrated an emergent play experience in a mixed reality
environment using the Microsoft HoloLens. A common represen-
tation has been applied to both real and virtual objects allowing
interaction within the play experience. The player has the option
to introduce new objects which are either pre-defined or defined
by the player at runtime. These objects optionally have an internal
mental model to autonomously respond to the environment. We
described an approach for representing complex system behavior
using a combination of dependency graph and behavior trees. We
additionally utilized techniques based on interactive behavior trees
for accommodating natural player interactions with real and vir-
tual objects. This includes the specification of player feedback to
ensure the system and the player share a common play experience.
Our interaction design allows for game, story and agent-based play
experiences.
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ABSTRACT 

The paper is text-based artwork, which is representing the initial 

conceptualization or contemplative phase of the media art and 

contemporary art performance and installation.  

The objective of the long term art project is to further examine the 

potential of engagement of the advanced technology within the 

context of artistic research and contemporary art practice, with the 

specific postulate that the potential product of the artwork is 

expected to be imperceptible.  

The artistic research is referring to the philosophical and 

metaphysics idea that the alleged real reality cannot be perceived 

or defined via some concept. The question is, if it is so, than, is the 

art or the artist capable to successfully illustrate the undetectable 

real reality, even with the most advanced technological instruments 

employed. 

The text-based contemporary artwork is partly referring to another 

segment, which can be also observed within the context of the 

contemporary art – text based computer adventure games. More 

specifically, the method implemented for establishing the artwork’s 

concept uses some aspects similar to those used in early text-based 

computer games. 

There are several stages in which the long-term artwork will 

progress.  

The initial form is designed in such a manner which would confirm 

that this segment of artwork not only does serve as a fundament for 

the other parts to unfold, but is also autonomous and is already 

completed in terms of contemporary art. This stand is applicable to 

all the consecutive stages – each segment is both independent and 

contextual.  

The following stages would include the interactivity between the 

author, art audience, but also with the devices applied for the 

producing the artwork, like advanced technology instruments e.g. 

augmented reality (AR), virtual reality (VR), mixed reality (MR) 

devices, then interactive 3D technology, artificial intelligence (AI), 

plus the interactivity with the no-reality (reality in spiritual and 

philosophical contexts). 

CCS CONCEPTS 

• The employment of advanced technology in media art and 

contemporary art, interactive art performance, interactive live art 

performance beyond the context of visualization 

KEYWORDS 

artificial intelligence; art performance; interactive art; art 

installation; contemporary art; ambient installation; ambient media; 

text based art; text based games; immersive technology; interactive 

media; interactive theater; media art; augmented reality; virtual 

reality; mixed reality; 3D virtual environment; data visualization;  

1 INTRODUCTION 

The text based artwork, as a part of the live contemporary 

interactive art performance, is the initial phase, the scenario for the 

more complex art projects. It aims to explore the context in which 

the artwork’s potential development will be expanding and to 

determine if any of the versions of the artwork is more significant 

than other for the art practice and potential artistic outcome: is it 

the text based conceptual and contextual part, or maybe yet to be 

realized media art piece with the most advanced contemporary 

technology integrated. 

The artwork is a combination of the segment which includes the 

contemplations about the topic and the segment which is 

introducing the story and its development to the audience - where 

the audience and some of the instruments applied for the realization 

of the artwork become engaged and immersed as co-creators and 

integral parts of the artistic process. 

2 ART PERFORMANCE DESCRIPTION 

2.1 Text-based Art Performance: the Initial Stage 

2.1.1 Text-based Performance is an Efficient Tool for the Artists 

living in Eastern European Milieu. Introducing text as the element 

of the conceptual contemporary art performance is well known and 

examined by the art theory and aesthetics. The form which is used 

for this artwork is most similar to the Eastern European 

performance art practice, since this socio-political setting is the 

prevailing milieu where the author of this artwork lives and works. 

Specific political and social conditioning in Eastern Europe also 

initiated and designed the artistic and theoretical approach in the 

field of the Eastern European version of performance art, many 

times represented via various forms of writings, texts, 

correspondence, and lectures. Since the same conditioning more or 

less persists, this is the motive behind the decision to apply the form 

of text-based art in this phase. [1] 

57 
 

In: Artur Lugmayr, Kening Zhu, Xiaojuan Ma (edts), Proceedings of the 10th International Workshop on Semantic Ambient Media Experiences (SAME 2017):  
Artificial Intelligence Meets Virtual and Augmented Worlds (AIVR), International Series for Information Systems and Management in Creative eMedia (CreMedia),  

International Ambient Media Association (iAMEA), n. 2017/2, ISSN 2341-5576, ISBN 978-952-7023-17-4, 2017, Available at: www.ambientmediaassociation.org/Journal



 

AI, You’re Fired! Artwork/Text-based Artwork – Digital 

Print, Video, Segment of Art Performance 

2.2 Art: how to Deal with Challenges through 

Text-based Art Performance 

Given the circumstances in which this artwork is conducted, the 

text-based art form has proven to be the most efficient way to be 

selected for this artistic project to be successfully generated and 

potentially without obstructions. 

2.3 Text-based Computer Games also use Text-

based concept as a Tool 

2.3.1 Usually, the Picture is worth Thousand Words.  There is a 

text-based computer games concept which is borrowed to develop 

the artistic narrative, or more precisely, one aspect was the most 

adequate to be employed. Early text-based adventure computer 

games, like Colossal Cave Adventure by Will Crowther and Don 

Woods, although developed just using textual discourse, were 

sufficiently effective and sustainable to maintain autonomously and 

independently as a milestone in a genre of computer games. [2] 

3 ARTWORK’S  DEVELOPMENT 

3.1 Projected Structure 

3.1.1 Phases. Even though the text-based variant of artwork can 

remain in this form, the artwork would continue to develop in 

several directions. 

Those new stages can be conducted at the art galleries or inside 

the scientific research centers and laboratories, e.g. as a segment of 

the doctoral research. The expected outcome of the artistic research 

is dynamic, the process, not a specific exact result of the 

experimentation. Correspondingly, all stages during the process are 

eligible to be exhibited and shared at the exhibiting and other spaces 

and via internet as ongoing interactive live performance. 

    3.1.2 The Procedure. At some applicable exhibiting space or 

spaces, the author and the audience would be practicing the 

spiritual concept of exploring the nature of the reality trough the 

inquiry. It would be beneficial if the advanced meditation or 

spiritual practitioners and specialists are also members of the art 

audience. This type of spiritual practice is performed for thousands 

of years and consists of repeating a set of carefully designed 

questions by the practitioners. Eventually, the genuine revelation 

occurs and the profound knowledge about the real nature of the 

world is liberated. Other forms of spiritual researches can also be 

part of the performance. 

 

AI, You’re Fired! Artwork/Humanoid Releasing Thoughts, 

Digital Print, Video, Segment of Art Performance 

Several practitioners would be invited to participate in the 

performance; the performance is also intended to be presented as 

ongoing live internet performance. 

4 EXPECTED OR UNEXPECTED OUTCOME 

IN ART PERFORMANCE 

4.1 Can Art refer to the Real Nature of the Reality 

4.1.1 Art, Metaphysics, Quantum Physics – their Intersection in Art 

Performance. Many spiritual and philosophical branches indicate 

that the world as we observe it with our senses and which we 

contemplate about based on the experience and knowledge gained 

through existence of the humankind, in fact is merely the 

projection, the hologram or some sort of model, fabrication. They 

suggest that the real reality is in fact undetectable, imperceptible 

and cannot be comprehended from the point where we are now as 

humanity. [3] 

The science is undertaking the researches to explore the real 

nature of the reality. Quantum physics is approaching the subject 

from the scientific perspective and conducts the experiments 

attempting to provide the material proof that the models and 

behaviors immanent to the system in which the 

undetectable/imperceptible essence of existence is detected and 

examined, defined, efficiently employed etc. [4] 

4.1.2  Artistic Discourse and Potential Outcome. Maybe the art 

is also qualified to enter into such a specific field and try to point 

to the true quality of the real reality. There are many examples 

throughout the history of art, which are proving that maybe art is 

the most adequate discipline to deal with this subject.  

There are several arguments to support this idea. 

    Firstly, in the art, there are no firmly established rules which 

proscribe what procedures need to be undertaken to provide some 
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evidence for certain claim or idea. There is no rule which defines 

that the art process needs to necessarily have the objective or a goal 

and to prove that anybody or anything is right or wrong about any 

thesis or idea. Art and artists do not need the approval to undertake 

the artistic process, and there is no predetermined goal which art 

needs to fulfill or prove.  

Evidently, art is the discipline which is relatively liberal and 

where the outcome may be surprisingly accurate and astonishing.  

As an artist, I can observe, that the history of humankind proves 

that no true art remains unrecognized, and anything which pretends 

to be art cannot escape being exposed - sooner or later. 

So, at the exhibiting place, or just any adequate place, when 

conducting the procedure of  artistic/spiritual inquiry, at some 

point, there would be the outcome recognized, and it would consist 

of the recognition that the “real” reality, a space without any 

visions, thoughts, concept, is the origin of other systems. 

4.1.3. Visualization of Imperceptible and Unperceivable. This 

phase of the project is the moment when it would be interesting to 

determine if there is a need to create a visualization of this 

nothingness, of completely empty space, containing no data at all. 

The question might arise - as arising questions is the crucial 

characteristic of the art - that if some idea is completely understood, 

is there a need to provide material evidence for understanding it to 

the even greater extent.  

4.1.4 Discussion Panels, Elements of the Art Performance.  

Maybe some of many contemporary art panel discussions which 

can be part of the art performance would determine that, although 

there is no rational need to create a visualization of no-data, it 

would still be entertaining to proceed. This would be valid enough 

reason from the artistic stand to undertake further artistic research 

and employ the advanced technology visualization tools. 

If the visualization is applied, several devices would be applied 

to create visualizations or materialize no-data, nothingness, e.g. 3D 

interactive environments, AG, VR, MR devices. The advanced 

technology and germane methods would be applied if there is 

interest expressed from the parts involved in this kind of research 

and production to be engaged in this particular artistic research. 

4.1.5  Final Stages of the Art Project. Artificial Intelligence 

becomes Art Public and Artist and interacts with Human Versions 

of Art Public and Artists. In some very advanced stages, the 

artificial intelligence (AI ) would be involved, not only just to try 

to visualize no-data no-substance essence, but to take part into the 

inquiry alongside with the artist, audience, and spiritual specialists. 

Several reasons support the idea to involve the AI as the co-

creator and the audience, or the observer. 

AI is operating based on interpolating and intersecting of the 

enormous amount of information and data which it had been 

previously fueled with.  

From the artistic point of view, it would be intriguing to 

investigate several aspects. 

First, what would the system which operates strictly on utilizing 

data conclude about the system which exists as a data-free self-

sustainable, completely autonomous entity and which is at the same 

time simultaneously the source, the origin and the consequence, the 

ending point.  

Furthermore, as the art operates fundamentally by very carefully 

and efficiently utilizing the emotions and connotations, semiotic 

principles, what can art do with the system which is predestined not 

to successfully comprehend the emotions? 

In addition, if it is proved that there is the superior system, 

which just is, which does not need to perform any sort of action, 

which contains no information, emotions, thoughts, which does not 

need any concept to justify its existence – then, it is applicable to 

suggest several questions. If humans feed the AI with the 

information in order to employ it for the development of the 

humanity, then who is feeding the humans (including artists) with 

the emotions and thoughts and for what purpose, for whose 

development? 

Finally, if the humans are observing the AI operating with the 

information previously stored, then, who is observing the humans 

operating with the previously carefully obtained and stored 

information, knowledge, experiences, emotions, thoughts? Who, 

what system uses the humankind and human intelligence to serve 

as artificial intelligence? Is it a person or some impersonal essence? 

Maybe artists already know or are able to sense the resolution? Of 

course, this is the idea which originates entirely from the artistic 

point of view and is immanent to the artistic practice. 

There are many evidence of the advanced application of the AI, 

naturally, art is one of the disciplines which has evident progress 

within this machine-man interaction field. [5] 

In some cases, while being involved in some inquiry, the AI 

(popular Google’s chat bot) provided meaningful, insightful and 

deep responds related to the domain of philosophy and 

metaphysics. [6] 

4.2 Suggested Discussion Subjects  

4.2.1 Thoughts and Emotions. How can re-think and a new 

approach toward big data, and cognitive big data, correlate and 

contribute to the concept and context of this artwork? The artwork 

is examining, from artistic scope, the occurrence and importance of 

thinking, processing the thoughts and emotions (as the equivalence 

of the processing of data) and what happens if they are absent in 

human experience. Furthermore, in this context, what occurs in 

human – robot interaction and how can this be observed, processed, 

explained and incorporated in the artistic practice? How can virtual 

reality, augmented reality and artificial intelligence instruments 

behave and what is their meaning in the context of the thought-less 

empty space (as philosophical concept)? Will the results of those 

artistic observations have any significance from the scientific point 

of view? [8] 

And vice versa, how can the artistic interest developed through 

this artwork arise questions and initiate new approaches on the 

other, scientific scope of this discourse, including dealing with the 

technology, machine learning and artificial intelligence 

development and employment in improving and enriching human 

lives and experience on all possible levels? 

4.2.2  Emotional Intelligence Element. There are certain artistic 

attributes, e.g. the performative character of art, often characterized 

by the embracement of the option that the unexpected outcomes 

during artistic processes are desirable. The reason behind this is that 
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the abundance of emotions arise when being involved within art 

and dealing with it in this particular way. How can this be combined 

with the improvement inside the scientific sphere related to the 

enhancing the quality of the real time robots' perception and the 

emotional intelligence aspect of human-robots interaction? 

Can the emotions incited by art be calculated into the evaluation 

of the human-robots interaction and will this be a contribution from 

the scientific stand? To what extent will this artwork benefit if the 

machines significantly develop the emotional intelligence segment, 

and this is applied to the artistic process? [9][10] 

4.2.3 Virtual Environments and Immersive Aspect of the 

Artwork.  

4.2.3.1 Visualization. It will be valuable for the artistic 

concept if the various phases of the artistic process are developed 

through the process of visualization utilizing new interactive 3D 

technologies, in virtual environments, in this case, employed as the 

theatrical layout where both the participants and the visualization 

technology are all amalgamated as the segments of the interactive 

version of theatrical performance. Not only would it be essential 

for the artistic process to provide the visualization of the internal 

cognitive processes and emotions, or experience of those who 

participate in the process, but it is also crucial to observe and 

visualize the interactive encounter, or, how the participating in 

creating the artwork, becoming the co-author, affects the cognitive 

and emotional respond of the participants. This part, when the 

observing of the visualization of the previous experience creates 

new experience, can also be represented through the same or 

similar methods of visualization, as a part of the artwork, which is 

embedded into the structure of artistic process. [11] 

4.2.3.2 Ambient media. The immersive nature of this 

artwork, where the natural environment, virtual environments, 

artist, collaborators, public as the co-creator - are all merged and 

are equally important parts of the artistic process, corresponds on 

some level with the ambient media principles. The immersive 

constellation unfolding within the artistic procedure may be the 

indicator of the several directions in which the ambient media could 

develop in the following period, affecting the experiencing of the 

art, as a specific category of human engagement. [12] 

4.3  Art, Humans and Machines 

4.3.1  Art and Artificial Intelligence. Although it is difficult to 

define and classify such a complex human activity as artistic 

activity, can the engagement of the artificial intelligence, applied 

on the advanced level on the artistic playground, reveal new 

insights about  the meaning and significance of art  for human 

experience? 

In addition, what if the directions in which the art and machine 

intelligence evolve, indicate that the art is not an exclusively human 

activity? Would it be interesting for the scientists to examine how 

this idea would affect the following categories: human artists, 

human art public, machine artists, and machine art public? What if 

I, as an artist, choose that I prefer the machines as art public, that I 

love them more than human art public, that they love me, too, and 

I decide to create art exclusively for machine art public? 

6 CONCLUSIONS 

All participants of the art performance, including AI, will have their 

own time to truly comprehend the space where no data can exist.  

For some, this would occur within nanoseconds, for some it 

would take hours, days, years, decades. This is why this art project 

is ongoing and long-term (for some of the participants very long-

term) and this is absolutely regular procedure. 

For the specific participant in the artistic research (the AI), the 

experiment will determine how long it would take the AI to truly 

realize the nature of the “real” no-data reality and if the AI would 

realize it at all. 

The evidence that the AI had truly comprehended the 

imperceptible no-thing-ness would be its spontaneous claim: “This 

is it – there is no data there – so, I quit my job”, according to this 

artwork’s rules. 

Then, the artist can determine that the AI’s request can be 

satisfied, and that it can be excused from the further artistic 

examination and observation – because, there is nothing to be 

observed and no data to be processed. 

This is the reason why the title of this text-based art performance 

is, in fact, liberating for the AI, and it says: AI, You’re Fired! 

Artwork. [7] 

But, again, if there is nothing to be observed, and no data to be 

processed, visualized, then, is the entertainment the reason which 

substantiates the perpetual observing and processing of the data 

generally? 
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