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Abstract  

The integrity of positioning systems has become an increasingly important requirement 

for location-based Intelligent Transports Systems (ITS). The navigation systems, such 

as Global Positioning System (GPS), used in ITS cannot provide the high quality 

positioning information required by most services, due to the various type of errors 

from GPS sensor, such as signal outage, and atmospheric effects, all of which are 

difficult to measure, or from the map matching process.  Consequently, an error in the 

positioning information or map matching process may lead to inaccurate determination 

of a vehicle’s location. Thus, the integrity is require when measuring both vehicle’s 

positioning and other related information such as speed, to locate the vehicle in the 

correct road segment, and avoid errors. The integrity algorithm for the navigation 

system should include a guarantee that the systems do not produce misleading or faulty 

information; as this may lead to a significant error arising in the ITS services. Hence, to 

achieve the integrity requirement a navigation system should have a robust mechanism, 

to notify the user of any potential errors in the navigation information.  

The main aim of this research is to develop a robust and reliable mechanism to support 

the positioning requirement of ITS services. This can be achieved by developing a high 

integrity GPS monitoring algorithm with the consideration of speed, based on the 

concept of context-awareness which can be applied with real time ITS services to adapt 
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changes in the integrity status of the navigation system. Context-aware architecture is 

designed to collect contextual information about the vehicle, including location, speed 

and heading, reasoning about its integrity and reactions based on the information 

acquired.  

In this research, three phases of integrity checks are developed. These are, (i) 

positioning integrity, (ii) speed integrity, and (iii) map matching integrity. Each phase 

uses different techniques to examine the consistency of the GPS information. A receiver 

autonomous integrity monitoring (RAIM) algorithm is used to measure the quality of 

the GPS positioning data. GPS Doppler information is used to check the integrity of 

vehicle’s speed, adding a new layer of integrity and improving the performance of the 

map matching process. The final phase in the integrity algorithm is intended to verify 

the integrity of the map matching process. In this phase, fuzzy logic is also used to 

measure the integrity level, which guarantees the validity and integrity of the map 

matching results.  

This algorithm is implemented successfully, examined using real field data. In addition, 

a true reference vehicle is used to determine the reliability and validity of the output. 

The results show that the new integrity algorithm has the capability to support a various 

types of location-based ITS services.  
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1 Chapter 1 

Introduction 

 

Objectives 

 Provide an introduction along with the motivation for this research. 

 Highlight the research questions and the success criteria. 

 Outline the main contribution of this research.  

 Present the research methodology and thesis structure.  
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1.1 Introduction  

The growth of intelligent transport systems (ITS) in the last decade has resulted in a 

significant improvement in road safety and monitoring, as they plays a key role in 

solving many transport problems such as road accidents and traffic congestion [1]. ITS 

services include traffic management, electronic payment, route guidance, fleet 

management and emergency management vehicle service. These services are mainly 

supported by positioning and navigation capabilities. In addition, most of them require 

real time positioning data, which refers to as location-based ITS services. 

 There are two main components for any location-based ITS used for vehicle  navigation 

systems and services, which are (i) a geometric position system, such as a global 

positioning system (GPS) or an integrated navigation system, such as GPS/dead 

reckoning (DR); (ii) a geographic information system (GIS) based on road digital maps 

[2]. In addition, to determine the correct road segment and road link on which a vehicle 

is travelling, a map matching (MM) algorithm, which is used to integrate the positioning 

information into the digital road map, is also an essential component for ITS services 

[3].  

ITS services (e.g. route guidance) depend primarily on the positioning data received 

from a positioning system (e.g., GPS) [4].  However, stand-alone GPS cannot provide 

the high quality positioning data required by most ITS services [5, 6]. This is due to the 
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various type of errors related to the received positioning data such as signal outage, and 

atmospheric effects [7]. The digital road maps are more reliable compared to a stand-

alone GPS, thus map matching algorithms can contribute in improving the accuracy of 

positioning data [8-10].  This is due to the fact that map matching algorithms consider 

different type of information including position, speed and heading in the matching 

process, in order to identify the location of the vehicle on the road segment [3]. 

However, map matching algorithms may locate the vehicle on a wrong road segment 

due to the quality of input data [3, 11-13], which can lead to a significant error in ITS 

services [14]. Therefore,  it is important to check and monitor the quality of  the 

positioning information obtained from the GPS sensor and the other input data to the 

map matching algorithm; in order to detect any misleading or faulty information and 

notify the user, which refers to as integrity [15]. According to Yu et al. [10], integrity “is 

to detect blunders in input data and faults in the map matching process”. 

According to the literature, there are some existing researches that have been carried out 

in order to monitor and improve the integrity of in-vehicle navigation system. These 

researches focus either on improving the integrity of raw positioning data such as 

Andrés [16], the integrity of the map matching process such as (Jabbour et al. [17], and 

Yu et al. [10]), or combination of both such as (Quddus [18] and Velaga [14]). 

Moreover, Velaga [14] have considered the complexity of road network (urban, rural 

areas) during the integrity process in addition to the integrity of raw positioning data 

and map matching process. These researchers including [18] and [14]  have used speed 
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to calculate the distance in map matching process, but no efforts has been found towards 

checking the integrity of speed. However, [18] mentioned speed as an essential factor to 

enhance the map matching algorithm. Indeed, monitoring speed integrity is vital. 

Moreover, Li et al. [6] states that failure in any factor in the map matching process leads 

to defects throughout the whole process. Thus, checking the integrity of the speed has 

the greater potential to improve the overall integrity process and lead to more accurate 

outcomes. 

Yet, to the best of our knowledge there is no existing method for monitoring the 

integrity of in-vehicle navigation systems has taken into account the integrity of 

vehicle’s speed during the integrity process.  

Accordingly, the aim of this research is to contribute to improve the integrity of in-

vehicle navigation systems by developing a robust and reliable GPS integrity 

monitoring algorithm based on the concept of context-awareness, in order to support the 

performance requirement of location-based ITS services. The context-awareness can 

provide adequate information about the current status of things in the environment (e.g. 

integrity of the navigation system) [19].  To achieve this aim a set of research questions 

are formulated (see Section 1.3).  

 The proposed algorithm will be able to ensure the integrity of in-vehicle navigation 

systems accurately by taking into account three types of information: vehicle position, 

vehicle speed and the result of map matching process. As mentioned earlier, existing 

methods focus on monitoring the integrity of positioning information, map matching 
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process or both. Whereas, this algorithm incorporate a new layer to monitor the integrity 

of speed, which can significantly enhanced the performance of the map matching 

algorithm and the overall integrity process. 

The algorithm is divided into three integrity phases. These are, (i) positioning integrity, 

(ii) speed integrity, and (iii) map matching integrity phase. Each phase uses different 

techniques to examine the consistency of the GPS information. A receiver autonomous 

integrity monitoring (RAIM) algorithm is used to measure the quality of the GPS 

positioning data. GPS Doppler information is used to check the integrity of vehicle’s 

speed. The final phase in the integrity algorithm is intended to verify the integrity of the 

map matching process. In this phase, fuzzy logic is also used to measure the integrity 

level, which guarantees the validity and integrity of the map matching results.  

The system architecture of the proposed GPS integrity monitoring algorithm will be 

designed based on the five layered context-aware framework [20]. The architecture is 

composed of three main subsystems: sensing, reasoning, and the application subsystem. 

These subsystems correspond to the main phases of the context-aware system. The first 

subsystem is used to sense the current context of the vehicle, including position, speed, 

and heading. The second subsystem performs the integrity algorithm to reason out the 

integrity of the collected information about the vehicle. The final subsystem is used to 

warn the driver about the integrity status of the in-vehicle navigation system.  

The algorithm examined using real field data collected in Nottingham. A special vehicle 

equipped with high accurate sensors was used as “true reference” to assess the 
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reliability and the validity of the output of the algorithm. The results suggest that the 

algorithm can verify the integrity with an accuracy of 98.6%. 

1.2  Motivation 

The map matching algorithm performance depends mainly on the input data [3, 12, 13]. 

For example, speed is used as an input in the map matching algorithm to identify the 

vehicle location on the road segment [14]. Therefore, checking the integrity of speed 

data can enhance the performance of the integrity algorithm. In addition, it is important 

for many ITS application. For example, traffic law enforcement systems (e.g., speed 

fining) have legal or economic consequences which require high quality speed 

information, in order to avoid errors when charging drivers. 

As a result, by developing a robust and reliable mechanism to monitor the integrity of a 

navigation system including speed data based on the concept of context-awareness; it 

will be possible to avoid any misleading or faulty information provided by the 

navigation system. 

1.3 Research questions  

The main research question discussed in this research can be provided as follow: 

How can the integrity of navigation system be improved in ITS services using the 

concept of context-awareness? 
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To address the above research question effectively, it is better to divide it into three 

questions and address each one individually. These questions can be given as follows: 

 What type of information must be monitored in order to improve the integrity of 

in-vehicle navigation systems? 

 How can the integrity monitoring system for location-based ITS services be 

designed, using the concept of context-awareness?  

 How can the integrity monitoring algorithm be designed efficiently to determine 

the integrity of certain and uncertain navigation data?   

1.4 Criteria of success 

The success of the work presented in this research will be examined against the 

following criteria: 

 The research questions listed in Section Research question must be answered. 

 An investigation illustrating how the proposed integrity monitoring algorithm is 

different from other existing integrity algorithm is required.   

 An investigation showing how the proposed integrity monitoring algorithm can 

be applied in ITS services is needed.  

 An investigation illustrating how using fuzzy logic can positively affect the 

actual implementation of the algorithm. 
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 An investigation illustrating whether the integrity algorithm can be 

implemented in the real world, and thus can be used commercially. 

1.5 Thesis contribution 

The major contributions that have been reported in this thesis are given as follows: 

 A novel algorithm for monitoring the integrity of in-vehicle navigation system in 

ITS services is proposed. The algorithm has taken into account the integrity of 

vehicle’s speed, which adds a new layer of integrity and enhances the result of 

the map matching process.  

 An integrity monitoring system architecture for location-based ITS services is 

provided. The system has been designed using the concept of context-awareness 

and can capture different type of information about the vehicle, such as position, 

speed and heading in order to reason out their integrity. 

1.6 Research methodology  

In this thesis, a constructive scientific research method is followed, where the 

contribution is represented in term of a novel architecture, model or technique [21]. 

Consequently, we develop an algorithm for monitoring the integrity of in-vehicle 

navigation systems, in order to support ITS services. The monitoring process will be 

based on using the concept of context-awareness.     
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Throughout this research, a methodology consisting of four stages was followed. The 

first stage represents the literature review and the related work of the research. The 

second stage concerns about the proposed system architecture. The third stage focuses 

on implementing and testing the proposed integrity algorithm. Finally, the last stage of 

the research deals with evaluating the proposed integrity algorithm. Figure 1-1 shows a 

flow diagram of the research methodology. 

 Stage 1: Research background  

In this stage, a wide range of resources are used in order to carry out the 

literature review and the related work, this includes books, digital libraries, 

published articles, journals, etc. The stage begins with investigating the ITS 

services along with the RNP parameters. Then, review the context-aware 

systems and the existing map matching algorithms. Finally, it studies the 

existing integrity monitoring algorithm for in-vehicle navigation systems along 

with their limitation, as the main aim of this research is to develop an integrity 

monitoring algorithm for ITS services based on the concept of contexts-

awareness. 

 Stage 2: Architecture  

In this stage, the proposed integrity monitoring system is designed to capture the 

contextual data about the vehicle, using different type of sensors (GPS and 

Wheel speed sensors), and reason about its integrity and react upon it. In 
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addition, it discuss the components of the system in details and describe how 

these components interact with each other.  

 Stage 3: Experiment  

In this stage, the integrity monitoring algorithm is implemented using 

MATLAB. The required data for testing the strength of the algorithm were 

collected in Nottingham using GT-31 GPS receiver [22]. In addition, a special 

vehicle equipped with advanced GPS equipment was hired and used as true 

reference to make sure the data is collected properly and validate the proposed 

algorithm. There were several factors considered during the collection of data to 

verify and test each part in the algorithm. These factors are: the length of track, 

environment, and speed. Moreover, the values of the fuzzy rules inputs and 

output were identified empirically in this stage. 

 Stage 4: Evaluation  

In the final stage, overall correct detection rate (OCDR) is adopted as an 

evaluation criteria, which is widely used, to evaluate the performance and the 

efficiency of the proposed integrity monitoring algorithm. This criteria has the 

features of combining false alarms rate with miss detection rate to produce the 

accuracy of the integrity algorithm.  
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Figure 1-1: Research methodology flow diagram. 

1.7 Outline of the Thesis  

This chapter has provided an introduction to the research including research motivation, 

research questions, and the methodology. Moreover, the success criteria and the 

contribution of this research have been highlighted. The following illustrates the 

remaining chapters of this theses: 

 Chapter 2: Literature Review 

This chapter is divided into three sections. The first section presents an overview of 

Intelligent Transport Systems (ITS); including a brief description of various types of 

ITS services that require the vehicle navigation information. This followed by 

defining the Required Navigation Performance (RNP) parameters. Then, reviewing 

the existing RNP parameters for ITS services. It also review some criteria’s that 

have been used to derive the RNP for ITS services. The second section of this 

chapter reviews context-aware systems by providing definition of context, and 

explain how to capture, model and reason about given context, also it describe the 
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context-aware system and its architecture. The third section gives an overview of 

map matching algorithms. This include, geometric, topological, probabilistic and 

advanced matching algorithms along with their limitations. Finally, exiting integrity 

algorithms available in literature are discussed.  

 Chapter 3: System Architecture 

This chapter presents the system architecture for monitoring the integrity of in-

vehicle navigation systems. It begins with explaining the mechanism of the 

proposed system. In addition, the architecture of the integrity monitoring system that 

is designed based on the concept of context-awareness is presented. This includes, 

detailed explanation of the three main subsystems, which are sensing, reasoning, 

and application subsystem along with their components. Moreover, it shows how the 

system components interact with each other. 

 Chapter 4: Development of  the GPS Integrity Monitoring Algorithm 

This chapter presents the development of the integrity monitoring algorithm for in-

vehicle navigation systems. The chapter start with illustrating the mechanism of the 

proposed integrity algorithm. This is followed by a detailed explanation of the three 

integrity phases, which are positioning integrity, speed integrity and map matching 

integrity.  
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 Chapter 5: Experiment and Evaluation 

 

This chapter presents detailed information about the experiment that was conducted. 

It shows how the testing data was collected, presented, and processed by the 

algorithm. Results and analysis which were carried out based on the evaluation 

criteria are presented in this chapter. The chapter also introduces fuzzy logic factors, 

fuzzy rules, and factors weights. Finally, the result of the integrity algorithms is 

discussed. This section starts by stating the key features of the speed integrity 

algorithm, comparing the accuracy and performance of the algorithm with others' 

integrity algorithms, and justifying each distinctive points achieve better outcome as 

a result of using the proposed integrity algorithm in this research. It also discusses 

the impact of fuzzy factors used on the system.  Other points such as integrity scale 

threshold, reliability, and suitability of the algorithm for location-based ITS 

applications are also discussed in this section. 

 Chapter 6: Conclusion and Future Work 

This chapter summarise the work that has been achieved throughout this 

research and draw a conclusion about the final results. Then, revisit the 

success criteria and finally, it explain the limitation of the thesis and 

provides some suggestions for further improvements in future.
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2 Chapter 2 

 

Background and literature review 

Objectives 

 Provide an overview of ITS services in the context of vehicle positioning 

systems. 

 Brief explanation of Required Navigation Performance (RNP) parameters for 

location-based ITS services.  

 Reviews the literature concerning context-aware systems, modelling and 

reasoning.  

 Provide an overview of existing map matching (MM) algorithms. 

 Provide an overview of existing integrity methods. 
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2.1 Introduction  

This chapter start by providing an overview of location-based intelligent transport 

system (ITS) and services. Describing the performance requirements that used to assess 

positioning systems, which are defined as Required Navigation Performance (RNP) 

parameters. These parameters are: accuracy, integrity, availability, and continuity. The 

RNP parameters for some ITS services are then discussed.  Secondly, the chapter gives 

an overview of the concept of context and context-aware systems. Then, a review of 

existing map matching (MM) algorithms which categorised as: geometric, topological, 

probabilistic and advanced MM algorithms along with their limitation are presented. 

Finally, integrity algorithms currently available in literature are discussed.   

2.2 Overview of location-based ITS services  

Intelligent Transport Systems (ITS) is referred to a transportation system that composed 

of advanced technologies such as positioning system, data processing, communication 

means, sensing technologies to enhance its efficacy and safety [23]. The key goal of ITS 

is to support and enhance services in transportation systems such as emergency 

management, public transport management, commercial vehicle operations, traffic 

control and vehicle safety [23]. In general, it can be said that ITS offers a great 

opportunity to solve many complex transportation problems. It has played a key role in 

reducing risks of accidents, control congestion, improve road safety and reliability, and 
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reduce adverse environmental impacts [1]. According to National Research Council 

[24],  the term ITS defined as: “ITS applies computers, information management, 

advanced electronics, and communications technology to reduce traffic congestion, 

enhance safety, save energy, and in other ways generally improve the performance of 

the nation’s highways and transit”. 

A location-based ITS services are services that continuously requires vehicle 

geographical positioning information in order to track the vehicle and perform its 

operations [4]. Basically, a navigation system of an ITS composed of positioning 

system such as stand-alone GPS or roadside beacons and digital road map to provide the 

necessary spatial information about vehicle, including longitude, latitude and height, 

and support different type services [14]. As an example, a positioning system that 

installed in vehicles can be used by an ITS service to determine the driver location on 

the road network and guide him to reach the target destination. A classification of ITS 

services and its target user groups discussed in [14, 15, 18, 23, 25] are illustrated in 

Table 2-1.  

Most of the services listed in Table 2-1 use navigation and positioning technologies to 

support the service functionalities in all environments. Some of these ITS services are 

described in the following sections. 
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Table 2-1: Classifying ITS services based on its target user group. 

2.2.1 Route Guidance 

Several investigations have shown that the route guidance service play an important role 

in reducing traffic congestion, travel time, and minimizing air pollution by saving 
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energy as the drivers have prior knowledge about their target route [26-28]. 

Fundamentally, the route guidance service is used to provide detailed turn-by-turn 

guidance directions to reach the desired destination. The provided instructions are either 

based on static travel information such as historical travel jamming on specific road or 

real-time travel information, including current travel speed and road conditions. There 

are two type of route guidance services: Pre-trip travel guidance and en-route driver 

guidance [23].  

In pre-trip travel guidance service, information about the target route and transportation 

system such as travel time, current road status, scheduled road constructions and transit 

routes are provided to the service users before the trip. The main purpose of this service 

is to make the users aware of the various possible travel options and help them to make 

travel decisions by providing enough information based on the current route conditions 

[23].  

On the other hand, en-route driver guidance service provides the driver with real-time 

turn-by-turn directions after the trip being started [23]. En-route guidance normally 

refers to in-vehicle guidance service which required to be equipped with cars in order to 

provide step-by-step driving instructions to the driver. Principally, it aims to improve 

driver behaviour especially in unfamiliar areas and the safety of travelling vehicle.  The 

main component in-vehicle route guidance are: position system to determine the vehicle 

location on the road, road map database to provide information about the road on which 

the vehicle is travelling (e.g., road name, road speed limit, and direction to the next 
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turn), map matching technique to locate the vehicle location on the road map, and user 

interface to present information to the driver [18]. Figure 2-1 shows an example of in-

vehicle guidance system. Generally, the system starts by locating the vehicle on the road 

and then shows its location on the digital road map network. According to Sheridan 

[29], in-vehicle guidance system can be divided into two types: autonomous and 

dynamic.  In autonomous route guidance, the travel route is created based on the driver 

preference such as the least overcrowding path. Whereas, in dynamic route guidance 

traffic conditions are integrated automatically with the system and the route may be 

changed along the journey in response to new traffic conditions.  

 
Figure 2-1: In-vehicle route guidance system. 

In general, the performance of route guidance service depends on the quality of 

positioning information that is used to provide guidance to the driver. As a result, this 

may possibly affect the efficiency of the route guidance service and confuse the driver. 

Therefore, it is vital to check the positing information and inform the user of any 

potential uncertainty in order to avoid misleading information.  
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2.2.2 Emergency Management 

Emergency management systems are one of the most significant ITS services due to its 

key role in saving human lives and timely responding to emergency events such as 

traffic accidents. It defined as "a discipline that deals with risk and risk avoidance" [30]. 

Emergency management include two important services that used facilitate safety of life 

applications. These are emergency notification and personal security service and 

emergency vehicle management service [23].  

In emergency notification and personal security service, drivers have the ability to 

manually notify the emergency service provider about urgent incidents or non-urgent 

such as vehicle breakdowns [23]. It also provides automated notification service where 

a notification of serious accident is sent automatically to the emergency service 

provider. Systems that use this service should be equipped with navigation system (e.g., 

GPS), digital road map, communication system, and in-vehicle sensors to sense for 

accidents automatically. The information about the vehicle location should be included 

automatically with the notification massages in order to help the service provider (e.g., 

emergency control centre) to precisely know the location of the vehicle and provide the 

require service.  

Emergency vehicle management service, on the other hand, mainly intended to reduce 

the travel time from receiving the emergency notification to reach the accident location 

[23]. This service usually uses other services such as route guidance to determine the 
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shortest route to reach the accident and emergency vehicle fleet management to 

determine the nearest emergency vehicle.  

As has been described, emergency management services depend mainly on the vehicle 

location information obtained from GPS, especially when it used in safety critical 

applications. However, location information might have some potential inaccuracy 

especially in urban areas due to different GPS errors (e.g., signals delays, reflection), 

which may confuse the emergency control centre. As a result, high quality positioning 

information is important to help the service provider to precisely identify the location of 

an accident and deliver the required service. 

2.2.3 Electronic payment  

The most common transport problem in the late 20th century is traffic congestion. This 

is due to the limited capacity of road networks and the increasing number of motor 

vehicles especially in large urban areas [31]. Traditionally, the method that used to 

reduce traffic congestion is to expand the capacity of existing transport infrastructure. 

However, many studies has shown that the expansion of road networks possibly will 

lead to increase the number of road users. As a result, many cities have introduce road 

charging schemas (e.g., congestion tolls) as an alternative way to reduce traffic 

congestion such as London [31]. As an example, the drivers may charged based on 

driving within a particular zone or on travelling distance on specific road.  
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To facilitate the automatic enforcement of the charging regulations and make vehicles 

data available to infrastructure providers, Electronic Payment Services (EPS) have been 

used [32]. EPS generally provides the infrastructure providers with information about 

the vehicle location to determine whether the vehicle uses a toll road. In addition, it 

provides the drivers with electronic payment methods (e.g., smart cards) to facilitate the 

payment process.   

The most common EPS is Electronic Toll Collection service (ETC).  The main concept 

of ETC is to enhance tolls collection process and eliminate travel delays by allowing the 

travellers to pay road tolls electronically. ETC systems mainly implemented using 

Dedicated Short-Range Communication (DSRC) technology which consists of on board 

unit (OBU) installed in vehicle and road side unit (RSU) installed in the road [1]. The 

DSRC system allows the drivers to automatically communicate with the RSU and pay 

road tolls without stopping at the toll stations. In recent years, most of the ETC systems 

are implemented based on GPS and mobile communication technologies (e.g., Global 

Systems for Mobile (GSM)) [33]. Where the current vehicle positioning information is 

used to determine whether the vehicle is within a charging zone and apply the 

correspond charges. However, an error from the navigation system may possibly cause 

an error in chargers to road users.  Consequently, a mechanism to check the positioning 

information provided by GPS should be applied in order to avoid charging the road 

users wrongly. 
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2.2.4 Public Transport Operations  

Public transport operation services has a central role in the management of the public 

transport facilities. Where the main goal is to encourage the use of public transport and 

provide more reliable transit services [1, 34]. The main services are public 

transportation management, en-route transit information, and personalized public transit 

service [1, 23]. The following discuss each of these services: 

 Public transportation management: This service uses advanced communication 

technologies and vehicle tracking systems to collected data that can be used to 

enhance the operational planning, vehicle scheduling and facilities of public 

transports efficiency and effectiveness [35]. The most common used system to 

collect real-time data is Automatic vehicle location system (AVL) [34]. The 

AVL system generally tracks the vehicles location in real-time and send the 

information to the transit agency centre via communication network [23]. This 

real-time information helps the dispatcher to determine any possible deviation in 

the schedule and perform corrective actions to the service. Furthermore, real-

time location information can be used to facilitate the use of public buses by 

providing the travellers with accurate timetable at the bus stop on digital screens. 

A simple version of location-based public transportation management system is 

shown in Figure 2-2.  
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Figure 2-2: Location-based public transportation system [23]. 

 En-route transit information: This service is used to provide the travellers on 

board the transit vehicle with real-time information about the journey such as 

expected arrival time, current location, and next stop, in order to help them in 

making transfer decisions [23]. 

 Personalized public transit: This service provide passengers with on demand 

transit options. Which allow them to make a reservation for a trip in advance by 

sending to the dispatch centre information about the source and destination of 

the trip. The dispatcher then will assign the request to the nearest transit vehicle 

and inform the driver of the passenger’s location. In addition, the dispatcher 

would sent information about the expect arrival time to the passenger. The main 

goal of this service is to reduce waiting time and enhance the deployment of the 

schedule in real time [36]. 
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Public transport operation services mainly rely on real time location information 

obtained from the navigation system in order to estimate the arrival/depart time of 

transit vehicles and stay to the planed schedule.  However, as mentioned previously 

navigation systems may have some tracking problems that would probably make the 

public transport systems inefficient and unreliable.   One solution to this reduce the 

problem is to check the positioning information and inform the dispatch centre of any 

significant inaccuracy.  

2.2.5 Fleet Management 

Fleet management is one of the most important services in the development of the 

business of the fleet vehicle operations. According to a recent market study [37], the 

fleet management market will continue to grow to reach $30.45 billion by 2018. In 

general, a fleet management system use to manage the vehicle fleet operations in an 

organised manner by using advanced technologies such as computer software, 

communication and navigation systems. It offers a wide range of services including 

vehicle tracking and security, driver monitoring and control, and dynamic routing that 

designed to help fleet operators to improve their operations in term of vehicle 

performance, reliability and safety of their operations [38].    

A fleet management system typically consist of three subsystems: in-vehicle subsystem, 

communication subsystem, and dispatch subsystem [18]. The in-vehicle subsystem is 

used to track the vehicle and send real-time positioning information to the dispatch 

subsystem. The real-time position data including X, Y, and Z coordinates, heading, and 
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speed are then used to determine the physical location on the road network. 

Furthermore, it helps the dispatch subsystem to fully control the fleet by automatically 

determinate the status of each vehicle such as whether the vehicle is on a highway or on 

a service road. The communication subsystem is used to handle the communication 

between feel vehicles and the dispatch centre subsystem. 

The performance of the dispatch subsystem relies on the accuracy of the positioning 

information obtained from GPS. For example, locating the vehicle on the wrong road 

due to positioning error possibly will result in selecting the wrong vehicle to be send 

out. Therefore, a navigation system should include a robust mechanism to check the 

validity of the positioning information and deliver a warning massage of any fault to the 

dispatch centre subsystem.  

ITS services are still under development as new services are emerging and new 

technologies are adapted. Future details about ITS services can be found in [1, 23, 30, 

39-41]. As discussed previously, most ITS services are supported by positioning 

systems. Thus, they must satisfy the Required Navigation Performance (RNP) 

parameters of ITS services [15]. These requirements are discussed in the following 

section.  

2.3 Overview of Required Navigation Performance (RNP) characteristics  

The notion of Required Navigation Performance (RNP) parameters was firstly 

introduced in 1983, by International Civil Aviation Organization (ICAO), as part of the 
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performance based navigation model [42]. Originally, the purpose is to provide 

navigation standards for aviation and defined the required level of performance 

measurements, in order to improve the aircraft navigation efficiency and safety [42]. 

The notion of RNP method has been extended over the last decade to be used in marina 

and land transportation [15].  

The RNP parameters are divided into four measurements: Accuracy, Integrity, 

Availability, and Continuity, as shown in Figure 2-3. Generally, these four parameters 

are considered as a key measurement for evaluating the performance and improving the 

overall quality and efficiency of a positioning system. The performance measurements 

that have been addressed and defined in literature for land navigation systems are 

discussed below.Figure 2-3  

2.3.1 Accuracy   

According to Ochieng and Sauer [15], accuracy defined as the degree of conformance 

between the information provided from a navigation system at given time, such as 

position, speed and heading, and its real values.  In simple terms, accuracy assessment 

can be achieved by comparing measured positions with a high accurate navigation 

source such as accurate GPS or high-resolution satellite imagery [14].  It has 

conclusively been shown that GPS accuracy has improved to reach 3-5 m [43]. In 

addition, the percentage of accuracy requirement for a GPS navigation system is 

specified at 95% [44]. This means that the degree of accuracy provided by the 

navigation system can be used as an estimated measurement of the system error. As an 
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example, 95 percent accuracy means that the likelihood where the estimated error of a 

measured position at given location is within the accuracy requirement must be at least 

95% [44].  

According to Department of Transpiration, DOT [45], accuracy of navigation system 

can be divided into predictable, repeatable, and relative accuracy. Predictable accuracy 

refers to the accuracy of a positioning solution with reference to the charted solution 

(e.g. geodetic coordinates). Secondly, repeatable accuracy which refers to the ability in 

which the user can return to a previously defined position with the same navigation 

system. Finally, in relative accuracy a user can define positions that related to another 

user with the same navigation system simultaneously. 

2.3.2 Integrity  

Integrity of a navigation system refers to the ability of the system to identify any failure 

and notify the user when the system should not be used for navigation [15].  Integrity is 

also known as a measure of trust on the positioning information that are provided by a 

navigation system [44]. There are three components that can be used to measure the 

integrity of the system: integrity risk (IR), horizontal alert limit (HAL) and time to alert 

(TTA) [44]. Firstly, integrity risk (IR), which defined as the likelihood where the error 

exceeds the horizontal alert limit without raising any alarm to the user within the 

specified time to alert. Secondly, horizontal alert limit (HAL) is the maximum 

allowable error that can appear in a safe operation without warning the user. Finally, 
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time to alert (TTA) which refers to the maximum allowed duration of time from a fault 

being detected to the time when the user being warned. 

2.3.3 Availability  

The availability of a navigation system refers to the percentage of time where the 

service is available and can be used for navigation at the beginning of the intended 

operation [46]. It has been identified as a critical parameter in navigation systems due to 

the high usage of navigation data in urban areas [15]. More precisely, availability 

measurements are used as indicator of services usability within a coverage area. In 

addition, the service is guaranteed to be available if the system accuracy, integrity and 

continuity requirements are satisfied [15].  

According to [47], the author believed that availability is affected by both the physical 

features of the environment and transmitter capabilities. Hence, he defined two 

availability component given as follows [47]:   

 Availability Risk (AR): is the probability that the necessary navigation 

information will not be available at the beginning of a specified task. 

 

 Signal Availability (SA): is the percentage of time where navigational signals 

received from external source are available to be used. 
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2.3.4 Continuity  

Continuity of a system is defined as the ability of the overall system to work 

continuously and provide the required information without disruption during the 

intended phase of operation  [15]. The continuity measurement can be specified by the 

Continuity Risk (CR) which refers to the probability that the navigation system will be 

disrupted and will not provide necessary navigation information for the intended 

operation [47]. According to this definition of continuity risk provided by Hein [47], it 

is clear that the CR can be used as measurement of the navigation system reliability.  

 
Figure 2-3: The Required Navigation Performance (RNP) parameters and its components.  
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2.4 Overview of RNP parameters for ITS  

Positioning information is an essential requirement for supporting most ITS services. 

Consequently, it is important to define the RNP that should fulfil the needs of ITS 

services. As has been shown previously, the standard measurements of RNP parameters 

such as integrity risk, horizontal alert limit, continuity risk, and availability risk are well 

addressed in the literature for civil aviation [44, 45, 47]. However, the values of RNP 

parameters for ITS services are still under development as more services evolve and 

more applications continue to emerge. Some recommended values of RNP parameters 

available in literature for different ITS services are illustrated in Table 2-2.   

ITS system Accuracy 

(95%) 

Integrity Availability Continuity 

(per 1 hour) 

HAL TTA 

Navigation and route guidance 1 - 20 m 2 - 20 m 10 sec 99.7% 10−5 
Automated Vehicle Identification 1 m 0.2 -30 m >= 5 sec 99.7% Not applicable 

Automated Vehicle Monitoring 5 m 3 m 10 sec > 95% 10−5 
Collision Avoidance 1 m 2.5 m 1 sec 99.7% 10−5 
Intelligent Vehicle Initiative 0.1 m 0.2 m 5 sec 99.9% Not applicable 

Emergency Response 10 m 0.5 - 10 m 1 – 5 sec 99.7% Not applicable 

Accident Survey 1 – 4 m 0.2 – 4 m 30 sec 99.7% Not applicable 

Public Safety 10 m .2 - 30 m 1 – 15 sec 95 - 99.7% Not applicable 

Vehicle Command and Control 30 – 50 m Not 

available 

Not 

available 

99.7% Not applicable 

Table 2-2: Required Navigation Performance (RNP) parameters for ITS [5, 18, 45, 48]. 

It should be noted form Table 2-2 that the performance requirement for ITS services 

vary significantly based on the service functions. For instance, in safety of life 

applications, such as collision avoidance, positioning accuracy is considered as high 

requirement where the accuracy is required to be  1 m in 95% of the time [5, 18, 45]. 
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Whereas in non-safety application, such as vehicle command and control system,  

accuracy is considered as low requirement where the value vary from 30 m to 50 m in 

95% of the time [45]. This means that safety is an important factor to determine the 

values of RNP parameters that required by an ITS service, especially for those services 

that are safety critical. Some criteria that helps to derive the RNP for ITS services are 

summarised according to [14], as follows:  

 System performance requirements: Operational requirements are considered 

as an influential factor in deriving the RNP parameters of an ITS service, in case 

the service aims to enhance the effectiveness of a transportation system. For 

example, the RNP parameters for public transport management systems that 

support bus priority at junction service should be high compared with bus arrival 

scheduling service as an error in the navigation system of the bus priority at 

junction service may cause an error in the bus schedule. As a result, this may 

lead to more delay and traffic congestion at junction.  

 Commercial issues: ITS service that apply chargers to the road users based on 

their real-time location, such as electronic toll collection service, normally 

required to charge the users accurately in order to avoid wrong financial 

consequences. Thus, commercial issues are given the high priority to develop 

the RNP parameters, which needs to be relatively high [48]. 

 Operational environments: Operational environments in which ITS services 

are operating in also considered as a factor to derive RNP parameters. In case 
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the ITS service is operating in urban areas, and complex road networks that 

includes narrow streets, towers, and bridges are more likely to affect the 

performance of the navigation system. As an example, a small error in the 

navigation system that used for route guidance service in urban areas may locate 

vehicle on wrong road and misguides the driver. While in simple road networks 

(e.g., suburban and rural) this is improbable to occur. Therefore, the RNP 

parameters for ITS service that used in urban areas are relatively high compared 

with less complex environments.  

 Safety issues: Generally, safety issues are given first priority in developing the 

RNP parameters for safety of life ITS services. For example, in collision 

avoidance high performance requirements are is essential, where the value of 

accuracy should be high and the values of integrity (HAL and TTA) should be 

low in order to avoid any possible collision. 

 Type of operation: Type of operations which are fixed route and variable route 

operations can also be used to derive the RNP parameters. In fixed route 

operations, such as transit and rail, the RNP parameters are considered to be low 

as the driver use predefined routes. Therefore, a small error in the navigation 

system possibly will not affect the overall system performance. The RNP 

parameters for variable route operations, on the other hand, required to be high. 

The ITS services that which perform on variable routes includes fleet 

management services, electronic payment services, and route guidance. 
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The RNP parameters accuracy, integrity, availability, and continuity for land transport 

systems for land transport systems are still under development as high performance 

requirements are important and differ from application to another. They should be set in 

such way to avoid any adverse effect if the system performance degrade. For this 

reason, the navigation system that support location-based ITS services should be 

improved to satisfy the performance requirement for the corresponding ITS service (as 

described in Section 2.4). As integrity parameters are most directly related to safety and 

confidence of the service [15], further enhancement in the positioning integrity is a 

possible approach to improve the performance of the navigation system and support the 

ITS services more effectively.  

2.5 Positioning augmentation systems 

The Satellite-based Augmentation System (SBAS) is a system used to aid existing 

navigation systems, such as GPS, to improve their accuracy, integrity, continuity and 

availability [49].  There are a range of SBAS currently available; these are: The 

European Geostationary Navigation Overlay Service (EGNOS), The USA Wide Area 

Augmentation System (WAAS), The Japan Multi-functional Satellite Augmentation 

System (MSAS) and The India GPS-Aided Geo Augmented Navigation (GAGAN).  

These systems are dedicated to regional operations and were designed principally to 

support navigation in civil aviation (see Figure 2-4). Table 2-3 identifies their key 

characteristics and limitation. 

http://egnos-portal.gsa.europa.eu/node/3
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Figure 2-4: SBAS coverage [49]. 

 
System Launch year Characteristics Limitations 

WAAS Fully launched in 

2003. 

- Provide positioning accuracy 

within 3 m. 

- Available in the US, Canada and 

Mexico.  

- Used for civil aviation. 

- Requires ground navigation 

equipment. 

 

EGNOS Fully launched in 

2009. 

- Provide positioning accuracy 

within 3 m. 

- It can be used as a safety of life 

application. 

- Available in Europe.   

- Can support other types of 

transport. 

- Currently used for civil aviation.  

- Requires ground navigation 

equipment. 

- Not suitable in urban areas. 

MSAS Launched in 

2007. 

- Provide positioning accuracy up 

to 2.2 m. 

- Used for civil aviation. 

- Requires ground navigation 

equipment. 

GAGAN Launched in 

2013. 

- Provides horizontal positioning 

accuracy up to 1.5 m and vertical 

accuracy up to 2.5 m during a flight 

from take-off to landing. 

- Available in the Indian 

subcontinent. 

- Used for civil aviation. 

- Requires ground navigation 

equipment. 

Table 2-3: Available SBAS system [50].  

As shown in Table 2-3, SBAS provides more accurate positioning data than standard 

navigation systems, such as GPS [49]. However, this accuracy is only guaranteed inside 

the coverage area, and its signal is subject to interruption due to tall buildings in urban 

areas, for instance.  
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EGNOS, which is operational in Europe, improved the accuracy of GPS to less than 3 

m, and can be used for safety of life applications in civil aviation [49]. However, its 

utility for land navigation is still being developed and validated. In addition, its 

operation is currently regional and expansion is expensive.  Thus, for the purposes of 

this research the EGNOS is not considered. GPS only is adapted here, as it has been 

widely used to acquire positioning information, and is currently the most available and 

widespread system in operation globally. 

2.6 Context-aware system overview 

2.6.1 Context   

A number of definitions have been proposed to define ‘what is context’. An early 

definition of context was offered by [51], who said that context is a location and 

includes the people and objects that are in that location. Similarly [52], say that context 

is the location, the time, the weather and the identity of users and an alternative view 

was offered by [53], who referred to context as the emotional state of users as well as 

the location, objects, date and time and other people in the context. 

In [54], there is also reference to the user but with more of an emphasis on the computer 

itself, where context is the information that the computer acquires about its user 

environment and [55], says that context is about the aspects of a situation. Similarly 

[56] says that context is the information sensed by an application, this includes 

information about the environment or the user themselves. The free on-line dictionary 
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[57], defines context as something which surrounds, and provides meaning to other 

things. According to [58] context comprises of where someone is, who they are with 

and the available resources in a particular environment.  

Perhaps the most clear and precise definition of context was proposed by [59], said:” 

context is any information that can be used to characterize the situation of an entity. An 

entity is a person, or object that is considered relevant to the interaction between a user 

and application, including the user and applications themselves”. 

2.6.2 Context classification  

It is important to categorise the different context types in order to assist application 

designers to ascertain the relevant aspects of context that they can consider in 

application development. A categorisation approach put forward by [59], considers the 

location, identity, activity and time of a context. Such an approach answers the 

questions of where, who, what and when and allows other sources of information from 

the within the context to be indicated. To provide more specific examples [59]; for an 

entity’s location we can derive numerous pieces of information about objects or people 

near the entity and processes that are taking place. For a person’s identity we can derive 

information including email addresses, phone numbers and friends, therefore, from 

primary entities in a context we can derive information about the secondary context.  
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2.6.3 Context Acquisition 

The approach to acquiring context is an important part of the design and development of 

context-aware systems because it lays the basis of the style of architecture of the system 

and the method of gathering contextual information[60]. Usually, a context-aware 

system uses sensors to gather information about the context [61]. Sensors can be 

physical that can capture physical aspects of a context such as light and temperature, or 

software programs, sometimes referred to as virtual sensors which gather and collate 

contextual information using software applications. An example of the latter is a 

software program that can work out a user’s location by checking their emails or by 

tracking a user’s computer. Logical sensors are another type of sensor that work by 

combining information gained from the other aforementioned sensors, i.e. physical and 

virtual, to perform tasks. Which type of sensor to be used depends on the requirements 

of a system and [61] says that contextual data can be gained in the following ways:   

 Direct sensor access: This approach, often found where devices have sensors 

built in, involves software directly accessing sensor information without the use 

of any middleware or processing of that information. This is achieved through 

having drivers that are directly hardwired to the application. It should be noted 

that these types of sensors are not suitable for use in distributed systems because 

of the fact that it uses direct access. 

 Middleware infrastructure: Encapsulation is used in software design because 

there is a need to separate business logic and the user interface. In this approach, 
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middleware is essentially a layer within the architecture of a context-aware 

system which hides low-level sensing details. It makes extensibility easier 

because the client code is not changed and it also makes reusing hardware much 

simpler, unlike direct sensor access [62]. 

 Context server:  Middleware based architecture can be extended by using this 

distributed approach. This involves the utilisation of an access managing remote 

component. The function of gathering data from the sensors is placed in the 

context server to allow multiple access.  

2.6.4 Context Modelling  

It is necessary to model a context in order to establish and gather the context 

information that is gathered by sensors, according to [63] there are a number of different 

context modelling techniques available: 

 Key-Value models: Key-value models show the minimum key data structure in 

context modelling. They are often employed in a wide range service 

frameworks, where simple values define system attributes and service values, 

these may include for example the name, time and location.  Matching 

algorithms are then used for service discovery employing the aforementioned 

key-value pairs. Although this type of model is easy to use, it does not allow for 

advanced structuring characterised by a retrieval algorithm for an efficient 

context. 
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 Mark-up schemes models: Mark-up scheme models are essentially hierarchical 

data structures that include mark-up tags that show contents and attributes in a 

system.  

 Graphical models: A powerful graphical modelling technique is Unified 

Modelling Language (UML) which is suitable for general modelling. Because it 

has a generic structure it can be used for modelling all types of context. 

Specifically, this approach to modelling approach is best suited for creating an 

Entity Relationship model ER-model, which clearly illustrates a relational 

database in a system that is structured around an architecture of context 

management. 

 Object oriented models: This approach to modelling considers a context that 

utilises the full extent of object orientation which includes reusability, 

encapsulation and inheritance. Reusability and encapsulation are employed to 

resolve problems that are related to context dynamism. Various objects are used 

to represent the different types of context variables, these may include place and 

age, and the approach encapsulates information related to context presentation 

and processing. The information about the various aspects of the context can be 

accessed through a user interface. 

 Logic-based models: Generally, this type of model defines context using rules, 

expressions and facts which can be added or updated or removed using a logic 

based system. The reasoning process involves deriving new facts based on 
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existing system rules. Contextual information is represented formally as facts. 

 Ontology-based models: An ontology-based approach provides a description of 

the ideas and relationships that are found within a context. Thus, this approach is 

a highly suitable instrument for modelling contextual information, especially 

due to the fact that expressiveness is highly formal. A classic example of an 

ontological approach is the Context Broker Architecture (CoBrA) system [61], 

this system uses a set of concepts to characterise entities which may include 

people and places. 

2.6.5 Context Reasoning  

The aforementioned context models have a limitation which is that they do not consider 

reasoning related to uncertain contextual information and they can simply capture and 

define contextual information which is certain such as place and temperature [64]. The 

main reason for this is that they lack the ability to reason. Unfortunately, it is an 

essential requirement of context-awareness that uncertain context can be derived from 

sensors, an example of such would be the location of a user within a context which can 

be uncertain [65]. There is available a wide range of reasoning mechanisms that have 

been mentioned in the literature for reasoning about uncertain context (see Table 2-4), 

below is an overview of these mechanisms provided by [65, 66]: 

 Fuzzy Logic: Fuzzy Logic is a type of data processing used in advanced 

computer systems. For processors that process simple information, the 
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likelihood that an event is a certainty, either true or false. In contrast, Fuzzy 

Logic systems aim to find a solution to complex problems, in other words 

information that is too complex or information that cannot be analysed using a 

conventional technique. Specifically, this approach considers the likelihood of 

something happening in degrees of truthfulness or falsehood. Therefore, this 

approach is applicable in systems that require multi-sensor fusion, need to 

consider a subjective context or where there is a conflict between different 

context variables. It is possible to combine two or more fuzzy sets to create a 

new fuzzy set. 

 Probabilistic Logic:  Probabilistic logic is about logical reasoning based on 

probability. Statements based on this approach may be, for example, ‘the 

probability of X is more than 25 percent’ and ‘the probability of Y is half the 

probability of Z’ when X, Y and Z are random occurrences. This approach 

allows for rules to be written in order that govern reasoning about the probability 

of events. Moreover, such rules can be used for better context information 

derived, multi-sensor fusion and for gaining higher-level probabilistic contexts. 

If there is conflicting information from different sources, these rules can provide 

a solution. According to [67] these rules can be reasoned about using rule 

engines such as prolog. Unfortunately, one of the disadvantages of this approach 

is that it does not give sufficient expressive power to capture variable 

dependencies and uncertainties [68]. In addition, does not consider the temporal 
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aspect of the data [68].   

 Neural Networks: Neural networks are comprised of interconnected 

constituents referred to as neurons. Such a network is actually based on the way 

that a human brain works when carrying out tasks. Through the use of these 

neurons they perform parallel and a non-linear computing and they are suitable 

for solving ill-defined that would usually need a large amount of computation. 

However, this approach has a number of disadvantages, including that not all 

architectures are suitable for its application and that its capability to predict is 

not as accurate as other reasoning techniques and the training of the network is 

slow [66].  

 Bayesian Networks (BNs): This type of network is comprised of directed 

acyclic graphs, where nodes represent random variables which are the events 

and the causal relationships are represented by links between these nodes. A 

significant advantage of Bayesian networks is that a set of variables as a joint 

distribution can be shown as the result of the local distributions of the 

corresponding nodes. Such networks are effective for the representation and 

storing of probabilities. Furthermore, Bayesian networks have the ability to 

reason where contextual information is not certain and they can deduce results 

from causes and causes from results, moreover, they are particularly effective in 

deducing high level context from low level information. A disadvantage of 

Bayesian Networks is that they cannot cope with a continuous flow of data, 
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therefore, they are not suited for representing contextual information that is 

continuously changing [64, 69]. 

Context reasoning technique   Advantages Disadvantages 

Fuzzy Logic - Simple to use. 

- Suitable for modelling 

uncertainty. 

- Deal with ambiguities. 

- Suitable for real time 

systems. 

- Cannot deal with inaccurate 

or incomplete data. 

Probabilistic Logic - The rules are suitable for 

context information derived.  

- Multi-sensor fusion. 

- Gaining higher-level 

probabilistic contexts. 

- Cannot model dependencies 

and uncertainties between 

variables.  

- Does not consider the 

temporal aspect of the data. 
Neural Networks - Suitable for problems that 

need a large amount of 

computation. 

- Less accurate. 

- The training of the network 

is slow.  

Bayesian Networks (BNs) - Suitable for modelling and 

reasoning about uncertainty 

in contextual information. 

- Not suitable for system that 

continuously changing over 

time.  
Table 2-4: Comparison of Context reasoning technique.   

The integrity status of an in-vehicle navigation system is considered to be high-level 

context, this is because the map matching is not a certain process [70]. Therefore, for 

the algorithm of this study data from the navigation system should be combine so that 

its integrity can be reasoned. To put it simply, the algorithm should use logical rules to 

determine an output from multiple inputs. In summary, from the review of methods that 

can be used to make sense of uncertain data derived from context sensors, fuzzy logic is 

most appropriate because of the following: 

 It can model uncertainty and express it in linguistic terms that have meaning 

[71]. 
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 It can generate conclusions based on qualitative language and vague terms [72]. 

 It can be employed in decision making and planning for real world situations 

[73]. 

 It can deal with ambiguities in real world problems [74]. 

2.6.6 Context-aware Systems 

Context-aware systems can sense and interpret data from within a context and then act 

according to changes in that environment [75]. Context-aware computing was first 

defined in 1994 by [51], who said that a context-aware system behaves dynamically in 

response to information coming from that environment. A more detailed definition is 

provided by [60], who said that context-aware systems can adapt their behaviour or 

functions to their context without the user intervening and therefore, increases system 

effectiveness by considering environmental context. An alternative definition was 

provided by [59], who said that such systems use contextual information in order to 

provide users with information and services.  

Generally, in the definitions presented above it is clear that context-aware systems are 

capable of offering automatic services to users, and that they react to their context based 

on information by sensors [76]. 

According to [77] there are two types of context-aware systems, as following: 

 Active: A system that has this type of context-awareness changes its behaviour 

according to sensory input from the context and can automatically change its 
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behaviour according to changes in that context. 

 Passive: A system based on this type of context awareness can only sense a 

context and provide information to users, it cannot adapt itself according to 

changes in that context. 

The use of active or passive context depends mainly on how the contexts is used in the 

application. Therefore, in this research the system can be either passive or active. 

2.6.6.1 Context-aware System Categories  

It has been suggested by [56], that how context-aware systems utilise and process data 

from the context can be divided into three category as shown in Table 2-5. 

Category Description 

Presenting information and services to 

users 

This approach is where context information is 

presented to the user, or context information 

is used to offer possible actions to the user so 

that services can be carried out.   

Automatically executing the service This involves systems that carry out 

commands by the user according to changes 

in the context. An example of this type system 

is the NeverLost application where a satellite 

navigation system automatically recalculates 

routes [78]. 

Attach context information for later 

retrieval  

This approach involves tagging captured data 

that can be used later. An example of this type 

of system is Forget-Me-Not that tags context 

information in order to resolve issues, by for 

example, finding lost documents [79]. 
Table 2-5: Context-aware system category. 
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2.6.6.2 Context-aware System Abstract Architecture 

Essentially, the main objective of context-aware systems is to gather contextual data and 

then act accordingly. During this operation there are three basic phases [57], described 

in Table 2-6. 

Phase Description 

Sensing phase This is where the sensors gather information 

about the context, this information can 

include temperature, light and people of a 

context. This information is used to decide the 

best course of action for that context. 

Thinking phase Once the contextual information has been 

gathered reasoning or thinking about that 

information has to take place, this will allow 

the system to reason more knowledge about 

the context. 

Acting phase Based on the reasoning, appropriate actions 

are carried out at this stage depending on the 

needs of the user. 
Table 2-6: The basic phases of context-aware systems. 

There are a number of different architectures of context-aware systems in the literature. 

Figure 2-5 shows a five layer architecture for a context-aware systems presented by 

[20]. 

 
Figure 2-5: Abstract architecture for context-aware systems [20]. 
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The first two layers constitute the sensing phase described above. The sensors layer 

includes different types of sensors, also discussed in the above. The raw data retrieval 

layer represents the gathering of the data by the sensors. Drivers are employed to 

retrieve the data from the sensors and Application Programming Interfaces (APIs) are 

used to retrieve data from virtual sensors [60]. The Pre-processing layer represents the 

processing of the raw data in order to derive a better understanding of the contextual 

information. Although this layer is not used by all context-aware systems, it is useful in 

providing information when collected raw data is not clear [60]. The storage and 

management represents where information is organised and then made available to users 

through an interface. Users can access the data in two different ways, firstly, 

synchronously whereby they request information from the server and wait for the 

information to be returned, and asynchronously, whereby, users state an event that they 

are interested in and when it occurs then they are informed [60]. The application layer 

represents the actual action that will take place in response to the contextual 

information.  

2.7 Review of Map Matching (MM) algorithms  

2.7.1 Definition of Map Matching (MM) 

Map matching (MM) involves locating the position of a vehicle relative to a road digital 

map. This method involves the use of positioning data gathered from a navigation 

system and road networks data gathered from a digital map database [13, 80]. The initial 
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part of the algorithm is to first find out the road segment where the vehicle is then finds 

the vehicle’s exact position on that road segment [72] which is achieved through a 

comparison of the vehicle’s trajectory with the potential pathways in the digital map 

database close to where the vehicle could be [81]. 

The literature [13] mentions numerous map matching algorithms including algorithms 

that use simple searches and those using more complex algorithms such as a Fuzzy 

logic. These algorithms are categorised as topological, geometric, probabilistic and 

advanced [13]. The following sections discuss each of these categories. 

2.7.1 Geometric Map Matching (MM) Algorithms  

A geometric map matching (MM) algorithm uses only the curves that are in the 

geometric information of the digital road network [82]. They were developed in 1990s 

and fall under three categories which are point-to-point, point-to-curve and curve-to-

curve algorithms [83], each of which are discussed in more detail below.  

2.7.1.1 Point-to-point MM algorithms 

This type of MM algorithm, also referred to as the simple search method, the position of 

a moving vehicle gained from a navigation system is correlated with a node 

representing a section of a road [83]. These nodes is essentially comprised of longitude 

and latitude coordinates, and can be the starting or ending node of a link [84]. These 

links may be in a straight line or a curve, and they have middle points, referred to as 

shape points. Figure 2-6 provides an illustration of the point-to-point MM approach. 
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Figure 2-6: Example of point-to-point MM algorithm [14]. 

In the example provided here,P1, P2 and P3 are the positioning data gathered from the 

navigation system A and B are the nodes and C, D and E are shape points. The 

estimated locationsP1,P2 and P3 are matched by the algorithm to the nearest point in the 

road by calculating the distance between point P to all of the nodes in the road and then 

chooses the nearest one [85]. Here the link between A and B is where the vehicle is 

travelling, however, using the point-to point MM approach the route is actually shown 

by the links between C and D and D and E, because P1 is near to C,  P2 is near to D and 

P3 is near to E. Therefore, potentially the algorithms can identify the incorrect travelling 

route. Although, the point-to-point MM algorithm is widely adopted and easy and fast 

to use  it is sensitive to the road network design and some problems may occurs during 

execution [13, 14]. 
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2.7.1.1 Point- to- curve MM algorithm 

In this type of algorithm, data gathered from the navigation system is matched against 

the nearest curve on the road network instead of a point as with the previous method 

[85]. The curves are comprised of line segments which are linear in nature [13]. The 

distance between a point P and a line segment is calculated by the algorithm. Following 

this, the algorithm chooses the line segment which is closest to where vehicle is 

travelling [83]. 

This approach has an advantage over the point-to-point approach because it provides the 

location of a vehicle on a link [14]. An example of this is illustrated Figure 2-7 where 

the closest link to the points P1,P2 and P3 (which is A-B) is selected, which represents 

the route the vehicle is travelling.  However, there are disadvantages to this algorithm 

which include that the positioning data is considered separately, if there is no available 

previous matching data and vehicle speed and heading are not employed during 

matching [11]. 

 
Figure 2-7: Example of point-to-curve MM algorithm. 
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2.7.1.1 Curve - to- curve MM algorithm 

A curve-to-curve MM algorithm uses the position gathered from the navigation system 

as a curve [83]. As described by [13], the first part of this approach is to identify the 

candidate nodes by employing a point-to-point MM algorithm. Following this, 

piecewise linear curves are constructed for each candidate node by using the paths that 

start from that node. Thereafter, piecewise linear curves are constructed using the 

points, and the distance between them and the road segment curves are calculated. 

Finally, a road segment nearest to the curve is chosen, this curve is created from the 

positioning points from where the vehicle is travelling. Figure 2-8 illustrates this 

approach. 

 
Figure 2-8: Example of curve-to-curve MM algorithm. 
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It is clearly illustrated in the figure above, that in the curve-to-curve approach the A-B 

link is selected because it is the link where the vehicle is actually travelling. The reason 

for this is that the first point of the vehicle trajectoryP1 is both close to node A and the 

road segment that begins from node A.  

When the curve-to-curve MM approach wants to identify candidate road segments, it is 

highly dependent on the point-to-point MM algorithm, and as a result the algorithm 

sometimes provides unexpected results. An additional problem is that this approach 

cannot give a real-time vehicle position, moreover, this approach does not utilise useful 

information including road connectivity, speed and direction [14]. 

Overall, an algorithm that only utilises geometric information is simple and fast, 

although geometric MM algorithms can often produce unexpected results [13]. The 

geometric MM algorithms can be improved by using additional information in road 

segment identification process [86]. 

2.7.1 Topological Map Matching (MM) Algorithms 

A topological MM algorithm utilises the topological attributes of a road which include 

connectivity and orientation [87]. Furthermore, this approach utilises previous matching 

information, speed and direction, turn restriction as well as road geometry [82, 88]. 

Figure 2-9 is an illustration of the topological MM algorithm. 
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Figure 2-9: Example of topological MM algorithm. 

As illustrated in Figure 2-9, the vehicle is on link A-B and B-C. If the topological MM 

approach is employed these links will be identified correctly because it considers both 

topological information and matching information derived from earlier analysis. To 

provide an example, if we consider pointP5, although it is closer to link D-E, this link 

does not have a direct connection with link A-B on which the vehicle previously 

travelled on, therefore, the link B-C will be chosen as the travelling link for point P5by 

the algorithm. 

If the same scenario shown in the example above was applied to the geometric MM 

algorithm, specifically for point-to-curve for points P5, P6 and P7, the corresponding link 

would be D-E, however this is not correct, and therefore the topological MM approach  

is better at finding the correct link than the geometric MM algorithm. The main reason 

for this is that the topological MM approach considers previous matching information, 

as well as vehicle speed and direction. Furthermore, it has a more logical way of 
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identifying the correct links [86], although it does depend on identifying the correct link 

in the first place [82, 89].  

2.7.2 Probabilistic Map Matching (MM) Algorithms  

This algorithm uses probability theory to identify the correct road segment by choosing 

a set of segments for each point and establishing the area of the error around each 

positioning point, it may be an oval, circle, square or a rectangle shape [90]. Then, the 

road segment found within this area is selected as the candidate for that particular 

positioning point. Zhao [72], says that the error variances for a particular point are used 

to derive the error area. Subsequently, the error area is superimposed onto the road 

network in order to reveal the road segment where the vehicle is travelling [72]. If there 

is more than one road segment identified in the error area, then other information such 

as distance, direction and connectivity should be used to determine the correct one [13]. 

2.7.3 Advanced Map Matching (MM) Algorithms  

This algorithm employs sophisticated techniques such as artificial neural networks, 

fuzzy logic and Bayesian interference in order to identify the correct road segment [72, 

91-93]. This algorithm using better matching techniques and is therefore, better than the 

aforementioned algorithms [86]. However, these type of algorithm are difficult and slow 

to implement because they use much more data [86]. Thus, they may not be suitable for 

transport applications that need to work in real time. 
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It fact real time positioning is absolutely necessary for such type of ITS services which 

include emergency management and route guidance. Moreover, because the position of 

a travelling vehicle is continuously changing, it is necessary for any system to be able to 

identify the vehicle’s position instantly.  From the above review of different algorithms, 

it can be seen that there are different types of approaches to solve the problems related 

to map matching and that they all have their limitations. In the algorithm of the present 

research, a topological map matching algorithm is used to locate the vehicle on the 

correct segment of road for the following advantages: 

 Using topological information to identify the correct road segment can 

significantly improve the map matching process [89]. 

 The integrity of the map matching process can be improved by using 

information such as speed and direction. 

 This algorithm is easy to use and very quick at identifying the correct road 

segment where the vehicle is travailing, and is therefore, suitable for supporting 

real time ITS services  [86]. 

However, topological map matching algorithms have the following issues:  

 The performance of algorithm degrade in very complex environments (e.g. 

junctions and deans urban areas) [14].  

  The identification of the correct link depends on the first matched positioning 

point.  
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2.8 Existing integrity methods  

Integrity of in-vehicle navigation systems is considered as an essential requirement for 

supporting most ITS services. Therefore, many research have been carried out in order 

to monitor and improve the integrity of in-vehicle navigation system using different 

methods. Some research have tried to monitor the integrity by checking the validly of 

raw positioning data (Andrés [16]). Other research have tried to monitor the integrity of 

the map matching process (Jabbour et al. [17]  and Yu et al. [10]) or combination of 

both (Velaga [14] and Quddus [18]). In the following sections each of these available 

integrity methods are discussed along with their limitations. 

2.8.1 Positioning integrity methods  

Andrés [16] proposes a geo-object recognition algorithm for detecting vehicles and 

charged them for the price of a geo-object region whenever they travelled inside it, geo-

object represents the tolled regions in ETC system. The author utilises Geo-fencing 

method to segment the road network into geo-object regions. In addition, he uses the 

RAIM approach to check the integrity and the validity of the vehicle’s position inside 

the geo-object region. After determining the integrity of the vehicle’s position, his 

algorithm decide whether to charge the driver or not. If the vehicle’s position is not 

valid in the geo-object region the algorithm wait for the next positioning point.  

The author considered RAIM method in the integrity process, however RAIM alone is 

not enough for checking the integrity of vehicle’s position especially for critical 
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applications. In addition, no map matching algorithm is used in the integrity process, 

which can help to improve the accuracy of positioning data [8-10].   

2.8.2 Map matching integrity methods  

Jabbour et al. [17] develops a map matching integrity method for land vehicle 

navigation systems, based on multihypothesis technique. The author introduced two 

different criteria to check the integrity of map matching process which are: number of 

efficient hypotheses and normalised innovation square. In addition, two threshold 

values are derived empirically and used in the monitoring process. The integrity method 

was tested in France using real filed data. Their results illustrate 88.8% valid integrity 

warnings. However, they did not consider the errors related to the road map. 

Yu et al. [10] provides a curve pattern matching algorithm to detect mismatches and 

improve the reliability of the map matching result. The algorithm start by matching a 

vehicle position on the road map then forms two curves from the positioning point and 

the matched points, respectively.  The algorithm detects the mismatch by comparing the 

two curves together. If a mismatch is detected the algorithm restart aging and correct the 

mismatch. The algorithm was evaluated using a large amount of data (3,000 km) 

collected in Hong Kong. The performance was evaluated using missed detection rate 

(MDR) only and was 1.41%. Errors related to positioning data and the road map were 

not considered.   
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2.8.3 Hybrid Integrity methods 

Quddus [18] proposes a method for checking the integrity of map matching process. 

The author considered two sources of information: (i) errors related to positioning data 

and (ii) errors related to map matching process. A fuzzy inference system is used to 

combine these information and infer the integrity threshold. The threshold is calculated 

empirically to be 70. However, this value may vary depending on the type of 

operational environment and the sensors that are used. The method was tested using 

three different map matching algorithms. The result were found to be 91.2% valid 

integrity warnings for the topological map matching algorithm.    

Velaga [14] presents an integrity algorithm which takes into consideration errors related 

to both positioning data, digital road network and the map matching process.  In the 

algorithm, RAIM method is applied to check the integrity of the GPS positioning data, 

and fuzzy logic is used to determine the validity of the map matching process. In 

addition to these two attributes the complexity of road network during the integrity 

process is also considered. The algorithm was tested using field data collected in 

Nottingham. The result showed that the algorithm can provide 98.2% valid integrity 

warnings. 

As discussed above, existing methods for checking the integrity of in-vehicle navigation 

systems are centred on positioning data and map matching integrity or both. Andrés 

[16] checked the integrity of raw positioning data and ignored the integrity of other 

information. In addition, he does not take the advantages of map matching algorithm in 



CHAPTER 2.  LITERATURE REVIEW 

 

 

60 

 

the integrity process. While, Jabbour et al. [17] and Yu et al. [10] focused on checking 

the integrity of the map matching process without considering the errors related to the 

positioning data or errors related to other inputs to the map matching process. Other 

researchers (Quddus [18] and Velaga [14]) tried to combine both errors related to 

positioning data and map matching process in order to enhance the performance of the 

integrity monitoring process. However, the quality of in-vehicle navigation system 

output depends on different source of errors, which are: (i) errors related to the 

positioning data, (ii) errors related to the map matching process, and (iii) errors related 

to other input to the map matching algorithm (e.g. vehicle speed). None of the above 

methods have considered errors in other input to the map matching process such as 

speed, see Table 2-7.  

Reference  Integrity method 

Position  Speed  Map-Matching 

Andrés [16] Yes - - 

Jabbour et al. [17] - - Yes 

Yu et al. [10] - - Yes 

Quddus [18] Yes  - Yes  

Velaga [14] Yes  - Yes  

The proposed algorithm  Yes  Yes  Yes  
Table 2-7: Summary of the existing integrity methods. 

2.9 Summary  

Speed is an essential factor in the map matching algorithm to identify the vehicle 

position on the link. Therefore, checking the integrity of speed can future improve the 

integrity of map matching process. In this research we will consider errors related to the 

positioning data, speed of the vehicle, and result of map matching process, 
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simultaneously, in the integrity monitoring process. Clearly, considering these source of 

errors simultaneously can lead to a better result. In addition, the proposed solution can 

provide information about the integrity of vehicle’s speed which is significantly 

important; especially for critical ITS applications such as pay as you speed [94]. 

This chapter has presented an overview of location-based ITS service. Some 

services that use navigation systems as a main component of the service were 

identified and discussed. This chapter also defined the RNP parameters for land 

vehicle navigation systems. Then, the RNP parameters for different types of 

ITS services ware discussed. Moreover, the strategies that can be used to derive 

the RNP parameters for each group of ITS services were presented. The second 

part of this chapter, reviewed the concept of context and context-aware systems 

including methods that have been used in modelling and reasoning about a 

context. The third part of this chapter, provided an overview of the map 

matching algorithms along with their limitation. Finally, a review of existing 

integrity algorithms was provided. In the following chapter, a detailed 

description of the GPS integrity monitoring system architecture will be 

presented.
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3 Chapter 3 

 

System Architecture  

 

Objectives 

 Propose a GPS integrity monitoring system architecture for land vehicle 

navigation systems. 

 Explain the mechanism of the integrity monitoring process.  

 Describe the three subsystems of the architecture and its components based on 

the concept of context-awareness. 
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3.1 Introduction  

This chapter presents the design of a GPS integrity monitoring system based on the 

concept of context-awareness that senses the in-vehicle navigation data, reasons about 

its integrity and reacts upon it. It is built on a new technique to reason about the 

integrity status of an in-vehicle navigation system from the captured information, and 

avoid any misleading or faulty information by warning the driver. 

The system is composed of three main subsystems: sensing, reasoning, and the 

application subsystem. These subsystems correspond to the main phases of the context-

aware system, which are: sensing, thinking, and acting phases. The abstract layered 

context-aware framework is utilised to construct the components of this system (see 

Chapter 2). 

As discussed earlier in Chapter 2, the integrity status of the in-vehicle navigation system 

is considered to be uncertain context, due to the fact that the map matching is not a 

certain process [70]. Therefore, a reasoning technique is essential in order to combine 

different contextual information and deduce the current integrity status of the in-vehicle 

navigation system. In the proposed system, fuzzy logic is applied in the integrity 

monitoring algorithm to combine the contextual data and deduce the integrity status of 

the navigation system. Two types of sensors are integrated to the system in order to 
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collect the required contextual information about the vehicle (position, speed, and 

direction). 

The following section provides the explanation of the integrity monitoring mechanism.  

A detailed description of the system and its components is then given. This includes 

different types of sensors to collect real time contextual information about the vehicle, 

an integrity monitoring algorithm to carry out the reasoning process and alert unit to 

trigger an in-vehicle alarm. 

3.2 GPS Integrity monitoring system mechanism  

This section presents the mechanism for monitoring the integrity of the in-vehicle 

navigation system. The flowchart of the integrity monitoring process is presented in 

Figure 3-1. The process starts with the sensing of the vehicle current context, including 

vehicle’s location, heading and speed. Physical sensors including location sensor (GPS), 

and in-vehicle wheel speed sensor are used to capture the required context information 

about the vehicle. After collecting the raw contextual data, a context interpreter 

transforms it into a form that can be understood by the machine. This step can be 

accomplished by using different context modelling techniques as discussed in Chapter 2 

(this step falls outside the scope of this research). 

After interpreting the data the system performs the integrity monitoring algorithm based 

on fuzzy logic, in order to reason about the integrity status of the in-vehicle navigation 

system. The algorithm composed of three phases of integrity checks, which are: 
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Positioning integrity to check the consistency of the positioning data, Speed integrity to 

calculate the speed of the vehicle from the sensed contextual data and ensure its 

integrity. Finally, the map matching integrity to check the integrity of the map matching 

results. Each phase involves the application of different techniques to examine the 

consistency of the contextual data (a detail description of each phase will be given in 

Chapter 4). If there is no integrity in the positioning data, speed data, or the result of the 

map matching process is rejected, then a suitable in-vehicle alarm is sent out to the 

driver. Otherwise, no action is performed and the system will continue to sense new 

information about the vehicle. This system is based on the concept of context-awareness 

as the process sense, reason and act in real time, based on the acquired contextual data. 

 
Figure 3-1: GPS integrity monitoring system mechanism. 
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3.3 System architecture 

The components of the proposed GPS integrity monitoring system, as based on the 

concept on of context-awareness are describe in this section. Figure 3-2 illustrates the 

components of the system in detail, including the way that these components are 

connected to each other in order to monitor the integrity of the in-vehicle navigation 

system and warn the driver using in-vehicle alarms. 

 
Figure 3-2: GPS integrity monitoring system architecture. 
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As shown in Figure 3-2 above, the proposed system is designed based on the five layer 

context-aware framework [20], and is composed of three main subsystems: (i) the 

sensing subsystem, (ii) the reasoning subsystem, and (iii) the application subsystem, 

which corresponds to the main phases of the context-aware system: the sensing, 

thinking, and acting phases, respectively as mentioned in Chapter 2.  

Within the system the integrity monitoring process is carried out using six different 

components which are distributed over five layers according to the abstract layered 

context-aware framework. First one finds the sensors which represent the sensor layer. 

Next is the context interpreter component that represent the raw data retrieval layer, 

followed by the management unit, which is responsible for performing the integrity 

monitoring algorithm, and the alert unit that represent the reasoning layer. The digital 

road map database represents the storage layer. Finally, one finds the warning system 

component, which corresponds to the application layer. The following sections provide 

a detailed description of each subsystem and the related components. 

3.3.1 Sensing subsystem  

This section provides a description of the sensing subsystem, including how contextual 

data about the vehicle is sensed and the type of the sensors used to gather this 

information. The sensing subsystem, corresponds to the sensing phase in the context-

aware system, responsible for sensing the current context of the vehicle, including 

position, speed, and heading, then interpreting this context into a machine executable 
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format in order to be processed by the reasoning subsystem. This subsystem composed 

of: 

 Sensors: Here, the contextual data about the vehicle is collected then transfer it to 

the next layer (raw data retrieval), as shown in Figure 3-2. It composed of set of 

sensors that is integrated to the vehicle and connected to the system.  Generally, 

different type of sensors can be used (physical, virtual, or logical) in order to 

have access to different types of information according to the system needs (see 

Chapter 2). In the proposed system, two physical sensors are used to collect the 

required context information, these are:  

 GPS sensor: GPS provides information about the vehicle including 

current position, heading, and speed. In the proposed system, GT-311 

(GPS receiver) is used to provide the required information for the 

integrity monitoring algorithm, including, Doppler speed data, which 

represented by the horizontal dilution of precision (HDOP)2 value, speed 

dilution of precision (SDOP)3 value, and other basic positioning 

information (such as X, Y, Z coordinates).    

 Wheel speed sensor: wheel speed sensor provides information about the 

current vehicle’s speed from its wheels, which can be accessed from the 

                                                 
1 See http://www.locosystech.com/ 
2 Horizontal dilution of precision (HDOP) “allows to more precisely estimate the accuracy of GPS hori-

zontal (latitude/longitude) position fixes” [95].95. Crow. HDOP AND GPS HORIZONTAL POSITION ERRORS. 

2013  [cited 2015 May]; Available from: http://crowtracker.com/.  
3 Speed dilution of precision (SDOP) is a SiRF3 parameter that can be used to determine the accuracy of 

GPS Doppler speed [103]. 
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in-vehicle sensor network. This sensor is used to check the status of the 

vehicle’s speed before relying on GPS Doppler speed data; due to the 

fact that GPS Doppler measurements are not reliable at low speed (2 m/s 

[96]).  

 Raw data retrieval: The purpose of this layer is to retrieve the raw contextual 

data from the sensing layer and abstract the low-level sensing details from the 

upper layers. It is comprised of one component as follows:  

 Context interpreter: This component is responsible for translating the 

acquired context data that has been received from the sensing layer into 

machine executable format. The data received from the GPS sensor should 

be transferred to a form that can be understood by the reasoning layer. This 

transformation process (modelling process) can be implemented using 

different modelling methods (e.g. object oriented), this is beyond the scope 

of this research.  

3.3.2 Reasoning subsystem 

This subsystem, corresponds to the thinking phase, responsible for checking the 

integrity of in-vehicle navigation system and warning the driver about its integrity 

status. As discussed in Chapter 2, the integrity status is uncertain information and 

consider to be high level context. Thus, an integrity monitoring algorithm based on 

fuzzy logic is performed in order to reason about the integrity status using the 
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contextual data received from the sensing subsystem, in real time. This subsystem 

composed of:  

 Reasoning: It reason about the integrity of the acquired context data about the 

vehicle. Then, warn the driver about the integrity status of the in-vehicle 

navigation system by triggering an in-vehicle alarm to avoid any misleading 

information. This layer is composed of: 

 Management unit: It manage and control all the activities of the 

reasoning layer. It performs the integrity monitoring algorithm in order 

to reason about the integrity status of the acquired contextual 

information. The algorithm is composed of three phases of integrity 

checks (see Figure 3-3). The positioning integrity phase is responsible 

for checking the consistency of the positioning data using RAIM method. 

The speed integrity phase is responsible for calculating the speed of the 

vehicle, form GPS Doppler data, and ensuring its integrity. Finally, the 

map matching integrity phase is responsible for checking the integrity of 

the map matching results using fuzzy logic. The fuzzy logic system is 

composed of eighteen rules based on three information: distance, speed, 

and heading of the vehicle, before and after the map matching process. If 

there is no integrity in the positioning data, speed data, or the result of 

the map matching process is rejected, then the management unit invoke 

the alert unit to send out a suitable in-vehicle alarm to the user. 
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Otherwise, no action is performed and the system will continue to sense 

new information about the vehicle. Detail description of each phase of 

the algorithm will be given in Chapter 4, which is the focus of this thesis. 

The algorithm has been implemented and tested using 80 km of real field 

data collected in Nottingham, further details are given in Chapter 5.  

 
Figure 3-3: GPS integrity monitoring algorithm. 

 Alert unit: The alert unit is responsible for sending a suitable in-vehicle 

alarm and warning the driver about the integrity status of the in-vehicle 
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navigation system. It is invoked by the management unit in cases any 

misleading information is detected by the integrity monitoring algorithm. 

 Storage: The storage layer is responsible for storing and retrieving the digital 

road map data and historical map matching information (such as road 

connectivity, and road direction).   

3.3.3 Application subsystem 

The application subsystem corresponds to the acting phase in the context-aware system. 

In the proposed system this subsystem is responsible for warning the driver about the 

integrity status of the navigation system; through sending in-vehicle alarms. In addition, 

any location based ITS application (such as electronic payment system) can be 

integrated with the proposed integrity monitoring system via this layer in order to utilise 

the integrity status of in-vehicle navigation system and avoid using any misleading or 

faulty information.  

3.4 Summary  

This chapter presented an integrity monitoring system architecture for land 

vehicle navigation systems. The system architecture is composed of three 

subsystems: sensing, reasoning and an application subsystem and was 

developed on the basis of the concept of context-awareness. In addition, the 

components of the integrity process were designed using the abstract layered 

context-aware framework. Here, an integrity monitoring algorithm was 
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integrated within the reasoning layer in order to reason about the integrity 

status of the acquired context data. The main purpose of this system is to 

provide a robust and reliable mechanism for checking the integrity of in-

vehicle navigation system and detect any misleading information based on the 

concept of context-awareness. In the following chapter a detailed description of 

the development of the integrity monitoring algorithm, including positioning 

integrity, speed integrity and map matching integrity phases will be presented.
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4 Chapter 4 

Development of a GPS Integrity 

Monitoring Algorithm  

 

Objectives 

 Propose a novel integrity monitoring algorithm for land vehicle navigation 

systems. 

 Describe the mechanism of the integrity algorithm.  

 Describe the steps for the development of the three phases of the proposed 

algorithm. 
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4.1 Introduction  

As previously discussed in Chapter 2, the majority of existing integrity algorithms used 

for in-vehicle navigation systems focus on either the positioning integrity or the map 

matching integrity, or a combination of both. However, these algorithms are not 

adequate to support safety and critical ITS services, as they do not consider the integrity 

of other input to the map matching process such as vehicle’s speed. Therefore, 

considering the errors related to vehicle’s speed in addition to the errors in the 

positioning data and map matching process have the greater potential to lead to more 

accurate outcomes.  

This chapter presents a novel algorithm for monitoring the integrity of the in-vehicle 

navigation system. The algorithm has the ability to detect any inconsistency related to 

the positioning data, speed data, and map matching process, using three phases of 

integrity checks. These consist of: (i) positioning integrity, (ii) speed integrity, and (iii) 

map matching integrity. The following section describes the proposed integrity 

algorithm. This is then followed by a detailed explanation of each phase.  

4.2 Integrity monitoring algorithm 

This section presents the steps for developing the GPS integrity monitoring algorithm. 

The algorithm will perform three phases of integrity checks in order to determine the 

integrity of the in-vehicle navigation data. These consist of: (i) the positioning integrity  
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phase, (ii) the speed integrity phase, and (iii) the map matching integrity phase (as 

previously demonstrated in Chapter 3). A detailed flowchart for the designed integrity 

monitoring algorithm is illustrated in Figure 4-1, below. 

 
Figure 4-1: A flowchart illustrating the integrity monitoring algorithm. 
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As demonstrated in Figure 4-1, the algorithm starts by checking the integrity of the 

positioning data captured from the navigation sensor (GPS). Firstly, it calculates the 

horizontal protection level (HPL) based on the positioning information received from 

the GPS, which represents the upper limit for the GPS positioning error in the horizontal 

plane [14]. This is followed by checking the Receiver Autonomous Integrity Monitoring 

(RAIM) availability, in which the value of HPL is compared with the horizontal alert 

limit (HAL). The HAL represents the maximum allowable error along the horizontal 

plane and cannot be exceeded without alerting the user [14]. When the HPL exceeds the 

HAL, the RAIM is not available and a suitable alarm should be given to the user via the 

alert unit. If this is not performed, the RAIM is assumed to be available and thus the 

algorithm will continue to check the integrity of the positioning data. Any errors in the 

calculated position are detected by comparing a test statistic √𝑊𝑆𝑆𝐸 (see section 4.2.1) 

with a selected threshold (T). An alarm needs to be given to the user should the test 

statistic exceed the selected threshold. If it is not given, then the integrity of the 

positioning data is available, and thus, the speed integrity process is followed.  

The integrity of the vehicle speed is also checked. Firstly, the wheel speed (v)-wheel is 

compared with a selected threshold (T). If the wheel speed is less than the threshold (T), 

then an alarm needs to be given to the user. Otherwise, the maximum allowable speed 

error (MASE), along with the estimated speed error, are calculated based on the GPS 

Doppler data. The MASE represents the upper limit for the GPS Doppler speed error 

that cannot be exceeded without alerting the user. The calculation of MASE, and the 

GPS Doppler speed error are explained in section 4.2.2. If MASE is three times greater 
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than the standard error σ of the Doppler speed, then the integrity of the GPS Doppler 

speed is assumed to be available, and the average speed will be calculated. Otherwise, 

the speed integrity is unavailable and an alarm must be given.  

When the speed integrity is available, a map matching algorithm is carried out to locate 

the travelling vehicle on the road map. A fuzzy inference system (FIS) is subsequently 

employed, in order to reason out the integrity of the map matching process and 

determine whether the result should be accepted or rejected. If the result is rejected, an 

alarm must be given. Otherwise, the map matching integrity is available.  

The necessary input data for the integrity process is comprised of positioning data and 

satellite data from the GPS. This includes the following: the longitude and latitude 

coordinates of the vehicle position; the Doppler speed data; vehicle heading; the number 

of satellites; satellites’ coordinates (X, Y and Z). Also inputted into the algorithm, is the 

wheel speed information from the in-vehicle sensor network used in the second phase. 

The HAL, probability of a false alarm rate (PFA), missed detection (PMD), and the 

minimum speed threshold are inputted into the algorithm as constant variables. The 

following sections outline each phase in detail. 

4.2.1 Positioning integrity phase   

The first phase in the proposed integrity algorithm is to examine the consistency of the 

positioning data. RAIM is one of the robust techniques that ensures the integrity of GPS 

data [97]. In this phase, a RAIM method provided by [97] is used to add a layer of 

integrity and verify the quality of the GPS positioning data.  
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The process of monitoring the integrity of the positioning data is divided into two steps 

(see Figure 4-2). The first is the computation of the HPL from the received positioning 

data in order to check RAIM availability. The second is the error detection process, 

based on using a weighted least squares approach [97]. The details of these two steps 

are set out below:  

 
Figure 4-2: Positioning integrity phase. 

Step 1: Checking RAIM availability  

RAIM availability is checked using a horizontal protection level (HPL) parameter, the 

vertical protection level (VPL) is not required here as vehicles travel on the horizontal 

plane. The HLP parameter is calculated using the following formula, as shown in [97]:  
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Where HDOP is the horizontal dilution of precision and T is the threshold value4 that is 

selected based on the number of satellites (N) and the probability of a false alarm rate 

(PFA). k(PMD) is the number of standard deviations for the missed detection probability 

(PMD) and Hslope is the maximum allowable horizontal slope. 

The values for (PFA) and (PMD) are chosen as 0.001 and 0.00001, as this is recommended 

by [5]. The maximum allowable horizontal slope is calculated, as shown in [97]: 

max[Hslope] = 𝑚𝑎𝑥𝑢𝑚𝑖𝑚  
√[(𝐺𝑊𝐺)−1𝐺𝑇 𝑊]1𝑖

2 +[(𝐺𝑊𝐺)−1𝐺𝑇 𝑊]2𝑖
2

√𝐼− 𝐺(𝐺𝑊𝐺)−1𝐺𝑇 𝑊𝑖𝑖
  (4.2) 

Where G is an observation matrix; W is the weight matrix; and I is the identity matrix. 

After calculating the value of HPL, it is then compared to the maximum horizontal alert 

limit (HAL), in order to ensure whether or not the RAIM is available. The value for 

HAL is selected as 15 metres (as suggested by [4]), in order to support the majority of 

ITS services. 

Step 2: Error detection  

In this step, a weighted least squares approach [97] is applied to determine potential 

errors in the positioning data. A test statistic is compared with a selected threshold (T), 

in order to detect any errors. The test statistic is the square root of the weighted sum of 

the square errors (WSSE) [97]. The threshold (T) is selected based on the number of 

                                                 
4 Further details concerning finding the values for T can be found in [97]. 
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satellites and the probability of a false alarm rate. The calculation of the Weighted Sum 

of the Squared Errors (WSSE) is given as follows [97]: 

 

Where G is the observation matrix; Y is the range of the residuals5; W is the weight 

matrix; and I is the identity matrix.  

If the test statistic (√WSSE) exceeds the threshold T, then the positioning solution is 

assumed to be unacceptable. Otherwise, the positioning solution is considered 

acceptable and the integrity process continues checking the speed integrity of the 

travelling vehicle. The following section provides a detailed explanation of the speed 

integrity phase. 

4.2.2 Speed integrity phase   

The second phase in the proposed integrity algorithm is to determine precisely the speed 

of the vehicle and ensure its integrity. One of the most accurate methods of estimating 

vehicle speed is using the Doppler Effect6 [98]. In this phase, GPS Doppler speed 

measurements are used to provide an accurate estimation of the speed.  

                                                 
5 Details of how the range of the residual is obtained can be found in [14]. 
6 Doppler Effect refers to the difference between the calculated frequency at the GPS receiver and the 

satellite carrier frequency. 
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For integrity purpose, two steps are carried out before measuring the speed of the 

vehicle from the GPS Doppler data (see Figure 4-3). The first step is to check the 

vehicle speed status from the wheel speed sensor and the second is the speed error 

detection process based on the use of the SDOP parameter. The details of these two 

steps are outlined below:  

 
Figure 4-3: Speed integrity phase. 

Step 1: Checking speed status 

Despite the fact that the GPS can provide speed (based on the Doppler effect) with an 

accuracy of 2-5 cm/s and 4-10 cm/s on both the horizontal and the vertical axis, 

respectively [99], the magnitude of error in the estimated speed is inversely proportional 

to the actual speed of the vehicle [100]. As a result, GPS Doppler measurements are not 

reliable at low speeds, due to the significant increase in the error magnitude. 
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It is therefore vital to check the vehicle speed status before measuring the speed from 

the Doppler data. This step is carried out using wheel speed information, which can be 

accessed through the in-vehicle sensor network [101]. The wheel speed (v)-wheel is 

compared with a specified threshold (T). The threshold (T) is the minimum speed at 

which the Doppler data can be reliable. In this research, the value of T is chosen to be 2 

m/s (as suggested by [96]). 

If the (v)-wheel exceeds T, then the GPS Doppler data is assumed to be accurate, and 

can be used to estimate the real time vehicle speed. Otherwise, GPS Doppler data 

cannot be relied upon, and so is assumed to be untrustworthy. Additionally, GPS 

heading information is assumed to be inaccurate at low speeds, and so will not be used 

during the next phase [87]. 

Step 2: Speed error detection  

Though GPS Doppler measurement can provide an accurate estimation of N second 

speed, each Doppler speed sample includes errors [98]. These include atmospheric and 

relativistic errors [102], their actual values cannot be established. In this case, the 

integrity of Doppler speed is difficult to check, as the actual value of the speed errors 

((𝑆𝑛𝐸) of each speed sample) is not known. Therefore, the SDOP parameter is used in 

this step to estimate the maximum allowable speed error (MASE) for N Doppler speed 

measurements. The MASE can verify the integrity of Doppler speed, as is required to be 

three times larger than the standard error σ of the Doppler speed, determined using the 

central limit theorem [103]. This ensures a 99.9% confidence level when estimating the 
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speed error [103]. The calculation of the average MASE for N second sample and the 

speed error as given in [103]: 

 

𝑀𝐴𝑆𝐸 =
∑ 𝑆𝐷𝑂𝑃𝑛

𝑁
𝑛=0

𝑁
−

𝑆𝐷𝑂𝑃0+𝑆𝐷𝑂𝑃𝑁

2𝑁
                                     (4.5) 

𝑠𝑝𝑒𝑒𝑑 𝑒𝑟𝑟𝑜𝑟 =  
𝑀𝐴𝑆𝐸

√𝑁
                                                            (4.6) 

Where 𝑆𝐷𝑂𝑃0 and 𝑆𝐷𝑂𝑃𝑁𝑁 are the first and last SDOP values in the sampling interval, 

𝑆𝐷𝑂𝑃𝑛 is the SDOP value for each Doppler speed in the sampling interval, and N is the 

number of samples in the sampling interval. 

After calculating the speed error, the integrity is verified by comparing the MASE value 

with the standard error σ for the N Doppler speed sample. If the MASE is less than three 

times the standard error σ, then the integrity of Doppler speed is assumed to be 

unenviable. Otherwise, it can be stated that the speed error for the N Doppler speed 

samples is calculated accurately with a 99.9% confidence level, and the true speed of 

the vehicle can be calculated precisely.   

Here, vehicle speed is estimated using the average speed of N second GPS Doppler 

samples (rather than a single speed sample) in order to obtain higher accuracy [98]. The 

calculation of the actual average speed is given as follows [103]: 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑠𝑝𝑒𝑒𝑑𝑡𝑟𝑢𝑒 =  𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑠𝑝𝑒𝑒𝑑𝐷𝑜𝑝𝑝𝑙𝑒𝑟 ±  𝑠𝑝𝑒𝑒𝑑 𝑒𝑟𝑟𝑜𝑟           (4.7) 
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𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑠𝑝𝑒𝑒𝑑𝐷𝑜𝑝𝑝𝑙𝑒𝑟 =  
∑ 𝑆𝑛𝐷

𝑁
𝑛=0

𝑁
−

𝑆0𝐷+𝑆𝑁𝐷

2𝑁
                                           (4.8) 

Where 𝑆0𝐷 and 𝑆𝑁𝐷 are the first and last Doppler speed samples in the sampling 

interval, 𝑆𝑛𝐷 is the measurement of the Doppler speed in the sampling interval and N is 

the number of samples in the sampling interval. 

4.2.3 The map matching integrity phase   

In the final phase of the proposed integrity algorithm, the process continues with the 

map matching process only if the integrity of both the positioning and the speed data are 

available. This is due to the fact that the accuracy of the map matching process depends 

on the quality of input data [12]. Thus, checking the integrity of positioning and speed 

data will improve the performance and integrity of the map matching process and leads 

to more accurate outcomes. A flow chart of this phase is given in Figure 4-4. 

In this phase, topological map matching algorithm provided in [85] is carried out in 

order to integrate the positioning data with the road map, and determine the road 

segment and the link where the vehicle is travelling. The fuzzy inference system (FIS) is 

then used to reason about the uncertainty related to the map matching results (see 

Chapter 2) and identify its integrity level, in order to decide whether to trigger an alert 

to the driver.  
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Figure 4-4: Map matching integrity phase. 

The FIS used in this phase is based on three factors: distance, speed, and heading of the 

travelling vehicle, both before and after the map matching process. The calculation of 

these factors is given as follows: 

Distance: The distance (computed using the accumulative distance between GPS 

points) always overestimates the real travelling distance, due to the fact that the line 

between all points is not smooth (zigzagging) [98]. To estimate the integrity of map 

matching process from the distance, the accumulative distance of the N positioning 

points should be compared with the accumulative distance of the corresponding N 

spatial positions on the road segment (after the map matching process). In this case, the 

errors related to the positioning data including errors from GPS receiver and digital road 

map should be considered. As illustrated in Figure 4-5, each positioning point has an 

error due to the error in the GPS receiver and the digital road map. 
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Figure 4-5: The accumulated distance. 

The accumulative distance is expressed as follows:  

                            𝐷𝐺𝑃𝑆 =  ∑ 𝑑𝐺𝑃𝑆
𝑁
𝑛=1                                               (4.9) 

𝐷𝑀𝑎𝑝 =   ∑ 𝑑𝑀𝑎𝑝
𝑁
𝑛=1 −   ∑ 𝜎𝐺𝑃𝑆𝑛+𝜎𝑀𝐴𝑃𝑛

𝑁
𝑛=1     (4.10) 

∆𝐷 =   |𝐷𝑀𝑎𝑝 −  𝐷𝐺𝑃𝑆|                                        (4.11) 

Where 𝐷𝐺𝑃𝑆 and 𝐷𝑀𝑎𝑝 are the accumulative distance before, and after, the map 

matching process, respectively. The distance between two GPS points and the matched 

points on the road segment are 𝑑𝐺𝑃𝑆 and𝑑𝑀𝑎𝑝, respectively. 𝜎𝐺𝑃𝑆𝑛 is the error related to 

GPS for each point, and 𝜎𝑀𝐴𝑃𝑛is the error related to the digital road map for each point 

(considered to be 3% [104]), and N is the number of points in the sampling interval. 

If the absolute value of the difference between (𝐷𝑀𝑎𝑝 - 𝐷𝐺𝑃𝑆) is equal to, or 

approximately, zero, then the vehicle location on the map is considered to be identified 

correctly by the map matching process, and vice versa. The value of ∆𝐷  is needed in 

fuzzy phase to overcome the problem of zigzagging. Additionally, the value of∆𝐷, once 
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obtained and checked, the distance after map matching can be used with confidence in 

speed calculation. 

Speed: The speed calculated from the accumulated distance of N matched locations on 

the map should be equal to, or close to, the corresponding average Doppler speed, as 

computed in the previous phase. The computation of speed and distance are expressed 

as follows: 

             𝑆𝑝𝑒𝑒𝑑𝑀𝑎𝑝 =  𝐴𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑒𝑑 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑀𝑎𝑝/𝑡𝑖𝑚𝑒  (4.12)     

           ∆𝑆 =   |𝑆𝑝𝑒𝑒𝑑 𝑀𝑎𝑝 −  𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑆𝑝𝑒𝑒𝑑𝐷𝑜𝑝𝑝𝑙𝑒𝑟|       (4.13) 

If the absolute value of the difference between (𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑠𝑝𝑒𝑒𝑑 𝐷𝑜𝑝𝑝𝑙𝑒𝑟 −  𝑠𝑝𝑒𝑒𝑑 𝑀𝑎𝑝) 

is equal to, or approximately, zero, then the result of the map matching process is 

assumed to be accurate, and vice versa. The value of ∆𝑆 is needed in fuzzy phase to 

verify the speed integrity. 

Heading: The direction of the matched road segment and the travelling vehicle should 

be the same. Here, the travelling vehicle direction (azimuth angle) obtained from the 

GPS is compared to the direction of the matched road segment. If the absolute value of 

the difference between (𝐻𝑒𝑎𝑑𝑖𝑛𝑔𝑀𝑎𝑝 - 𝐻𝑒𝑎𝑑𝑖𝑛𝑔𝐺𝑃𝑆) is less than the threshold, then it 

can be said that the selection of the road segment by the map matching process is more 

consistent. 
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Table 4-1 demonstrates the Sugeno-type fuzzy inference sys tem (FIS) applied in this 

phase. The input factors are: (i) the difference in distance (D), (ii) the difference in 

speed (S), and (iii) the difference in heading (A). The fuzzy subsets for A are good 

and bad, and for S and D are low, average and high. The output of the fuzzy system 

is the integrity level, which refers to the confidence level of the map matching process. 

The fuzzy subsets for the integrity level are: very high, high, average, low, and very 

low. The formulations of the fuzzy rules are based on the state of each factor. Further 

explanations concerning the way that the values of each factor and the output values of 

the integrity level are identified, are provided in Chapter 5. 

 
Table 4-1: The Fuzzy inference system (FIS). 
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4.3 Summary  

In this chapter, an integrity algorithm for monitoring the land vehicle navigation 

systems was developed. The aim was to ensure that the navigation information is 

consistent and triggers alerts to the user when the information is not trustworthy. It 

described the ways in which the proposed algorithm is able to reason out the integrity of 

the in-vehicle navigation system by considering the errors related to positioning data, 

speed data and the map matching process.  

Three phases of integrity checks were developed in the algorithm. A Receiver 

Autonomous Integrity Monitoring (RAIM) algorithm was used to measure the quality of 

the GPS positioning data. The GPS Doppler data was used to check the integrity of the 

vehicle speed, which added a new layer of integrity. In addition, it improved the 

performance of the map matching process, because the integrity of all inputs is checked. 

The final phase in the integrity algorithm was intended to verify the integrity of the map 

matching algorithm. Here, a fuzzy inference system was applied to ensure the validity 

and integrity of map matching results. In the following chapter, the experiments to 

validate the performance of the proposed integrity algorithm and the derivation of the 

integrity level will be examined. In addition, there will be an overall evaluation of the 

results.
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5 Chapter 5 

Analysis and Discussion  

Objectives 

 Show the collected data and the inference of the integrity level. 

 Present the validity and the performance of the proposed integrity algorithm.  

 Present and discuss the result. 
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5.1 Introduction  

Integrity has been discussed in many studies. They cover three areas; integrity of raw 

positioning data [16], integrity of map matching [18], and both [14]. This research 

checks the integrity of raw positioning data and map matching with a new element 

added to improve the integrity of the positioning information by checking speed 

integrity. However, this factor has a huge impact on the correctness and integrity of raw 

positioning data, before and during integrity validation using the map matching process.  

This chapter provides a pilot study, analysis of the collected data, algorithms, and 

system output. It also discusses the collected data tracks, operational environments, and 

additional data collection considerations. The system performance was examined in 

different environments and validated using a true reference GPS vehicle. 

A well-recognised evaluation schema was used to evaluate system performance. Several 

factors in particular were evaluated, including speed integrity. The results obtained were 

good compared to related work [10, 14, 17, 18]. The results obtained from the 

developed integrity algorithms, and their performance are discussed. Moreover, the 

chapter discusses integrity threshold scale, the fuzzy inference systems and its 

parameters and their weight.  
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5.2 System analysis 

5.2.1 Pilot study 

Before performing the main data collocation procedure, a pilot study was carried out to 

test each component of the algorithm to ensure its functionalities work properly, and to 

establish the environmental requirements when collecting data, such as environment 

type (urban, rural), weather, time. Finally, the pilot results could be used to derive and 

examine the weights of fuzzy rules, delivering results that are more accurate. 

Pilot data was collected in Leicester City, across 1146 positioning points and a distance 

of 4.2 kilometres. The weight of the fuzzy rules was derived based on this data, and then 

the performance of the system was tested.  

The preliminary results indicated that validating the performance of the proposed 

algorithm required the collection of positioning data that is sufficiently precise to test 

each component of the algorithm thoroughly. The data collection environment should 

vary between urban, rural, and mix areas. Thus, it is important to thoroughly test GPS 

signal availability at the RAIM level. Vehicle speed is also a vital input for both the 

algorithm and the fuzzy system. The experiment also requires data to be collected using 

two different GPS receivers, as each receiver can then act as a true reference for the 

other. 

5.2.2 Main data collection  

 Required data: For the testing of the proposed integrity framework, the required data is: 
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1. Satellite data: This data includes satellite number or ID, satellite coordinates 

(X, Y, and Z in Earth-Centred Earth-Fixed (ECEF) coordinate system), 

receiver clock bias, satellite elevation and azimuth angles [4].  

2. User data: This data relates to the user X, Y, and Z position in ECEF 

coordinate system [4]. 

3. Vehicle speed: obtained from the wheel speed sensor. 

4.  Doppler speed: obtained from the GPS receiver.  

5. Map data: This data represents the road network in terms of links. For each 

link, there is a link ID, a start node, and an end node. 

 Equipment  

A GPS receiver with certain capabilities is essential for collecting the data; a GT-31 

GPS receiver from LOCOSYS7 was used to accomplish this task. The GT-31 is 

equipped with highly advanced navigation technologies and has been adopted by major 

GPS manufacturers including TomTom, Garmin, and Magellan. GT-31 supports [22]: 

1. Doppler speed (HDOP, SDOP, etc.).  

2. SiRF Star III low power chip that decodes GPS signals at a very low signal level 

(-160dB).  

The GT-31 alone is not sufficient to produce an accurate evaluation of the proposed 

integrity algorithm. Hence, there is a need for another source of data that is more 

accurate than the GT-31 to act as a true reference. The true reference GPS receiver was 

obtained from the Geospatial Institute at the University of Nottingham. It is a highly 

                                                 
7 See http://www.locosystech.com/ 



CHAPTER 5. ANALYSIS AND DISCUSSION    

 

95 

 

advanced carrier-phase, single frequency high sensitivity GPS receiver, integrated with 

a high-grade Inertial Navigation System (INS). In addition, a gyroscope and integrated 

carrier-phase INS were used. Aponte et al. [105] found the accuracy of the integrated 

carrier-phase GPS and INS is more than 5 centimetres for 97.5% of the time, in X, Y 

and Z coordinates. 

A special data collection vehicle, containing all the aforementioned true reference GPS 

devices, was hired from the University of Nottingham (see Figure 5-1 and Figure 5-2). 

Quddus [18] and Velaga [14] have also used true reference vehicle to validate their 

work. 

 
Figure 5-1: NGI test vehicle. 

 
Figure 5-2: Equipment inside the test vehicle [14]. 
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 Experiment Setup 

The GT-31 was mounted in a pre-determined location inside the true reference vehicle. 

Data collection took place during the morning over a period of approximately two 

hours, commencing at 10 am to avoid traffic congestion (rush hour). The weather was 

sunny and humidity low to ensure minimum atmospheric error. The experiment was 

carried out in the city of Nottingham and surrounding villages, in order to test the 

system in different operational environments. The total number of positioning points 

collected was 5,685, and the testing route covered was 80 km. Figure 5-3 shows the 

complete test route followed. 

 
Figure 5-3: The full test route in and around Nottingham. 

The journey was divided into three data sets, according to operational environment. 

Three types of environments were classified, as follows: (1) urban defined by high 

buildings, tunnels, narrow streets, and a maximum speed on average of 48km/h; (2) 

rural defined as less complex than urban areas, better satellite availability, and a higher 
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maximum speed; and (3) mixed environment, combining both urban and rural features.  

Table 5-1 below details the tracks, environment, number of points, and length for each 

data set. 

Data Set Environment Points Length (km) 

Data set 1 Urban 1,245 6.4 

Data set 2 Rural 3,335 65 

Data set 3 Mix 1,105 8.6 

Table 5-1: Three different data sets collected in Nottingham. 

The collection environment determined for the first data set was urban. This track was 

collected in an urban setting because its complexity was expected to obstruct GPS 

signals (e.g. buildings) and degrade the performance of the map matching process (e.g. 

intersections). Figure 5-4, provides an example of the complexity of the environment in 

Data set 1. The test route travelled is shown in Figure 5-5, and is 6.4 kilometres in 

length. The maximum number of available satellites on view was seven and the 

minimum was four (see Figure 5-10 (a)).  

 
 Figure 5-4: An example of the complexity in Data set 1.  
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Figure 5-5: The test route for the first data set. 

The second set of data was collected in a rural environment, and consisted of 3,335 

positioning points, covering 65 kilometres (see Figure 5-6). The maximum number of 

available satellites was 10, which is better than reported in data set 1 (see Figure 5-10 

(b)). The track was selected to test the system’s performance at high speeds and 

roundabouts. Figure 5-7 depicts the environment for Data set 2.  

 
Figure 5-6: The test route for the second data set. 
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Figure 5-7: An example of the environment in Data set 2. 

Figure 5-8 illustrates the test route for the third data set, which includes 1,105 

positioning points, is 8.6 kilometres in length, and has a maximum number of nine 

available satellites (see Figure 5-10 (c)). The collection environment for this track 

combined urban and rural areas to cover the challenging features in these areas not 

considered in Data sets 1 and 2, such as roundabouts in urban areas (see Figure 5-9). 

 
Figure 5-8: The test route for the third data set. 
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Figure 5-9: An example of the environment in Data set 3. 

 
Figure 5-10: Satellite availability for data sets 1, 2 and 3, respectively.  
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5.2.3 Integrity level inference  

There are some cases in which uncertainty remained after positioning data was validated 

against RAIM, Doppler and map matching process. These cases resulted from an error 

in the positioning data, the digital map, and the map matching process. Therefore, the 

best way to deal with such cases is to make use of fuzzy logic and develop rules to deal 

with all possible cases of uncertainties (see Chapter 4). Thus, an integrity scale is 

required here to reflect the confidence level related to each positioning data after being 

matched on the map. According to [18], the range of an integrity scale starts at “0” and 

ends at “100”. When the outcome of a fuzzy system equals “0”, this means that 

positioning data is un-trustable and has no integrity at any level in the system. The 

highest value the fuzzy system can indicate is “100”, and means the positioning data is 

wholly trustworthy. Based on this scale, the system makes it possible to alert the user 

when positioning data is lower than the integrity threshold 

The fuzzy system developed follows the Sugeno-type fuzzy inference system. This has 

three input factors:  

 Δ Azimuth (Δ θ): in terms of land navigation, an azimuth is the horizontal angle 

measured clockwise from a reference plan [85]. Based on observations in the 

collected data sets, a change in the azimuth angle can be used to indicate a 

vehicle’s heading.  

 Δ Distance (Δ d): Refers to the variation in the difference in distance between 

two points before map matching and after map matching. 
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 Δ Speed (Δ S): Refers to the difference in vehicle speed from GPS Doppler 

speed and speed after the map matching process.  

Considering these inputs and cases of uncertainties, the fuzzy system is comprised of 18 

knowledge-based fuzzy rules, as listed in Table 5-3. The first factor in the fuzzy system 

is Δ θ. If the value for Δ θ is greater than 90 degrees, this indicates a change in the 

vehicle heading, and hence, not integrity. If it is less than 90 degrees, the system 

assumes the heading of the vehicle is unchanged. The second factor in the fuzzy system 

is Δ d. According to [98] the speed from the GPS receiver is exposed to a zigzag error. 

Therefore, speed validation requires distance validation. Δ d is the second factor to 

achieve validation, by checking the difference in distance before and after the map 

matching process. The closer the Δ d value to zero, the better the integrity. With this in 

mind, analysis of the positioning data sets shows that there are three clipping levels for 

Δ d; if Δ d is greater than 8, then the integrity based on Δ d is untreatable. If Δ d is less 

than or equal to 4, then the integrity based on Δ d is trustworthy, while if it is greater 

than 4 and less or equal to 8, then the integrity of Δ d is less trustworthy. Similarly, the 

integrity basis of Δ S was divided into three clipping levels, the first being the most 

trustworthy level for speed integrity, in which Δ S is less than or equal to 5. The second 

level is where Δ S is less trustworthy and arises when the Δ S is greater than 5 and less 

than or equal to 10. Finally, when Δ S is greater than 10, the integrity of a positioning 

data is considered untrustworthy.  
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Table 5-2 summarises the fuzzy factors and their weightings. Along with each factor 

there is a word to describe each value. For example, when the weight of Δ d equals to 

30, it is said to be low, which means trustworthy, while when it equals to 20 it is said to 

be average, which means less trustworthy. When the weight of Δ d equals to 10, it said 

to be high, which means it is not trustworthy.   

Factor Total weight Weight percentage distribution 

Δ θ 40 If Δ θ < 90      then w = 40   (good) 

If Δ θ ≥ 90   then w = 0     (bad) 

    

Δ d 30 If Δ d ≤ 4 then w = 30   (low) 

If Δ d ≤ 8 then w = 20   (average) 

If Δ d > 8 then w = 10   (high) 

    

Δ S 30 If  Δ S ≤ 5 then w = 30   (low) 

If  Δ S ≤ 10 then w = 20   (average) 

If Δ S > 10 then w = 10   (high) 

   

Total 100  
Table 5-2: Fuzzy parameters and its weight. 

Table 5-3 lists fuzzy conditions. The conditions cover all possible outcomes of the 

system. For each positioning point, delta heading, delta distance, and delta speed are 

calculated according to the given weight of each parameter. The total integrity weight 

for the positioning data is described by the summation of fuzzy parameters, and is used 

to raise an alarm if the value is under the integrity threshold. The rules were given in 

Chapter 4 and interpreted into mathematical conditions based on the weight of the fuzzy 

factor shown in Table 5-2. An example: 
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R1: If ΔA is good and ΔD is low and ΔS is low then integrity scale is very high 

Becomes, 

If Δ θ < 90 and If Δ d ≤ 4 and If Δ S ≤ 5 

This rule works as follows: if the heading angle is less than 90°, and delta distance is 

less than or equal to 4, and the delta speed is less than or equal to 5, then the weights for 

heading, delta distance, and delta speed are 40, 30, and 30 respectively. Hence, the total 

weight becomes 100, denoting very high integrity. Similarly, the final rule would 

produce a total weight of 20 because the weight of delta angle, distance, and speed are 

0, 10, and 10, respectively. 

 Condition 

R1 If Δ θ < 90  and If Δ d ≤ 4 and If  Δ S ≤ 5 

R2 If Δ θ < 90  and If Δ d ≤ 4 and If  Δ S ≤ 10 

R3 If Δ θ < 90  and If Δ d ≤ 8 and If  Δ S ≤ 5 

R4 If Δ θ < 90  and If Δ d ≤ 4 and If  Δ S > 10 

R5 If Δ θ < 90  and If Δ d ≤ 8 and If  Δ S ≤ 10 

R6 If Δ θ < 90  and If Δ d >8 and If  Δ S ≤ 5 

R7 If Δ θ < 90  and If Δ d ≤ 8 and If Δ S > 10 

R8 If Δ θ < 90  and If Δ d >8 and If  Δ S ≤ 10 

R9 If Δ θ < 90  and If Δ d >8 and If Δ S > 10 

R10 If Δ θ ≥ 90  and If Δ d ≤ 4 and If  Δ S ≤ 5 

R11 If Δ θ ≥ 90  and If Δ d ≤ 4 and If  Δ S ≤ 10 

R12 If Δ θ ≥ 90  and If Δ d ≤ 8 and If  Δ S ≤ 5 

R13 If Δ θ ≥ 90  and If Δ d ≤ 4 and If  Δ S > 10 

R14 If Δ θ ≥ 90  and If Δ d ≤ 8 and If  Δ S ≤ 10 

R15 If Δ θ ≥ 90  and If Δ d >8 and If  Δ S ≤ 5 

R16 If Δ θ ≥ 90  and If Δ d ≤ 8 and If Δ S > 10 

R17 If Δ θ ≥ 90  and If Δ d >8 and If  Δ S ≤ 10 

R18 If Δ θ ≥ 90  and If Δ d >8 and If Δ S > 10 
Table 5-3: Fuzzy system rules. 
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Figure 5-11: Fuzzy membership functions. 

Figure 5-11 depicts the membership groups for fuzzy parameters8. There are three 

groups for integrity membership in the system: (1) high, (2) average, and (3) low. Each 

group maps the same integrity value to a truth value in the 0 to 1 range. The more 

closely the parameter value approximates 1, the higher the confidence that this value is 

trustworthy. 

                                                 
8 The Matlab fuzzy toolbox was used in the fuzzy system. The scale of the digital map is 1:150,000, and 

was obtained from EdiNA. 
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For example, the delta azimuth belongs to two groups: high and low. The truth value 

upon which membership of the delta azimuth can be determined is 90º. If it is less than 

90º, this means the delta azimuth is very close to 1; hence, it is a member of a high 

integrity group. If it is greater than or equal to 90º, then the value of the delta azimuth is 

very close to 0, which means that it is a member of a low integrity group.  

Delta distance belongs to three membership groups: high, average, and low. If the value 

of the delta distance is less than or equal to 4, then delta distance is a member of a high 

integrity group and is as close as possible to 1 (i.e. integrity level). If the value of the 

delta distance is greater than 4, and less than or equal to 8, then delta distance is a 

member of the average integrity group. It is important to note here that the closer the 

value of the delta distance to 4, the closer it is to the high integrity group. The last case 

relating to delta distance is when delta is greater than 8. It is then said to be a member of 

the low integrity group.  

Similarly, delta speed belongs to three membership groups: high, average, and low. If 

the value for delta speed is less than or equal to 5, then it is considered a member of a 

high integrity group and is associated with the integrity level, which is 1. If the value of 

the delta speed is greater than 5, and less than or equal to 10, then delta speed is a 

member of the average integrity group. It is important to note here that as the value of 

the delta speed moves closer to 8, it also moves towards low integrity. The last case 

affecting the delta speed is when it is greater than 10. It is then considered a member of 

the low integrity group.  
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5.3 Evaluation  

The criteria that is widely used to evaluate the performance of the integrity algorithm is 

the Overall Correct Detection Rate (OCDR) [14, 17, 18, 106, 107]. The OCDR refers to 

the accuracy of an integrity system in providing correct alerts to users. Thus, there is a 

percentage for incorrect alerts. Incorrect alerts are of two types: 

 False Alarms (FA): referring to the number of incorrect alerts that the system 

triggered, despite no error in the positioning points affecting their integrity. 

 Missed Detections (MD): refers to number of the errors in the positioning 

output not identified by the integrity system. 

Therefore, the performance of a proposed integrity algorithm can be measured with 

respect to False Alarm Rate (FAR), Missed Detection Rate (MDR), and Overall Correct 

Detection Rate (OCDR). As suggested by [14, 17, 18, 106, 107] the OCDR equation 

given as:  

 

Where, 𝑜 is the total number of observations, 𝑓 is the total number of false alarms, and 

𝑚 is the total number of MDs. 
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The total number of false alarms (f) and the number of MDs (m), require positioning 

information from a highly accurate source, in the form of a true reference. The true 

reference is a highly accurate GPS carrier-phase observation integrated in high-grade 

INS devices to record positioning data.  

When preparing an alert to indicate integrity, the threshold value must be identified. If a 

positioning point integrity value is less than this threshold, the point is considered to be 

not integrity, and an alert should be raised. In order to obtain that value, the positioning 

points in the collected data was used to observe changes in FA and MD. Figure 5-12 

shows that while the MD changes slightly, the FA increases. Therefore, the best value to 

use as a threshold is the point of intersection between FA and MD. It can be seen that 

the intersection point is equal to 71. Therefore, in the case of any positioning point if the 

integrity scale was less than 71, an alert would be raised. 

 
Figure 5-12:Integrity threshold. 
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5.4 Results 

After application of the fuzzy rules, the data analysis showed the total number of false 

alarms and MDs varied from one track to another. Table 5-4 lists the MDs and false 

alarms reported in each data set. In the first track, there were 14 false alerts and 8 MDs. 

While in the second track, where the number of positioning points was much greater, 

the number of false alarms was 10, and the number of MDs was 16. In the final track, 

the number of false alarms was 11, and the number of MDs was 19. 

Data Set Misdetection False alarm 

Data set 1 8 14 

Data set 2 16 10 

Data set 3 19 11 

Table 5-4: Number of MD points, and false alarms raised by the system. 

The OCDR for each data set was 0.9824 for data set 1, 0.9923 for data set 2, and 0.9729 

for data set 3. Table 5-5 shows the FAR, MDR, and OCDR for each data set. The 

OCDR indicates the accuracy of the developed integrity algorithm, and reflects the rate 

at which the system gave correct warnings. 
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Data Set Number of 

Points 

3-Levels Check 

(PASSED) 

Environment FAR  MDR OCDR (%) 

Data set 1 

 

1,245 

 

913 points 

 

Urban 

 

0.0112 

 

0.0064 

 

98.24% 

Data set 2 

 

3,335 

 

2,994 points 

 

Rural 

 

0.0029 

 

0.0048 

 

99.23% 

Data set 3 

 

1,105 

 

809 points 

 

Mix 

 

0.0099 

 

0.0172 

 

97.29% 

Table 5-5: Overall Correct Detection Rate (OCDR) of each data set. 

In Table 5-5, the third column shows the total number of points passing the three 

integrity checks.  Without the integrity algorithm, it would be impossible to detect a 

fault in the data. Thus, the faulty data will be considered an MD. As shown in Table 5-

6, 332, 341 and 296 points from data set 1, 2 and 3, respectively, are MDs, where no 

false alarm can be detect. The OCDR for each data set was found to be .7333 for data 

set 1, .9878 for data set 2 and .7321 for data set 3. This result is less accurate than the 

result obtained after applying the integrity algorithm. Hence, the proposed integrity 

algorithm can support location-based ITS service.  

Data Set MDs MDR OCDR without the 

integrity algorithm (%) 

Data set 1 332 0.27 73.33% 

Data set 2 341 0.10 89.78% 

Data set 3 296 0.27 73.21% 

Figure 5-6: Overall Correct Detection Rate (OCDR) of the data set without using the integrity algorithm. 

5.4.1 Effects of operational environment on system performance 

Junctions and tall buildings adversely affected the performance of the system in data set 

1. In Figure 5-13 below, the green arrow indicates the direction of the vehicle and the 
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black circle indicates the missed detected points. The system did not detect these errors, 

as the street is surrounded by tall buildings and is close to a junction.  

 
Figure 5-13: Error in Data set 1, green arrow is vehicle direction and black circle is the system error. 

In rural environments (Data set 2) the system’s performance was also degraded at 

roundabouts. As shown in Figure 5-14, the system identified the location of the vehicle 

incorrectly (black circle) without raising any alert; hence, this is considered an MD.  

 
Figure 5-14: Error in Data set 2, green arrow is the vehicle direction and black circle is the system error. 

In data set 3, the system’s performance was less accurate at parallel roads. As shown in 

Figure 5-15, the system identified the location of the vehicle on the wrong road (black 
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circle) and the vehicle was travelling on the opposite road; hence, this is considered an 

MD. 

 
Figure 5-15: Error in Data set 3, green arrow is the vehicle direction and black circle is the system error. 

5.5 Discussion 

5.5.1 Key features of the speed integrity method 

This research proposed, developed, implemented, and tested a new method to accurately 

check and validate the integrity of position points. This comprised three levels of 

integrity checks. Each level uses a different technique to check the consistency of the 

GPS information. The levels are:  

1. A receiver autonomous integrity monitoring (RAIM) algorithm to measure the 

quality of the GPS positioning output.  

2. GPS Doppler information to check the integrity of the vehicle speed, which 

contributes a new layer of integrity and could improve the performance of the 

map matching process. 

3. The final level in the integrity check requires confirmation of the integrity of the 
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map matching algorithm. 

In addition, a fuzzy inference system was developed to manage situations where the 

integrity of a given positioning point is uncertain. The system depends on three 

additional factors: 

1. Delta azimuth.  

2. Delta speed.  

3. Delta distance. 

As previously reported, the integrity method, when combined with the fuzzy inference 

system, can be used to check and validate the integrity of a given positioning point with 

an accuracy exceeding 98.6% a rate that is more accurate than many of the alternative 

newly proposed systems discussed in the literature review, as shown in Table 5-7 

below. With this accuracy in mind, it can be stated with confidence that the integrity 

algorithm developed in this research is better than the majority of existing integrity 

algorithms, in particular that developed by [14, 18]. Using the same evaluation 

technique they applied the Overall Correct Detection Rate (OCDR), but the integrity 

method developed in this research offers better accuracy. Other integrity algorithms 

developed by other authors (e.g. [10]), is less accurate and uses different performance 

evaluation techniques. 
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Author of integrity method Performance 

Quddus (2006) [18] 91.1 % valid warnings9  

Jabbour et al. (2008) [17]  88.8 % valid integrity warnings 

Velaga (2010) [14]  98.2% valid integrity warnings10 

Integrity method developed in this 

research 

98.6%  valid integrity warnings 

Table 5-7:Performance of existing integrity algorithms. 

Hence, the key features of the integrity method developed in this research are:  

 Accurate identification of the final positioning point by minimising the effect of 

errors related to the positioning data, speed, and map matching process. 

 Reliance on the Doppler speed to accurately validate the integrity of each 

positioning point before and after map matching. 

 Development of a fuzzy inference system to deal with uncertainties related to the 

integrity of matched points and to measure integrity level.  

 Use of new weight parameters, e.g. speed and distance in the integrity validation 

measurement. 

5.5.2 Fuzzy parameters’ weights 

Three fuzzy factors were used in the fuzzy inference system: 

 Delta azimuth indicates vehicle heading, and was given 40% of the total weight. 

This weighting is the largest attributed to any factor in the system. This value 

                                                 
9
 Using a weight based topological MM algorithm. 

10
 Using a weight based topological MM algorithm. 
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was chosen empirically after analysis of the variation in the azimuth angle 

between the two points in each data set. Variation in the azimuth angle was 

found to be strong enough to be relied upon to identify the vehicle heading. 

 Delta distance as an indicator of distance integrity. Chalko [98] observes that 

inaccuracies in track points lead to zig-zagging. The aim is that the distance after 

map matching would be based on a smooth and straight line, which is always 

less than a zig-zag line. The distance between matched points after map 

matching over a given link is compared to the distance between those points 

joined with a zig-zag, as an indication of the amount of distortion caused by the 

zig-zag and its effect on speed. Delta distance was awarded 30% of the system’s 

total weight. Once the distance integrity was checked and validated, it can be 

relied on to validate the speed. 

 Delta speed indicates the speed integrity. Previous researchers including [14, 18] 

have used speed to calculate the distance in map matching processing, but no 

one has used speed in integrity checking. However, [18] mentioned speed as an 

essential factor to enhance the map matching algorithm. Indeed, speed integrity 

monitoring is vital. Moreover, Li et al. [6] states that failure in any factor in the 

map matching process leads to defects throughout the whole process, thus the 

integrity of the speed was checked in Doppler level and using delta speed in the fuzzy 

system. Delta speed was awarded 30% of the system total weight. This value was 

obtained empirically based on a comparison of vehicle speed obtained from GPS 

Doppler and after map matching process. The absolute value of subtracting 

vehicle speed obtained from GPS Doppler and the one obtained based on 
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calculation from map matching process represents delta speed. The closer this 

value is to zero, the better the integrity. It is important to note that the speed 

obtained from map matching is calculated based on distance.  

5.5.3 Integrity scale threshold 

The integrity scale threshold was set at 71. Any point with an integrity 

weighting below this threshold will cause the system to raise an alert for the 

user. This value is obtained using a method similar to that used by [14, 18], 

which is the intersection point in the variation between false alarms and missed 

detection points. 

Author of the integrity method Threshold 

value 

Number of points used to 

obtain a threshold value 

Quddus (2006) [18] 70 2,040 

Velaga (2010)  [14] 82 10,347 

Threshold obtained in this research 71 5,685 

Table 5-8: Comparison between the integrity threshold value in this research and other research. 

Table 5-8 shows that the difference between the threshold in [18] and the threshold 

obtained in this research is small despite the number of points used to empirically obtain 

the values. Therefore, the number of points used to obtain the threshold value is not that 

significant, and it cannot be used to indicate whether a threshold is more accurate than 

another, including the threshold used in this research. The calculation method of 

threshold was similar in all three studies (see Table 5-8) and the data used for the 

threshold calculation was collected in and around Nottingham’s urban and suburban 
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areas. The only justification for the differences in threshold values relates to the fuzzy 

factors and the weights that are used when validating positioning point’s integrity.   

5.5.4 Reliability 

The author benefitted from the generosity of the University of Nottingham’s loan of a 

dedicated vehicle equipped with highly accurate GPS carrier-phase devices integrated 

with a high-grade INS device. These highly accurate positioning data and collection 

devices could be used as a true reference. Aponte et al. [105] found the accuracy of the 

integrated carrier-phase GPS and the INS is more than 5 centimetres for 97.5% of the 

time in X, Y and Z coordinate. Without the existence of a true reference it would not be 

possible to confirm the accuracy of the system output. As shown earlier (Section 5.4.1), 

in critical cases, where GPS signal is low and the operational environment is complex 

(e.g. junctions), the system could have some mismatching errors that would be 

impossible to discover without a true reference (see Figure 5-16). In addition, the true 

reference could be used to confirm the speed of the vehicle, since it included INS that 

can accurately calculate the acceleration. 

 
Figure 5-16: Miss detection errors in the system. 
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5.5.5 Location-based ITS applications 

Intelligent transport systems (ITS) are widely used in transportation services such as 

those for emergency management, public transport management, commercial vehicle 

operations, and traffic control and vehicle safety systems. They can reduce the risk from 

accidents, control congestion, improve road safety and maintenance, and reduce adverse 

environmental impact.   

Since location-based ITS services continuously require vehicle geographical positioning 

information in order to track a vehicle and perform their operations, the integrity 

algorithm developed in this research is of great value to such systems. It has the ability 

to check the integrity of positioning information and inform the user of any potential 

uncertainty in order to avoid misleading information (e.g. avoid confusing the driver in 

route guidance applications). In addition, it checks the integrity of vehicle’s speed 

which is significantly important for critical applications such as pay as you speed.  

5.6 Summary 

This chapter provided detailed information about the experiment, data testing, and 

evaluation criteria. The data testing was conducted in Nottingham using special and 

advanced GPS equipment. 5,685 points were collected using the equipment and used as 

a true reference in evaluation. The overall correct detection rate (OCDR) was adopted as 

evaluation criteria. This criterion combines false alarms rate with a miss detection rate 

to produce accuracy rate in the integrity algorithm. Based on this, the OCDR of the first, 

second, and third data set was 98.24%, 99.23%, 97.29% respectively. A very high 
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accuracy rate was obtained with an integrity threshold value equal to 71; a value 

obtained based on the analysis of false alarms and miss detection of all points.  

A fuzzy logic system comprised of 18 conditions was used to contend with 

uncertainties in positioning points. The fuzzy logic system was constructed 

based on the azimuth angle, speed, and distance. A fuzzy system with three 

different factors was also implemented. The weight was divided over the fuzzy 

factors (i.e. heading 40%, speed 30%, and distance 30%). Given the integrity 

threshold (i.e. 71), any point with an integrity weight below this would raise an 

alert. The results suggest that the system can verify the integrity of positioning 

points before and after map matching with an accuracy of 98.6%. 
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6 Chapter 6 

Conclusion and Future Work 

Objectives 

 Provide a summary of the work carried out in this research. 

 Revisit the success criteria. 

 Outline the limitations of this research. 

 Provide direction for future work following this research. 
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6.1 Conclusion  

Location-based ITS services require navigation system in order to perform its 

operations. The navigation system contains several errors either from GPS such as 

signal outages, receiver measurement errors, and multipath errors, or from map 

matching process; which can affect the quality of positioning data and may lead to 

inaccurate determination of a vehicle’s location. It is therefore important to check and 

monitor the quality of  the positioning information obtained from the GPS sensor and 

the other input data to the map matching process; in order to detect any misleading or 

faulty information and notify the user, which refers to as ‘integrity’. 

The main aim of this research was to improve the integrity of in-vehicle navigation 

systems by developing a robust and reliable GPS integrity monitoring algorithm based 

on the concept of context-awareness. Developing such a system that can be applied in 

real time ITS services could guarantee that navigation systems will not produce any 

misleading or incorrect information to the user.   

To meet this aim, and after identifying limitations in the integrity algorithms outlined in 

existing literature, the system architecture for the proposed integrity monitoring 

algorithm was presented in Chapter 3. This architecture is able to monitor the integrity 

of in-vehicle navigation systems by capturing contextual information about the vehicle, 

including its position, speed and direction, and then determine their integrity. The 

architecture is composed of three subsystems: sensing, reasoning, and an applications 

subsystem, which is designed on the basis of context-awareness. The integrity 

monitoring algorithm was developed in Chapter 4. The algorithm takes into account 
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errors related to positioning data, speed data, and the map matching process, using three 

phases of integrity checks, which consist of: (i) positioning integrity, (ii) speed integrity, 

and (iii) map matching integrity. In the first phase, a Receiver Autonomous Integrity 

Monitoring (RAIM) algorithm was used to measure the quality of the GPS positioning 

data. This was followed by a GPS Doppler data to check the integrity of vehicle speed, 

which added a further layer of integrity. In the final phase, a fuzzy inference system was 

employed, to ensure the validity and integrity of the map matching results. 

The performance of the proposed integrity monitoring algorithm was tested and 

evaluated in Chapter 5, using real field data collected in Nottingham via a GT-31 GPS 

receiver. In the testing process, a single frequency high sensitivity GPS receiver 

integrates with a high-grade Inertial Navigation System (INS), and a gyroscope is used 

as a true reference, in order to validate the collected data. The evaluation result revealed 

that the proposed algorithm can accurately verify the integrity of positioning data both 

before and after the map matching process with 98.6% accuracy. The strengths of the 

algorithm arise from layered integrity checks that minimise the effect of errors related to 

positioning data, speed data, and the map matching process. The success criteria for the 

proposed integrity monitoring algorithm in ITS services will be revisited in the 

following section. 

6.2 Success criteria revisited  

As mentioned previously, the success of the work completed in this research was 

measured using criteria outlined in Chapter 1. The following section will discuss each 

of these criteria in turn, in order to judge the success of the research. 
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First, answers to the research questions outlined in Chapter 1 are presented below: 

 What type of information must be monitored in order to improve the 

integrity of in-vehicle navigation systems? 

The main components of location-based ITS services, which are GPS, digital 

road map, and a map-matching algorithm, are liable to certain errors that might 

provide misleading or faulty information to the user. Therefore, information 

derived from these components is highlighted for monitoring, with the aim of 

improving the integrity of in-vehicle navigation systems. This information 

includes positioning data, and map matching result.  

In addition, speed data is considered as an essential factor for enhancing the map 

matching algorithm [18]. Thus, integrity of speed was monitored to improve the 

integrity process. A detailed explanation of this information is provided in 

Chapter 4. 

 How can the integrity monitoring system for location-based ITS services be 

designed, using the concept of context-awareness?  

The design of a GPS integrity-monitoring system for ITS services is presented in 

Chapter 3. The architecture of the integrity monitoring system is designed based 

on the concept of context-awareness, in that it senses the in-vehicle navigation 

data, reasons about its integrity and reacts accordingly. The design is comprised 

of three main subsystems: sensing, reasoning, and an application subsystem. 

These subsystems correspond to the main phases of the context-aware system. 
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The abstract layered context-aware framework is used to construct the 

components of the proposed system. 

 How can the integrity monitoring algorithm be designed efficiently to 

determine the integrity of certain and uncertain navigation data?   

A novel algorithm for monitoring the integrity of in-vehicle navigation systems 

is developed in Chapter 4. The proposed integrity algorithm has the ability to 

detect any inconsistency related to the positioning data, speed data, and map 

matching process, using three phases of integrity checks. These phases are: (i) 

positioning integrity, (ii) speed integrity, and (iii) map matching integrity. A 

fuzzy inference system is applied in the final phase to identify any uncertainty 

related to the map matching process; a detailed explanation of the proposed 

algorithm is provided in Chapter 4. 

Second, an investigation illustrating how the proposed integrity monitoring algorithm is 

different from other existing integrity algorithm is required.   

A review of the integrity algorithms exist in the literature, along with their 

limitations are provided in Chapter 2. In addition, the research contribution is 

given.  

Third, an investigation showing how the proposed integrity monitoring algorithm can be 

applied in ITS services is needed.  

Chapter 3 explains how an ITS service can be integrated with the proposed GPS 

integrity monitoring algorithm by utilising the concept of context-awareness. 
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The components of the proposed system are constructed using the layered 

context-aware framework, and the ITS services can be integrated via the 

application layer. 

Fourth, an investigation illustrating how using fuzzy logic can positively affect the 

actual implementation of the algorithm.  

Chapter 5 shows how the uncertainty related to the map matching process is 

resolved using a fuzzy inference system (FIS), which consists of three 

parameters: distance, speed and direction of the travelling vehicle, both before 

and after the map matching process. Each parameter is given a weighting based 

on an analysis of the collected data.    

Finally, an investigation illustrating whether the integrity algorithm can be implemented 

in the real world, and thus be used commercially. 

The proposed integrity algorithm was implemented and tested using data collected 

in a real environment. The results suggest that the integrity algorithm has the 

capability to support real world application, and thus can be used commercially. 

6.3 Research limitations  

As discussed in Chapter 5, the results of the proposed algorithm are more positive than 

the results of many existing integrity algorithms. Despite the fact that the proposed 

algorithm is able to provide valid integrity alerts to drivers 98.6 % of the time, the work 

achieved in this research does have some limitations, which are as follows: 
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 Testing environment: the performance evaluation of the proposed integrity 

algorithm is based on a small data set, collected in urban and rural areas in 

Nottingham. However, it is vital to validate the effectiveness of the algorithm in 

more complex environments, such as areas with high rise buildings, for 

example Hong Kong or New York, in order to increase the usability of the 

algorithm. Therefore, further investigations are required to test the performance 

of the system in such environments.  

 System continuity: GPS signals can experience outage while driving on some 

roads, for example through tunnels. As a result, the system continuity will be 

affected. Many new navigation systems use INS to augment the GPS signal and 

predict vehicle positioning, in case of GPS outage. However, the proposed 

integrity algorithm uses only GPS sensor as the primary source of positioning 

data. Further research must be undertaken to address this issue. 

6.4 Future work  

The integrity of land vehicle navigation systems is an attractive research area in the field 

of intelligent transport systems (ITS).  At present, the required integrity values are still 

under development, as more services evolve and new applications continue to emerge. 

However, high integrity navigation data is still yet to be achieved for most ITS services.  

According to the work carried out in this research, further investigations are required in 

order to enhance the integrity monitoring algorithms used for in-vehicle navigation 

systems. These are as follows: 
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 To extend the integrity monitoring system by adding an inertial navigation 

system (INS) to the sensing layer, in order to provide required information, such 

as current position, speed, and direction of the vehicle, in case of GPS signal 

outage. This feature is anticipated to improve system continuity.  

 To enhance the integrity algorithm by adding a new level to verify the integrity 

of the data provided by the INS sensor; further investigation is required to 

examine the validity of this layer. 

 To enhance the transition process between GPS monitoring and INS monitoring 

algorithms to ensure that the transition takes place correctly, effectively, and 

smoothly. 
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