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ABSTRACT

Packet switched video telephony over wireless networks for
hand-held devices requires low-delay, low-complexity error
control mechanisms to deal with packet loss. We present an
efficient solution for 3G networks based on LT coding, ref-
erence picture selection, and cross-layer optimization. Ex-
perimental results on a 3G network simulator for H.264
compressed standard video sequences show that our method
achieves significant peak-signal-to-noise ratio and percent-
age degraded video duration improvements over a state of
the art technique.

1. INTRODUCTION

Wireless communications over packet networks suffer from
fading, additive noise, and interference, which translate into
packet loss. Since modern video encoders deliver video
packets with decoding dependencies, packet loss can sig-
nificantly degrade the video quality at the receiver. Many
application-layer error control techniques have been pro-
posed to combat packet loss in wireless networks [1, 2, 3].
However, most of them are not suitable for video telephony
on mobile phones because they are too computationally com-
plex or require unacceptable end-to-end delays. In this pa-
per, we propose a solution based on forward error correction
(FEC) with LT coding [4]. LT codes are well suited for real-
time applications because of their low computational com-
plexity. Our solution adapts the streaming system of [5] to
the stringent limitations imposed by video telephony on mo-
bile devices in a 3G network environment. Moreover, in con-
trast to [5], we exploit reference picture selection and cross-
layer optimization. To the best of our knowledge, this is
the first time that FEC with a rateless code, reference pic-
ture selection, and cross layer optimization are combined.
Experimental results for H.264 compressed standard video
sequences show that our solution provides a better end-to-
end video quality than the state-of-the art technique of Zia,
Diepold, and Stockhammer [6].

The remainder of the paper is organized as follows. In
Section 2, we survey previous work on error control tech-
niques for wireless video transmission. In Section 3, we de-
scribe our proposed technique. In Section 4, we compare
the peak signal to noise ratio (PSNR) and the percentage de-
graded video duration (PDVD) [7] performance of our tech-
nique to that of [6] on a 3G network simulator [8]. Our results
show improvements of up to 2.87 dB and 7.67 % in PSNR
and PDVD, respectively.

2. RELATED WORK

Application-layer error control techniques for real-time
video communication over wireless networks can be clas-
sified into seven groups: FEC, retransmission mechanisms
(ARQ), error resilient video encoding, error concealment, in-
tra macroblock refresh, reference picture selection, and com-
binations. In the following, we survey the latest research in
the field.

In intra macroblock refresh techniques, some mac-
roblocks in the frame are deliberately encoded in intra mode.
Intra macroblock refresh techniques were proposed in [9],
[10], [11], [12], and [13]. One drawback of these techniques
is that intra coded macroblocks require more bits than inter
coded macroblocks. Moreover, determining the macrobloks
to be intra coded is very difficult in wireless networks.

Error tracking [14] is an intra macroblock refresh tech-
nique that requires precise identification of the spatio-
temporal error propagation. This is a computationally expen-
sive process that can be too complex for hand-held devices.

Reference picture selection techniques can be used in ei-
ther the NACK or ACK mode. In the NACK mode, the
receiver sends information about the damaged frame. Us-
ing this information, the encoder does not use the damaged
frame as a reference frame for encoding the next frames. In
the ACK mode, the decoder sends information about the cor-
rectly received frames, and the encode uses only those frames
as reference frames.

In [15] and [16], reference picture selection is combined
with feedback. However, the method uses rate-distortion op-
timization to select the best reference frame, which is too
computationally complex for hand-held devices.

Zia, Diepold, and Stockhammer [6] use a combination of
error tracking and reference picture selection. Reference pic-
ture selection is used in the NACK mode. When the encoder
receives a NACK, it uses a rate-distortion optimized mode
decision for encoding each macroblock.

Chung-How and Bull [17] applied FEC in conjunction
with periodic reference frame selection to stop error propaga-
tion. In periodic reference frame selection, every nth frame
is coded with the nth previous frame as a reference. This
method lacks adaptivity as the reference frame selection is
done irrespective of the transmission errors.

In [18], FEC is used with intra slice update where all
macroblocks belonging to a slice are encoded in intra mode.
Intra slices severely degrade the compression efficiency in
case of no losses.

In [19], channel-adaptive hybrid ARQ-FEC is used, and
an algorithm is proposed to determine the channel code rate
and the maximum number of retransmissions for ARQ using
the bit error rate as the channel parameter. One limitation of
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this technique is that it does not stop error propagation.

In [20], FEC and retransmission are used with acceler-
ated retroactive decoding to stop error propagation. This
technique is too computationally complex for hand-held de-
vices.

3. PROPOSED METHOD

Figure 1 shows the block diagram of the proposed video
transmission system. At the sender side, live video frames
are given to the H.264 video encoder which compresses
them and generates a sequence of Network Abstraction Layer
(NAL) units. The NAL units corresponding to a fixed num-
ber of input frames form a source block.

LT encoding is applied to the source block to generate
encoded symbols. The performance of standard LT coding is
enhanced with block duplication [21]. This method increases
the probability of decoding success by virtually increasing
the number of source symbols.

The encoded symbols are packetized into IP/UDP/RTP
packets (Figure 2). The first two bytes of the RTP payload
contain the block ID of the source block to which the en-
coded symbols belong. The next two bytes of the RTP pay-
load contain the sequence number of the first encoded sym-
bol in the RTP packet. The following two bytes indicate the
size of the source block.

The IP/UDP/RTP header is compressed with robust
header compression [22] and a two-byte Packet Data Conver-

gence Protocol (PDCP) header is appended to the resulting
IP packet to form a Radio Link Control Service Data Unit
(RLC-SDU). The RLC-SDU is mapped onto Radio Link
Control Protocol Data Units (RLC-PDUs) (Figure 2). The
mapping of an RLC-SDU onto RLC-PDUs is done such that
if an RLC-PDU contains the last byte of an RLC-SDU and
not all the bytes in the RLC-PDU have been used, then the
first byte of the next RLC-SDU is concatenated to the last
byte of the previous RLC-SDU in the same RLC-PDU. Thus
an RLC-PDU may contain data of more than one RLC-SDU.
RLC-PDU are transmitted over a 3G network. Due to bit er-
rors in a received RLC-PDU, all IP packets that are partially
or fully mapped to it are lost.

IP packets that are received correctly are passed to the
LT decoder. If enough encoded symbols are received, LT
decoding will be successful, and all NAL units associated to
the source block are recovered.

If LT decoding is not successful, all NAL units associ-
ated to the source block are considered to be lost and the
video decoder uses frame freeze concealment to replace all
frames in the failed source block by the last successfully de-
coded frame. In this case, a mismatch of reference frames be-
tween the sender and receiver occurs, which results in spatio-
temporal error propagation. To mitigate it, a variant of the
reference picture selection technique [23] is used. The re-
ceiver sends a feedback that contains the block ID of the last
successfully received block, allowing the transmitter to up-
date the reference frame. This is illustrated in Figure 3. Here
source block 2 cannot be decoded. The H.264 decoder con-
ceals the lost frames in source block 2 by the last success-
fully received frame, which is frame number 2. The receiver
sends feedback to the sender. The feedback reaches the en-
coder when it is about to encode frame number 7 which be-
longs to source block 4. Using the feedback information, the
encoder uses frame number 2 as reference frame for encod-
ing frame number 7. The following frames are encoded nor-
mally. Hence spatio-temporal error propagation is stopped.
This method requires storing a few recently decoded frames
at the sender and receiver.

To send the feedback data, we use RTP header extension
[24] in the upstream video traffic (video is sent in both ways
since the proposed system is for conversational applications).
Eight bytes are added to the RTP payload, two of which indi-
cate the block ID (and hence the frame number) of the frame
the encoder should use as a reference to stop error propa-
gation. The other six bytes are RTP header extension syntax.
The feedback is sent in five consecutive RTP packets to make
the feedback robust to transmission errors.

To further improve the performance of our system, we
apply cross layer optimization (Figure 4). The idea is to
map one IP packet into exactly one RLC-PDU. In this way,
when an RLC-PDU is lost, only one IP packet is lost.

Since LT codes are rateless, the number of encoded sym-
bols that are generated can be chosen such that all the en-
coded symbols corresponding to one source block are packed
into an integral number of equally sized IP packets.

Since the feedback is sent through the upstream video,
for an IP packet containing the feedback, the number of en-
coded symbols is adjusted such that the IP packet size is con-
venient for cross-layer optimization.



LT decoding success

Figure 3: Reference picture selection.

} IP Layer Encoded

Symbols

[

} PDCP Layer
LT w
[ RCSDU | RLCSDU | RLC-SDU | Information &
RLC Layer
[ RLC-PDU | RLC-PDU | RLC-PDU | RLC-PDU |
IP/UDP/RTP
Error T J Header
it
Information

IP/UDP/RTP
Header

(a) Without Cross layer optimization

PDCP
1 1P Layer Header

} PDCP Layer

B e N

Lost Data

[ RLC-sDU | RLC-SDU | RLC-SDU | RLC-SDU |
RLC Layer

[ RLC-PDU | RLC-PDU | RLC-PDU | RLC-PDU |

(b) With Cross layer optimization

Figure 4: Cross-layer optimization.

4. RESULTS

We compared our results to those of the state of the art tech-
nique of [6]. A 3G channel simulator [8] was used for the
experiments. The simulator assumes robust header compres-
sion [22] to compress the 40-byte IP/UDP/RTP header into 3
bytes. Losses based on traces are applied to the RLC-PDUs.
When an RLC-PDU is not received correctly, any IP packet
that is mapped to it is discarded.

We provide experimental results for the video sequences
Stunt containing 240 frames at 15 frames per second (fps)
and Party containing 360 frames at 12 fps. Both video se-
quences are in QCIF YUV 4:2:0 format. We used the Nokia
H.264 video coder with the following settings: one slice per
frame, one reference frame, no rate-distortion optimization,
no sub 8x8 coding modes, motion vector range equal to 8
pixels, CAVLC entropy encoding. The first frame was en-
coded as an I frame and the remaining frames were encoded
as P frames.

As in [6], the bit rate of the radio access bearer was 128
kbps and the Transmission Time Interval (TTI) was 20 ms,
giving a radio frame size of 320 bytes.

A source block corresponded to the NAL units of two
video frames. This number was chosen as a compromise be-
tween LT coding efficiency which needs a large number of
source symbols and frame buffering delay which increases
with increasing number of frames. The size of an LT symbol
was set to one bit. The Robust Soliton Distribution was used
with constants ¢ = 0.1 and § = 0.5. Two expanding factors
[21] were used (1 and 8). An expanding factor of 1 means no
source block duplication, and an expanding factor of 8 means
that the source block is duplicated seven times. Block dupli-
cation increases the LT decoding efficiency by increasing the
number of edges in the graph of the code. However, this also
results in an increase in encoding and decoding time.

The number of encoded symbols in an IP packet was
equal to 309 bytes. This is obtained by subtracting the PDCP
header size (2 bytes), the compressed IP/UDP/RTP header
size (3 bytes), and the LT information overhead (6 bytes)
from the RLC-SDU size (320 bytes).

The target LT redundancy was 35 %. This high level of
FEC redundancy was chosen to achieve good error resilience
over RLC-PDU loss rates in the range [0,5%]. For a trans-
mission rate of 128 kbps, this gave an average video source
rate of 89 and 90.3 kbps for the Stunt and Party video se-
quences, respectively.

We used the cross-layer optimization technique described
in the previous section. Thus, for each source block, the
number of encoded symbols in bytes was chosen to be an
integral multiple of 309 bytes and as close as possible to the
number giving an LT redundancy of 35%. If an RTP packet
contained feedback information the number of encoded sym-
bols in the packet was adjusted accordingly.

Both the Forward Trip Time (FTT) and Backward Trip
Time (BTT) were fixed to 50 ms, which are typical values
for HSPA [25].

In [6], two methods are presented; IEC1 gives the best
PSNR results, while IEC2 gives the best PDVD results. The
PDVD is an alternative objective measure proposed by 3GPP
[7]. It indicates the percentage of the time the video was cor-
rupted due to packet losses. Figures 5 and 6 compare our
PSNR results to those of IEC1. Figures 7 and 8 compare
our PDVD results to those of IEC2. When the RLC-PDU
loss rate was zero, the PSNR of IEC1 was greater because
the source rate was higher (no channel coding is used in
the approach of [6]). However, the source coding efficiency
of IEC1 and IEC2 is penalized by the use of smaller slice
size (200 bytes per slice) and smaller packet size (leading
to larger header overhead). As the RLC-PDU loss rate in-
creased, our method had significantly better PSNR and over-
all better PDVD results. The improvement in PSNR and
PDVD reached 2.45 dB and 1.28 %, respectively for Stunt
and 2.87 dB and 7.67 %, respectively for Party.

The frame rate of the Stunt video sequence was 15 fps,
giving a frame buffering time of 66.6 ms. Since the RTT was
100 ms, the transmission time of the source block was 120 ms
(7 RLC-PDU frames, in average, sent with a TTI of 20 ms),
and the time required to declare an LT decoding failure was
30 ms in average, the feedback typically reached the sender
after it had encoded six frames. Thus an LT decoding failure
affected six frames before the encoder used the feedback in-
formation to stop error propagation. In the rare event where
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Figure 5: Average Y-PSNR as a function of the RLC-PDU
loss rate for the Stunt sequence.
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Figure 6: Average Y-PSNR as a function of the RLC-PDU
loss rate for the Party sequence.

the first three RTP packets containing the feedback were lost,
the error was propagated to seven frames.

The frame rate of the Party video sequence was 12 fps,
giving a frame buffering time of 83.3 ms. Here the feedback
reached the sender after it had encoded five frames. In the
rare event where the first three RTP packets containing the
feedback were lost, the error was propagated to six frames.

For Stunt, the average source block size was 12,064 sym-
bols. Using LT coding with expanding factor 8 gave im-
provement in PSNR and PDVD over LT coding without du-
plication for nearly all RLC-PDU loss rates. The improve-
ment in PSNR at RLC-PDU loss rate 5% was largest because
for this loss rate, the received overhead is smallest, making
block duplication more useful.

For Party, the average source block size was 14,960 sym-
bols. Because the number of source symbols was large, LT
coding with block duplication gave only a small improve-
ment in PSNR and PDVD over LT coding without duplica-
tion.

Finally, we note that because the source block size was
larger for Party than for Stunt, LT coding was more efficient
for the first sequence, leading to better PSNR and PDVD per-
formance.

PDVD vs RLC-PDU loss rate for Stunt sequence
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the Stunt sequence.
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4.1 End to end delay analysis

Table 1 shows the end to end delay components of our sys-
tem on a PC with Core 2 Duo 1.83 Ghz and 1 GB RAM. For
Stunt, the total end to end delay was always below 400 ms,
which is the maximum delay specified by 3GPP for conver-
sational applications [26]. For Party, the end to end delay was
above 400 ms. The end to end delay can easily be reduced
by decreasing the LT decoding time, which is the main con-
tributor to the overall end to end delay.

A more efficient implementation of LT decoding is given
in [27]. For a source block size of 1,000,000, the authors re-
port a decoding time of 37 s on a Pentium 4 1.7 GHz, 512 MB
RAM as compared to 327 s on our more powerful machine.

This analysis shows that an implementation of our system
on hand-held devices with an end to end delay below 400 ms
can be achieved.

5. CONCLUSIONS

We presented an error resilience technique for real-time
video communication over 3G networks. The method uses
LT coding, reference picture selection to stop error propaga-
tion, and IP packet size optimization to minimize the effects



Delay Component | Stunt Stunt Party Party
(EF=1) | (EF=8) | (EF=1) | (EF=8)
Frame buffering 66.6 66.6 83.3 83.3
H.264 encoding 4.6 4.6 4.6 4.6
LT encoding 0 0 0 0
Transmission delay | 120 120 140 140
Propagation delay | 50 50 50 50
LT decoding 120 139.2 186 223
H.264 decoding 5.2 5.2 5.2 5.2
Total delay 366.4 385.6 | 469.1 506.1

Table 1: End to end delays in ms for the Stunt and Party
video sequences for expanding factors (EF) 1 and 8.

of error propagation from the RLC layer to the IP layer. Ex-
perimental results on a 3G packet loss simulator show that
our technique can achieve better PSNR and PDVD results
than those of [6].

Currently, our LT coder adds a fixed coding redundancy
of about 35% at all loss rates. We expect better results by
making the channel coding rate adaptive. This will be the
topic of future research.

Since our system targets video telephony, it is important
to further reduce the end to end delay. This can be done by a
more efficient implementation of the LT decoder or by using
Raptor codes instead of LT codes.
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