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Abstract

With spectrum becoming an ever scarcer resource, it is critical that new communica-
tion systems utilize all the available frequency bands as efficiently as possible in time,
frequency and spatial domains. Society requires more high capacity and broadband
wireless connectivity, demanding greater access to spectrum. Most of the licensed spec-
trums are grossly underutilized while some spectrum (licensed and unlicensed) are over-
crowded. The problem of spectrum scarcity and underutilization can be minimized by
adopting a new paradigm of wireless communication scheme. Advanced CR network or
Dynamic Adaptive Spectrum Sharing is one of the ways to optimize our wireless com-
munications technologies for high data rates while maintaining users’ desired quality of
service (QoS) requirements. Scanning a wideband spectrum to find spectrum holes to
deliver to users an acceptable quality of service using algorithmic methods requires a
lot of time and energy. Computational Intelligence (CI) techniques can be applied to
these scenarios to predict the available spectrum holes, and the expected RF power in
the channels. This will enable the CR to predictively avoid noisy channels among the
idle channels, thus delivering optimum QoS at less radio resources.

In this study, spectrum holes search using artificial neural network (ANN) and
traditional search methods were simulated. The RF power traffic of some selected
channels ranging from 50MHz to 2.5GHz were modelled using optimized ANN and sup-
port vector machine (SVM) regression models for prediction of real world RF power.
The prediction accuracy and generalization was improved by combining different pre-
diction models with a weighted output to form one model. The meta-parameters of the
prediction models were evolved using population based differential evolution and swarm
intelligence optimization algorithms.

The success of CR network is largely dependent on the overall world knowledge
of spectrum utilization in both time, frequency and spatial domains. To identify un-
derutilized bands that can serve as potential candidate bands to be exploited by CRs,
spectrum occupancy survey based on long time RF measurement using energy detec-
tor was conducted. Results show that the average spectrum utilization of the bands
considered within the studied location is less than 30%.

Though this research is focused on the application of CI with CR as the main
target, the skills and knowledge acquired from the PhD research in CI was applied in
some neighbourhood areas related to the medical field. This includes the use of ANN
and SVM for impaired speech segmentation which is the first phase of a research project
that aims at developing an artificial speech therapist for speech impaired patients.
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Chapter 1

Introduction

1.1 Introduction

Due to the current static spectrum allocation policy, most of the licensed radio spectra
are not maximally utilized and often free (idle) while some spectra are overcrowded.
Hence, the current spectrum scarcity is the direct consequence of the static spectrum
allocation policy and not the fundamental lack of spectrum. The first bands to be
approved for Cognitive Radio (CR) communication by the US Federal Communication
Commission (FCC) because of their gross underutilization in time, frequency and spa-
tial domain are the very high frequency (VHF) and ultra high frequency (UHF) TV
bands Communication (2003), Valenta et al. (2010), Haykin et al. (2009), Mitola and
Maguire (1999), Bhattacharya et al. (2011). Though spectrum activities varies with
time, frequency and spatial domain; this research explored only two varying domains
i.e. time and frequency while the spatial domain is kept constant as the experiments
were conducted in one geographical location within the same altitude. This research is
focus on the study of real world RF power distribution of some selected channels, and
the development of RF power prediction models for dynamic spectrum access as shown
in Figure 1.3. The channels considered in this study range from 50MHz to 860MHz,
consisting of radio and TV broadcasting channels within the VHF/UHF bands; and
868MHz to 2.5GHz which include ISM 868 band, GSM900 and GSM1800 bands and
ISM 2.4GHz band. Scanning a very wide band in search of spectrum holes (white
spaces) using algorithmic or stochastic approaches requires a lot of time and energy. To
circumvent this problem, computational intelligence based RF power predictive models
are developed. This will help the cognitive radio (CR) to avoid noisy channels and also
to prioritise its scanning by starting with the channels that are predicted to be free.
The channel with the highest probability of being idle (least predicted RF power) are
scanned first followed by the second and so forth. The problem of spectrum scarcity
and underutilization can be minimized by adopting a new paradigm of wireless com-
munication scheme. Advanced Cognitive Radio (CR) network or Adaptive Spectrum
Sharing (ASS) is one of the ways to optimize our wireless communications technologies
for high data rates in a dynamic environment while maintaining users’ desired quality
of service (QoS) requirements. CR is a radio equipped with the capability of awareness,
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perception, adaptation and learning of its radio frequency (RF) environment Oh and
Choi (2009). CR is an intelligent radio where much of the signal conditioning and dig-
ital signal processing that was traditionally done in static hardware are implemented
via software. Irrespective of the definition of CR, it has the followings basic features:
observation, adaptability and intelligence as shown in Figure 1.1. CR radio as coined
by Joseph Mitola is meant to operate at a higher level of intelligence and adaptabil-
ity as compared with software defined radio Mitola and Maguire (1999), Adane et al.
(2009; 2008). CR is the key enabling tool for dynamic spectrum access and a promising
solution for the present problem of spectrum scarcity and underutilization. Cognitive
radio network is made up of two users i.e. the license owners called the primary users
(PU) who are the incumbent legitimate owners of the spectrum and the cognitive ra-
dios commonly called the secondary users (SU) who intelligently and opportunistically
access the unused licensed spectrum based on some agreed conditions. CR access to
licensed spectrum is subject to two constraints i.e. on a no interference base, this im-
plies that CRs can use the licensed spectrum only when the license owners are not using
the channel. This is referred to as the overlay cognitive radio scheme. The second con-
straint is on the transmitted power, in this case, SU (CR) can coexist with the PU as
long as the aggregate interference at the PU receivers is below a given threshold which
will not be harmful to the PU nor degrade the QoS requirements of the PU, this is
referred to as the underlay CR network scheme Stevenson et al. (2009), Communication
(2003). The maximum permissible interference limit in underlay CR scheme is called
the interference temperature limit. There are four major steps involved in cognitive
radio network, these are: spectrum sensing, spectrum decision, spectrum sharing, and
spectrum mobility Xing et al. (2013), Wyglinski et al. (2009).

In spectrum sensing, the CR senses the PU Rf activity using one or more of the
following spectrum sensing algorithms such as energy detector, cyclostationary features
detector, cooperative sensing, match filter detector, eigenvalue detector, etc. to sense
the occupancy status of the PU. Based on the sensing results, the CR will take a
decision using a binary classifier to classify the PU channels (spectrum) as either busy
or idle thereby identifying the white spaces (spectrum holes or idle channels). Spectrum
sharing deals with efficient allocation of the available white spaces to the CRs within
a given geographical location at a given period of time while spectrum mobility is
the ability of the CR to vacate the channels when the PU reclaimed ownership of the
channel and search for another spectrum hole to communicate. During the withdrawal
or search period, the CR should maintain seamless communication. The cognitive cycle
can be summarised as shown in Figure 1.2. Many wireless broadband devices ranging
from simple communication to complex systems automation, are deployed daily with
increasing demand for more, this calls for optimum utilization of the limited spectrum
resources via CR paradigm. Future wireless communication devices should be enhanced
with cognitive capability for optimum spectrum utilization.
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Figure 1.1: Cognitive radio capabilities

1.1.1 Aim and Objectives

The main aim of this research is to develop spectrum holes and RF power predictive
models using computational intelligence for cognitive radio application. The second
objective is to conduct an intensive spectrum occupancy survey, and to estimate the
spectrum occupancy level of the studied location (i.e. DMU, Leicester) thereby iden-
tifying underutilised bands that can serve as potential candidate bands to be used for
CR application. Impaired speech segmentation using algorithmic signal processing, and
CI techniques were implemented, towards the realization of stand alone artificial speech
therapist.
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Figure 1.2: Cognitive cycle
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Figure 1.3: Dynamic spectrum access
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1.2 Contribution of the thesis

The contributions of this study are listed as follows:

• Spectrum occupancy or utilization estimate of some communication bands in Le-
icester, UK was conducted. These bands include: 50MHz to 860MHz consisting
of radio and TV broadcasting channels; and 868MHz to 2.5GHz with emphases
on ISM 868 band, GSM900 and GSM1800 bands and ISM 2.4GHz band, some
bands within these ranges where also considered. The survey aim at identifying
underutilised bands that can serve as potential candidate bands to be exploited
for CR application. It is quite interesting to note that the outcome of the sur-
vey reveals that the average utilization estimate of the bands within the studied
location is less than 30% of the entire bands considered.

• Optimised ANN and SVR models for prediction of real world RF power traffic of
the studied location were developed. These models are used for prediction of RF
power and instantaneous occupancy status of the channels. This will enable the
CR to avoid noisy channels among the predicted idle channels for effective com-
munication at less radio resources such as bandwidth and transmitted power. The
input of the RF power prediction models does not contain any RF power related
parameters such as signal to noise ratio or a priory knowledge of primary users’
signals, thus making the models robust for CR application. Spectrum hole (idle
channel) prediction using probabilistic ANN and algorithmic approach were de-
veloped and compared using simulated data. The word probabilistic here referred
to the fact that the outputs of the ANN gives the probability of the channels been
idle.

• The thesis proposes a robust and novel way of obtaining a benchmark for the
weights of a combined prediction model that captures the advantages of equal
weight average method, inverse ranking method and inverse mean square error
method of evolving weights of a combined forecasting model as explained in Sec-
tion 4.4. The proposed hybrid benchmark tuned using differential evolution vari-
ants, proof to converge quickly to a good solution as shown in Figure 4.10. Six
prediction models consisting of different topologies of ANN and SVR models are
combined together with weighted outputs to form a single prediction model. As
a proof of concept, the weights of the combined model are evolved using the pro-
posed method and the overall prediction accuracy was found to increase with an
average of 46% as compare with the individual models used.

• The work presented in Cherkassky and Ma (2004) was improved by using dif-
ferential evolutionary and particle swarm optimization algorithms to evolves the
meta parameters of the SVR models which was found to increase the accuracy
and generalization of the models. The SVR models were trained by the pro-
posed nested ad-hoc hybrid algorithmic framework consisting of metaheuristics
optimization algorithm variants and convex optimization algorithm. The models
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used implemented a novel and innovative initial weight optimization of the ANN
models. The initial weights of the ANN are evolved using deferential evolutionary
and particle swarm optimization algorithms. These population based random-
ization algorithms are used as global searchers which provides effective means of
minimising premature convergence at local optimum during the initial training
phase of the ANN. The weights are finally fine tuned towards the global optimum
using single solution back propagation algorithms (BPA) at low learning rate and
momentum constant to serve as a local searcher.

• The skills and knowledge acquired from this research were extended to develop
computational intelligence models for application in medical field. Impaired speech
segmentation models were developed by aggregating algorithmic speech signal
processing approach, and CI techniques. The segmentation is the first phase of a
research that aims at developing an artificial speech therapist for speech impaired
patients.

1.3 Thesis Structure

Chapter 2 contains a literature review and background information needed for under-
standing of the subsequent chapters. Spectrum sensing techniques and the metaheuris-
tics optimization algorithms used to optimise the prediction models are discussed. The
theory of ANN and SVM used in modelling the radio frequency (RF) power prediction
models are presented in this chapter. The metaparameters of the prediction models are
optimised using hybrid nested algorithm consisting of differential evolution and swarm
intelligence optimization algorithm variants, and convex optimization algorithm.

Chapter 3 forms one of the contributions of this thesis where long time spectrum
occupancy survey using real world RF data captured at different period of time within
three years was conducted. A brief description of the services within the bands con-
sidered is also highlighted. This is followed by the methods used in estimating the
utilization of the bands. The chapter is concluded with the results of the survey, and
brief summary of the findings.

Chapter 4 detailed the implementation of the RF power prediction models, and the
topologies adopted. Sensitivity analysis is used to determine how many past RF power
samples should be used as part of the input of the forecasting models for reliable cur-
rent RF power prediction. The accuracy and generalization of the prediction models are
improved by combining different models together to form one prediction model. There
are two major contributions of this chapter, these are: The training of the SVM regres-
sion model using a hybrid nested ad-hoc algorithm and the training of the ANN using
hybrid algorithm consisting of population based metaheuristics as global searchers and
single solution back propagation algorithm as local searcher. The second contribution
is a novel benchmark proposed for evolving the weight of a combined forecasting model.
The chapter is concluded with the summary of the prediction results.
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Chapter 5 consists of one major areas related to medical field where the knowledge
and experiences acquired from the PhD research in CI is applied. The chapter starts
with an introduction that gives a brief summary of the areas where CI has been applied
to solve some problems related to medical field, and the outcome of each. This include
the application of CI for impaired speech segmentation which is the first phase of the
research that aims at developing an artificial speech therapist capable of providing au-
diovisual feedback progress report to speech impaired patient. Thus serving as a self
training device in addition to the support received from human therapist. The rest of
the chapter is dedicated to the detailed explanations of the methodology employed in
designing the CI models for the impaired speech segmentation. This is because all the
signal processing algorithms, and the CI models used for the impaired speech segmenta-
tion are derivatives of the outcome of the PhD research. The chapter is concluded with
the results of the impaired speech segmentation and future work towards the realization
of a standalone artificial speech therapist.

Chapter 6 contains the summary of the findings of this research and future work
towards improving on the work presented in this thesis.
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Chapter 2

Literature Review

2.1 Introduction

The thesis presents an efficient way of spectrum resource utilization using predictive
models developed by aggregating different computational intelligence (CI) and machine
learning techniques for cognitive radio (CR) application. This chapter contains the
background information needed for understanding of the subsequent chapters and is
organised as follows: One of the key enabling tools for cognitive radio network imple-
mentation is spectrum sensing algorithms which are presented in Section 2.2. Section
2.2.1 details spectrum sensing using energy detector which is the algorithm used in this
thesis for estimating spectrum utilization with respect to the studied location. A brief
review of some areas where CI techniques are used for cognitive radio application are
discussed in Section 2.3. The general overview of evolutionary algorithms is presented
in Section 2.4.1. The radio frequency (RF) power prediction models developed, consist
of artificial neural network (ANN) and support vector machine (SVM) presented in
Sections 2.5.1 and 2.5.2 respectively. The metaheuristic optimization algorithms used
to optimised the predictive models are depicted in Section 2.6. The metaparameters
of the prediction models are optimised using differential evolution and swarm intelli-
gence optimization algorithms as detailed in Sections 2.6.1 and 2.6.5 respectively, while
Section 2.8 gives the summary of the findings.

2.2 Spectrum Sensing Methods

For CR to exploit primary user (PU) spectrum, the CR has to sense the occupancy
status of the licensed spectrum. Spectrum sensing aimed at determining spectrum
holes and the presence of license owners. Spectrum sensing as applied to CR refer to
a general term that involves obtaining the spectrum usage characteristics across mul-
tiple domains such as time, space, frequency, and code. This research explored only
two varying domains i.e. time and frequency while the spatial domain is kept constant
as the experiments were conducted in one geographical location within the same al-
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titude. There are four major functional blocks in cognitive radio network, these are:
spectrum sensing, spectrum decision or spectrum management, spectrum sharing, and
spectrum mobility. Spectrum sensing is currently believed to be the most important
or crucial component of cognitive radio network. This is because the success or per-
formance of all the other three units are absolutely dependent on the accuracy and
reliability of the spectrum sensing results, Subhedar and Birajdar (2011b), Yucek and
Arslan (2009). There are two ongoing sensing operations to be carried out by the CR,
the first is called out-of-band spectrum sensing in which the CR searches a wide band of
frequency in search of spectrum holes to use, while the second phase commonly referred
to as in-band sensing in which the CR keeps on monitoring the PU activity during the
transmission period to vacate the channel thereby avoiding interference when the PU
returns to active state, Lee (2009). There are many spectrum sensing methods that has
been proposed, each with it merits and demerits. Spectrum sensing algorithms can be
classified into two broad groups, these are blind and non-blind methods, Ekram et al.
(2009), Wyglinski et al. (2010), Subhedar and Birajdar (2011b), Garhwal and Bhat-
tacharya (2011). The blind algorithms does not required a priory knowledge of primary
users signal structure neither made any assumption about the PU signals e.g. energy
detection method is a blind spectrum sensing algorithms. While the non-blind algo-
rithms required a prior knowledge of the incumbent signal characteristics for detection,
among these algorithms are: cyclostationary feature detection, match filter detection,
covariance based detection, waveform based detection, etc. All the spectrum sensing
techniques can be modelled as a binary hypothesis testing methods. The two hypothesis
to be tested are H0 and H1 given by Equation (2.1).

H0 : ypnq “ wpnq

H1 : ypnq “ hxpnq ` wpnq
(2.1)

where wpnq is additive white Gaussian noise, xpnq is PU signal at time n, h is the
channel gain, ypnq is the measured signal while H0 and H1 are the two hypothesis for
absent and present of PU respectively.

Spectrum sensing techniques can also be classified based on the need or reason for
engaging in spectrum sensing. These includes spectrum sensing for spectrum opportu-
nity and spectrum sensing for interference detection. Spectrum sensing for spectrum
opportunity is meant to be achieved by means of primary transmitter detection and
cooperative detection. In primary transmitter detection, the detection of PUs is done
by detecting the PUs transmitter signal type or signal strength. The detection meth-
ods for achieving this type of detection include matched filter (MF) based detection,
energy detection, cyclostationary features detection, covariance detection, waveform de-
tection, radio identification detection and random hough transform detection, Ekram
et al. (2009), Wyglinski et al. (2010), Subhedar and Birajdar (2011b), Kamil and Yuan
(2010). In cooperative detection, spectrum sensing is carried out collaboratively by the
CRs in cooperative way depending on the method adopted as detailed in Section 2.2.4.
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Figure 2.1: Spectrum sensing methods

2.2.1 Energy detection

PU has the flexibility and agility for chosen their modulation type and pulse shaping
schemes which may not be known by the secondary user (SU) or CR. In situations where
PU signal structure is unknown to the SU, the energy detector (ED) is the optimal,
Ekram et al. (2009), Wyglinski et al. (2010), Subhedar and Birajdar (2011b), Kamil
and Yuan (2010). In ED spectrum sensing technique, the power of the signal in a given
channel is measured, this is compared with a predefined threshold for decision making.
ED is the test of the following two binary hypothesis shown in Equation (2.2). The test
statistics of ED is given by Equation (2.3). The time domain ED consist of a channel
filter to reject out of band noise and adjacent signals, a Nyquist sampling analog to
digital (A/D) converter, a square law and an averaging unit as shown in Figure 2.2.
ED can also be implemented in frequency domain by averaging the frequency bins of
the fast furrier transform (FFT) as depicted in Figure 2.3. The major advantages of
ED lies in the simplicity of the algorithm and the fact that it does not required any
a priori knowledge of the PU signal type, rather it only require the knowledge of the
noise parameter. The main disadvantage of energy detection is that it is not robust
where the noise variance is not know or is time variant which is often the case. Also
the ED detector performance is very poor when the signal to noise ratio (SNR) is very
low, and can not differentiate between PU signal and SU signal or noise since the PU
signal is modelled as a zero-mean stationary white Gaussian process. In ED, if the test
statistics is greater than the set threshold, the PU is assumed to be present otherwise
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the channel is vacant. The choice of the threshold depends on the relative cost of false
alarm and miss detection. The energy detector is used in this research for spectrum
occupancy survey discussed in Chapter 3.

0 : ypnq “ wpnq

1 : ypnq “ hxpnq ` wpnq
(2.2)

where wpnq is the additive white Gaussian noise, xpnq is PU signal at time n, h is
the channel gain, ypnq is the measured signal while 0 and 1 are the two hypothesis for
absent and present of PU respectively.

T “
N
ÿ

k“1

pypkqq2 (2.3)

Figure 2.2: Prefiltered square law energy detector

Figure 2.3: Energy detector using Welch’s periodogram

2.2.2 Cyclostationary features detector

The sinusoidal carriers, pulse trains, hopping sequences, spreading codes, cyclic pre-
fixes of modulated PU signals are periodic. This periodicity of cyclostationary signals
is exploited by cyclostationary features detector (CFD) for detection of the present of
PU. These signals exhibit features of spectral correlation and periodic statistics which
distinguished them from noise and interferences. A signal is said to exhibit cyclosta-
tionarity if and only if the signal is correlated with certain frequency shifted-versions of
itself, Gardner (1991), Garhwal and Bhattacharya (2011). The cyclic spectral density
(CSD) gives peak values when the cyclic frequency is equal to the fundamental frequen-
cies of the transmitted signals. The main advantage of CFD is that it can distinguish
the PUs signals from noise and can detect PU signals with low signals to noise ratio. It
main demerit is that the algorithm is complex with long observation or sensing time. It
also require a priory knowledge of PU signal which may not be available to CRs. The
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received signal is giving by Equation (2.4) while the cyclic spectral density function is
as shown in Equation (2.5), Gardner (1991).

ypnq “ hxpnq ` wpnq (2.4)

Where wpnq is the additive white Gaussian noise, xpnq is PU signal at time n, h is the
channel gain, ypnq is the measured signal

Spf, αq “
8
ÿ

τ“´8

Rαy pτqe
´j2πft (2.5)

Where Rαy pτq “ Erypn ` τqy˚pn ´ τqej2πfns is cyclic autocorrelation function, f
and α are the fundamental signal frequency and cyclic frequency respectively and τ is
time shift.

Figure 2.4: Cyclostationar feature detector

2.2.3 Match filter detection

When the secondary user has perfect knowledge of the PU signals, match filter (MF) is
the optimum detector in stationary Gaussian noise. MF is a linear filter designed with
special characteristics such that the signal to noise ratio (SNR) at the output of the
filter for a given input signal is maximized, Proakis and Salehi (2008). MF operation
is similar to correlation in which the PU or unknown signal is convolved with a filter
whose impulse response is the mirror and time-shifted version of the reference signal
for maximizing the output SNR. In MF the input is passed through a bandpass filter
(BPF), after which it is convolved with the match filter whose impulse response is the
same as the reference signal. The output of the match filter is then compared with
a threshold for decision making. Detection using MF is very fast because it required
only few samples to meet up with a given probability of detection constrain. At low
SNR, the number of samples required is of the order 1{SNR in contrast to energy
detector which the required number of samples is of the other 1{SNR2, Wyglinski et al.
(2010). However, MF demodulate PU signals, hence CR require perfect knowledge of
PU signal. Also it performance is poor in the event of frequency or time offset. The
complexity of MF is further increase since CR need to have a dedicated receiver for
all types of PU signals for effective detection. MF is not efficient in terms of power or
energy consumption as various receiver algorithms need to be run for all types of PU
signals. The block diagram of MF is as shown in Figure 2.5 while the MF detector is
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modelled as:

ypnq “
8
ÿ

k“´8

hpn´ kqxpkq (2.6)

Where x is the unknown signal vector that is convolved with the impulse response h of
the filter and y is the output.

Figure 2.5: Match filter detector

2.2.4 Cooperative sensing

In cooperative sensing, the spectrum sensing task is carried out by multiple CRs working
collaboratively. This approach aims at solving spectrum sensing problem resulting from
noise uncertainty, fading, shadowing and faulty sensor of a single detector, Yucek and
Arslan (2009). The reliability of detecting weak primary signal using one CR is difficult
to maintain due to poor channel conditions such as multipath fading and shadowing
between the primary users and the secondary users. Users at different distant geographi-
cal locations experience independent fading condition, the effects of destructive channel
conditions resulting from fading, shadowing or hidden nodes can be mitigated if the
users operate cooperatively. This will increase the overall detection reliability. When
cooperation is allowed among users, individual secondary users required less sensitivity
to achieve high detection reliability Zarrin (2011). Cooperative sensing was found to
decrease significantly both the probability of false alarm and miss detection, and at the
same time offering more protection to primary users, it also decreases the sensing time
as compared with single local sensing methods. Cooperative sensing make use of the
advantages of spatial diversities of CRs to improve the detection probability. Coop-
erative sensing consist of a control channel that is used for communicating spectrum
sensing results and channel allocation information among cognitive users. The main
challenge of cooperative sensing is the development of efficient spectrum information
sharing algorithms and the complexity of the approach. The energy detection is the
currently approved detection scheme for use in cooperative spectrum sensing because
of its simplicity couple with the fact that it does not require a prior knowledge of the
PU signals. The energy detector is also the detection method used in this research for
the same reasons.

There are three main steps involved in cooperative sensing, these are:

• The fusion centre initiate the cooperation by selecting a channel or frequency band
and inform all the cooperating CR users via the control channel to perform local
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spectrum sensing on the selected frequency band.

• All the cooperating CRs will sensed the frequency band and report their sensing
results to the fusion centre through the control channel.

• Finally, the fusion centre will fused or combined the sensing results of the CRs
using a set of predefined rules and come out with a binary decision about the
statute of the channel as either busy or idle (vacant). The decision statute is then
communicated to the CRs.

There are three major topologies proposed for achieving cooperative sensing in CR
network according to their level of cooperation. These are: Centralized coordinated,
decentralized coordinated and decentralized uncoordinated techniques.

Centralized coordinated techniques

In centralised sensing, all the secondary users communicate their sensing results on
the primary users’ activity status to a decision making CR controller commonly called
fusion centre (FC) which can be a wired mobile device, access point, base station or
another cognitive radio. The fusion centre analyses the information received from the
CRs and finally determines the occupancy status of the primary users. The fusion centre
does not only disseminate the primary users status to the CRs, it is also responsible
for efficient sharing of the available white spaces (spectrum holes) among the CRs.
Centralized coordinated spectrum sensing techniques can further be grouped in to two
main classes i.e. partially and totally cooperative schemes. In totally cooperative
schemes, CRs cooperatively sense the channels and also relay each other information
in a cooperative way. In partially cooperative schemes, cooperation is only limited to
sensing the channels while the CRs detect the channels independently and communicate
their results and decision to the fusion centre.

Fusion rules for centralized coordinated techniques

For the fusion centre to decide whether a channel is busy or idle based on the information
received from the CRs about the channel statute, a set of predefined rules are used to
draw a conclusion. Some of the fusion rules commonly used are: Hard decision fusion,
soft data fusion and quantization data fusion. A brief description of these fusion rules
is presented in the next three subsections, Arora and Mahajan (2014).

Hard decision fusion

In the hard decision fusion scheme, each node (CR) sensed the particular channel of
interest to determine the present or absent of PU signal. All the cooperating CRs
within the cluster will relay their local sensing decision results to the fusion centre via
the control channel using one bit which can either be 1 or 0 signifying the present or
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Figure 2.6: Centralized coordinated techniques

absent of PU signal respectively. The fusion centre collect and collate all the binary
decision results of the CRs and come out with the final decision about the channel
statute using three empirical rules. These rules are the OR, AND and the voting rule.
One of the major advantages of hard decision fusion is the reduction in the bandwidth
of the control channel since each CRs send its decision using only one bit.

The OR rule

In this rule, if at least one of the cooperating nodes or secondary user local decision
is logic 1, then the final decision on the channel statute by the fusion centre will be
logic 1. This implies that the channel is currently busy and should not be exploited by
cognitive radios. This rule offers high protection to PUs but can result in low spectrum
utilization or lost of communication opportunity for CRs in the event of false alarm
from any of the cooperating nodes. Any faulty CR among the cooperating nodes whose
fault favour false alarm will reduce the overall spectrum efficiency. The OR rule can be
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Figure 2.7: Centralized coordinated techniques with cluster heads

model as:

H1 :
M
ÿ

i“1

ϑi ě 1

H0 : otherwise

(2.7)

Where H1 represent present of primary users signal while H0 signify absent of primary
user. ϑi is the local sensing binary decision of the ith cooperating node (CR), where
i “ 1, ¨ ¨ ¨ ,M and M is the total number of cooperating nodes. ϑi is either 0 or 1.
With reference to the OR rule, the CI predictive models developed in this research will
minimise the time and energy that will be spent in sensing all the channels before taking
a decision. If the channel predicted to be busy by any of the CRs is true, then there is
no need of further sensing of the same channel.

17



The local sensing probability of detection Pd,i and false alarm Pf,i of i CR is as
shown in Equations (2.8) and (2.9) respectively.

Pd,i “ Prpϑi “ 1|H1q (2.8)

Pf,i “ Prpϑi “ 1|H0q (2.9)

The cooperating probability of detection Ppd,ORq and false alarm Ppf,ORq for OR rule is
given by Equations (2.10) and (2.11) respectively.

Ppd,ORq “ 1´
M
ź

i“1

p1´ Pd,iq (2.10)

Ppf,ORq “ 1´
M
ź

i“1

p1´ Pf,iq (2.11)

The AND rule

The AND rule states that the primary user signal is present if all the cooperating nodes
detect the presence of signal i.e. if all the local sensing decision of the nodes is logic
1. This rule has the tendency of improving spectrum usage than the OR rule but the
primary users stand the risk of suffering from harmful interference in the event of miss
detection by any of the cooperating nodes. The AND rule can be formulated as:

H1 :
M
ÿ

i“1

ϑi ěM

H0 : otherwise

(2.12)

Where H1 represent present of primary users signal while H0 signify absent of primary
user. ϑi is the local sensing binary decision of the ith cooperating node (CR), where
i “ 1, ¨ ¨ ¨ ,M and M is the total number of cooperating nodes. ϑi is either 0 or 1. The
cooperating probability of detection Ppd,ANDq and false alarm Ppf,ANDq for AND rule is
given by Equations (2.13) and (2.14) respectively.

Ppd,ANDq “
M
ź

i“1

Pd,i (2.13)

Ppf,ANDq “
M
ź

i“1

Pf,i (2.14)
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The voting rule

This rule states that the primary user signal is present if at least K nodes out of the M
cooperating nodes detect a signal during local sensing, where K is the voting threshold
in the range 1 ď K ďM , Horgan and Murphy (2010). The test statistics of the voting
rule can be formulated as:

H1 :
M
ÿ

i“1

ϑi ě K

H0 : otherwise

(2.15)

The cooperating probability of detection Qd and false alarm Qf for voting rule are as
shown in Equations (2.16) and (2.17) respectively.

Qd “
M
ÿ

i“K

ˆ

M

i

˙

¨ p1´ Pdq
M´KPd

K (2.16)

Qf “
M
ÿ

i“K

ˆ

M

i

˙

¨ p1´ Pf q
M´KPf

K (2.17)

where:
ˆ

M

i

˙

“
M !

pM ´ iq!i!
(2.18)

The OR and the AND rules are special cases of the voting rule when K “ 1 and
K “M respectively. The majority rule which state that primary user signal is present
if at least halve of the cooperating nodes detect primary user signal, is also another
special case of the voting rule when K ě M

2 .

Soft decision fusion

In soft decision data fusion schemes, all cooperating nodes within a given cluster, per-
form local sensing on the target channel using energy detection method; and send the
energy to the fusion centre without performing any local logical decision regarding the
present or absent of primary user signal. The fusion centre or cluster head combined
the energies collected from the nodes (CRs) using predefined rules and come up with
a binary logical decision regarding the primary user channel statute i.e. either busy
(occupy) or idle (vacant). The energy is computed using Equation (2.19). Some of
the proposed combining rules in soft data fusion includes: Maximal ratio combination
(MRC) rule, square law combination rule and selection combination rule. In comparison
with the hard fusion scheme, the soft data fusion is more reliable and accurate than the
hard fusion scheme. One of the major drawback of the soft fusion scheme is the fact
that it required a control channel with a large bandwidth to transmit all the energies
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from the nodes to the fusion centre.

Ei “
N
ÿ

n“1

ypnq2 (2.19)

Where Ei is the energy of the ith CR, N is the number of samples while ypnq is the
received sample signal.

Square law combination rule: In this rule, all the energies Ei of the cooperating
nodes sent to the fusion centre are summed up and compared with a predefined threshold
for decision making. Based on this rule, primary user signal is present if the sum of the
energies E is greater than the threshold T otherwise the channel is idle.

E “
M
ÿ

i“1

Ei (2.20)

The test statistics of square law combination is given as:

H1 : E ą T

H0 : otherwise
(2.21)

Where H1 and H0 are the two hypothesis for busy and idle respectively.

Maximal combination rule: In the maximal combination rule, the energies of
the cooperating CRs sent to the fusion centre are weighted with a normalized weight.
The sum of the weighted energies is compared with the threshold for decision making
on the primary user channel statute. The weights are chosen in proportion to the signal
to noise ratio (SNR) of each CR as reported to the fusion centre.

E “
M
ÿ

i“1

wiEi (2.22)

Where wi and Ei are the weight and energy of node i respectively, while E is the sum
of the weighted energies of the CRs. The sum of the weights W is constrained to 1 i.e.

W “

M
ÿ

i“1

wi “ 1 (2.23)

The test statistics is given as:

H1 : E ą T

H0 : otherwise
(2.24)

Selection combination: The energy of the CR with the highest SNR among the
cooperating nodes is selected. The decision on the statutes of the PU channel (busy or
idle) is determined by the energy of the selected CR and the decision threshold. If noise
is assumed to be AWGN, then the probability of detection Qd and false alarm Qf for
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selection combination scheme can be expressed in terms of the signal to noise ratio υ of
the selected CR and the decision threshold T as shown in Equations (2.26) and (2.27)
respectively.

υ “ maxpυ1, υ2 ¨ ¨ ¨ υM q (2.25)

Qd “ Qϕp
?

2υ,
?
T q (2.26)

Qf “
Γpϕ, T {2q

Γpϕq
(2.27)

Where ϕ is the product of the bandwidth and time, Γp.q and Γp., .q is incomplete and
complete gamma functions respectively. Qϕ is the generalized Marcum Q function.

Decentralized coordinated technique

In this case, nodes build a network without a fusion or control centre. Clustering or
gossiping algorithms is one of the algorithms suggested to be adopted by decentralized
coordinated spectrum sensing. In this proposed algorithm, nodes (CRs) auto coordinate
themselves and form a cluster. Coordination among the nodes is improved via the use
of a control channel which is implemented by underlay ultra wide band (UWB) channel
or dedicated frequency channel, Subhedar and Birajdar (2011a), Sharma (2013).

Decentralized Uncoordinated techniques

There is no one form of coordination or cooperation that exists among the cognitive users
(CRs). Each CRs independently sense channels in search of spectrum holes and used
any spectrum hole found without informing any CR. In the same way if any CR detect
the presence of PU, it will simply vacate the channel without relating the information
to other CRs. Decentralized uncoordinated technique is very weak and inefficient in
maximizing the usage of the limited spectrum resources. Is also prompt to causing
interference to PU as a result of miss detection.

2.2.5 Interference Based Detection

Interference based detection (IBD) provides the means by which the cognitive radios
can coexist with the primary users in an underlay cognitive radio scheme. There are two
approaches toward the realization of IBD, these are: Interference temperature measure-
ment and primary receiver detection. The CI RF power prediction models developed
found their widest application in interference based detection schemes. The a priori
knowledge of the RF power of the channels will make the CRs to dynamically increase
or decrease their transmitted power thereby increasing the spectrum utilization effi-
ciency without causing harmful interference to the PUs.

21



Interference temperature measurement

In this schemes, CRs are allow to coexist with the PUs within a given frequency bands
and at a given geographical location; by controlling their transmitted power in order to
avoid any harmful interference to the PUs. The CRs are allowed to transmit along with
the PUs as long as the aggregate interference at the PU receivers does not exceed a
given threshold called the interference temperature limit. The interference temperature
refer to the temperature equivalent of the aggregate RF power at the PUs receiver
antenna per unit bandwidth as shown in Equation (2.28). This aggregate power is the
sum total of RF power at the receiving antenna of the PU resulting from both PU and
CR transmitters, and noise. The interference ceiling (threshold) for each band is set by
USA Federal Communication Commission (FCC), Communication (2003).

TIpfc, Bq “
PIpfc, Bq

KB
(2.28)

where PIpfc, Bq is the average interference power in Watts centred at frequency
fc, B is the bandwidth in Hz, K is Boltzmann constant in Ws/K while TIpfc, Bq is the
interference temperature in Kelvin.

Primary receiver detection

The presence of PUs is meant to be detected by sensing the leakage power of the PU
receiver local oscillator. This proposed spectrum sensing method is currently impractical
due to two major reasons: It will be very hard to detect directly the local oscillator
leakage power as it varies with time and age of the receiver, secondly, since the leakage
power is very low, direct detection by the CRs over significant distant will require a CR
with very high sensitivity which may be difficult to attain.

The next section presents a brief review of some areas where CI methods were
applied in cognitive radio network and the comparison with the current work.

2.3 Review of some applications of CI in CR

There are different types and variants of Computational Intelligence (CI) and machine
learning algorithms that can be used in CR such as genetic algorithms for optimization
of transmission parameters Rondeau et al. (2004), swarm intelligence for optimization
of radio resource allocation Udgata et al. (2010), fuzzy logic system (FLS) for decision
making, Matinmikko et al. (2013), Giupponi and Perez (2008), Jethro et al. (2010),
neural network and hidden Markov model for prediction of spectrum holes; game theory,
linear regression and linear predictors for spectrum occupancy prediction Chen and Oh
(2013), Bayesian inference based predictors, etc. Some of the CI methods are used
for learning and prediction, some for optimization of certain transmission parameters
while others for decision making, Azmi (2011). TV idle channels prediction using ANN
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was proposed by Winston et al. (2013), however, data were collected only for two hours
everyday day (5pm to 7pm) within a period of four weeks, this is not sufficient to capture
all the various trends associated with TV broadcast. Also, identifying the idle channels
does not depict any spatial or temporal information of the expected noise and/ or level
of interference based on the channels history which is vital in selecting the channels
to be used among the idle channels. Spectrum hole prediction using Elman recurrent
artificial neural network (ERANN) was proposed, Taj and Akil (2011). It uses the
cyclostationary features of modulated signals to determine the presence or absence of
primary signals while the input of the ERANN consists of time instances. The inputs
and the target output used in the training of the ERANN and prediction were modelled
using ideal multivariate time series equations, which are often different from real life RF
traffics where PU signals can be embedded in noise and/ or interfering signals. Traffic
pattern prediction using seasonal autoregressive integrated moving-average (SARIMA)
was proposed for reduction of CRs hopping rate and interference effects on PU while
maintaining a fare blocking rate, Li and Zekavat (2008). The model (SARIMA) does
not depict any information about the expected noise power.

Fuzzy logic (FL) is a CI method that can capture and represent uncertainty. As
a result it has been used in CR research for decision making processes. In Matinmikko
et al. (2013) an FL based decision-making system with a learning mechanism was de-
veloped for selection of optimum spectrum sensing techniques for a given band. Among
these techniques are matched filtering, correlation detection, features detection, energy
detection, and cooperative sensing. Adaptive neural fuzzy inference system (ANFIS)
was used for prediction of transmission rate, Hiremath and Patra (2010). This model
was designed to predict the data rate (6, 12, 24, 36, 48 and 54 Mbps) that can be
achieved in wireless local area network (WLAN) using a 802.11a/g configuration as a
function of time. The training data set was obtained by generating a random data rate
with an assigned probability of occurrence at a given time instance, thus forming a time
series. In this study, real world RF data was not used. More importantly, the research
did not take into account the dynamic nature of noise or interference level which can af-
fect the predicted data rates. Semi Markov model (SMM) and continuous-time Markov
chain (CTMC) models have also been used for the prediction of packet transmission
rates, Geirhofer et al. (2009). This avoids packet collisions through spectrum sensing
and prediction of temporal WLAN activities combined with hoping to a temporary idle
channel. However, SMM are not memory efficient, neither was there any reference made
to the expected noise level among the inactive (idle) channels to be selected. An FL
based decision system was modelled for spectrum hand-off decision-making in a context
characterized by uncertain and heterogeneous information Giupponi and Perez (2008)
and fuzzy logic transmit power control for cognitive radio. The proposed system was
used for the minimization of interference to PU’s while ensuring the transmission rate
and quality of service requirements of secondary users, Tabakovic et al. (2009). The
researcher did not, however, include any learning from past experience or historical
data. An exponential moving average (EMA) spectrum sensing using energy prediction
was implemented by Lin et al. (2009). The EMA achieved a prediction average mean
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square error (MSE) of 0.2436 with the assumption that the channel utilization follow
exponential distribution with rate parameter λ “ 0.2 and signal to noise (SNR) of 10dB;
RF real world data was not used in their study.

This research demonstrates the use of support vector regression (SVR) and ANN
trained using the proposed hybrid nested algorithms for prediction of real world RF
power of some selected channels within the GSM band, VHF and UHF bands. An
optimised ANN is designed by combining the global search advantages of population
based metaheuristics optimization algorithms and the local search advantages of single
solution back propagation algorithm to train the network. The SVR is trained using an
ad-hoc nested algorithm whose outer layer is a metaheuristic, while the inner layer is a
convex optimization algorithm. A combined prediction model consisting of ANN and
SVR models was found to yield a more promising result with an average improvement
of 46%. The initial weights of the ANN were evolved using metaheuristic algorithm
after which the ANN was trained (fine tuned) more accurately using back-propagation
algorithms. This methodology demonstrates the application of previously acquired real
world data to enhance the prediction of RF power to assist the implementation of CR
applications.

2.4 Metaheuristics Optimization Algorithms

In this section, a general review of Computational Intelligence (CI) techniques are pre-
sented, with emphasis on the ones used in this study. Despite the gross advancement in
CI techniques, the definition of CI is still ambiguous as there is no generally acceptable
definition of CI since the term was first used in 1990 by the IEEE neural networks
council, Siddique and Adeli (2013). Artificial Intelligence (AI) methods are systems
that simulate human intelligent behaviour which need exact and complete knowledge
representation of the problem, model, process or system. Unfortunately, many real
world systems cannot be modelled with absolute precision, and complete knowledge
which are the two major requirements of AI. This is due to the fact that real world
systems are characterized with uncertainties, vagueness, imprecision, nonlinearity and
unanticipated changes in the environments or process, and the model objectives. These
uncertainties make some aspects of real world systems to be difficult to model due to
lack of exact and complete knowledge representation. Hence there is a need for ad-
vanced decision making systems that can achieved certain acceptable performance in
the mist of uncertainties, incomplete knowledge and severe changes in system operating
conditions. CI systems are intelligent computing systems with human-like capabilities
to make decision and future prediction based on an information with uncertainties and
imprecision. They have the ability to learn and adapt i.e. to dynamically change or
evolve their parameters or structure in order to best meet their objective target or goal,
Fogel (1995). Both AI and CI are two broad views of machine intelligence as shown
in Figure 2.8 with their associated alliance, Siddique and Adeli (2013). This structure
shows hard computing (HC) schemes as a subset of AI while soft computing (SC) tech-
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nique as a large subset of CI. Among other techniques that belong to SC framework
are Fuzzy Systems (FS), Neural Networks (NN) and Evolutionary Algorithms (EA).
Imprecision and uncertainties are undesirable features in hard computing while in soft
computing they are they the most prioritized features, Zadeh (1998). Soft computing
are fundamental methodologies that form the bedrock for designing intelligent systems.
In a nutshell, CI is a combination of soft computing and numeric processing.

Figure 2.8: Machine intelligence techniques with their alliance

CI is an interdisciplinary field with each discipline having a unique approach to
CI in addressing problems within their scope. These broad interdisciplinary techniques
include: Fuzzy logic, neural network, learning theory, swarm intelligence, probabilistic
methods (models) and evolutionary computing as shown in Figure 2.9. Four of these
techniques (i.e. neural networks, learning theory, swarm intelligence and evolutionary
computing) are used in this research to develop optimized systems that predict spectrum
holes and RF power of primary users (PUs) channels for effective spectrum utilization.
These four are detailed in this thesis while others are briefly explained where applicable.
Significant improved performance of the prediction models were achieved using hybrid
models consisting of a combination of multiple CI techniques.

2.4.1 Evolutionary Algorithms

Evolutionary Algorithms (EAs) has played a vital role in solving modal and complex
multimodal nonlinear optimization problems since 1960s, drawing their roots from the
concept of evolution introduced by Sewell Wright in 1932, Wright (1932). This broad
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Figure 2.9: Computational intelligence techniques

field of intelligent optimization frameworks inspired by natural phenomena, has grown
over the years in scope, diversity and areas of applications with increasing demand for
more. EAs are metaheuristic optimization algorithms with many variants which in-
clude: genetic algorithms (GA), evolutionary strategy (ES), evolutionary programming
(EP) and genetic programming (GP), Eiben and Smith (2003), Jong (2006). EAs has
been proved to be an effective tool for solving multi-objective optimization problems,
Matthews et al.; 2011). These are population based randomization solution search space
algorithms. Though the search procedure or methodology adopted by each of these al-
gorithms for solving a given problem is different, the underlying principle or idea for all
the EAs techniques is the same i.e. they only differ in technical details, Eiben and Smith
(2003). The general framework of the EAs is as shown in Figure 2.10 and Algorithm 2.1.
With reference to Figure 2.10, the general components of EAs can be summarized as
follows:

• Representation: The first step in EAs is the representation of the candidate
solutions in the population. The individuals can be represented as vector of binary
strings, real numbers, decision rules, functions, alternative ways of configuring
something, etc. The lower and upper bound of each gene (element) in the vector
is set in order to form the decision or search space. The candidate solution in this
research are represented by a vector of real numbers.

• Evaluation function: A means of computing the fitness of each candidate so-
lution should be provided. The evaluating function is referred to as the fitness
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function which is the basis for selection and a means of improving the quality of
the population. The term "fitness" refers to the assessment quality of an indi-
vidual (candidate solution) in solving the problem. Is the measure of how close
the candidate solution is able to solve the problem as compared with the set ob-
jective aim, hence the term is also referred to as objective fitness function. This
is the metric used to evaluate the performance of each candidate solution of the
metaheuristics used in this research.

• Population: The population size and the dynamics involved are specified. In
most EAs, the population size is constant through out the evolutionary process.
The population size refers to number of possible solutions at any generation or
iteration. The number of different possible solutions present, is one way of eval-
uating the diversity of the population. The choice of population of appropriate
size is problem dependent.

• Parent selection mechanism: This is similar to survival selection but is only
done once within the initialization phase. Parents selection mechanism are often
stochastic contrary to survival selection which are deterministic. Fitness bias
approaches can also be used for parent selection. Parent selection mechanism are
used to select parents that will serve as the initial seed to start the evolutionary
process. Proper selection of the initial seeds (parents) over the decision space is
key to the success of the evolutionary process. In this research, the initial parent
are randomly generated to cover the decision space as much as possible using
normal distribution random number generator.

• Variational operators: These operators are meant to create new interesting so-
lutions from the current existing solutions (parents). There are two strategies for
implementing variational or reproductive operators in EAs, these are mutation
and Recombination. Mutation involve the perturbation of an existing solution
(one parent) to produce new solution or provisional offspring called the mutant
while recombination hybridized or combined two or more parents (existing so-
lutions) to produce new solution. EAs that uses both strategies (mutation and
recombination) in their framework are often better than those that uses only one
of the two, Jong (2006). Some EAs such as differential evolution use mutation
which involves at least three parents, and crossover as its variational operators
as detailed in Section 2.6.1. Reproduction variation is the major source of explo-
ration in EAs, hence the level of exploration can be controlled via the choice of
reproduction mechanism. These operators are designed to effectively manipulate
and extract meaningful building blocks from the existing solutions in order to
produce better solutions.

• Survival selection: When the offspring are birthed, the survival mechanism is
used to determined which individuals (i.e. among the parents and the offspring)
should be allowed to proceed to the next generation. This choice is often based
on the fitness function or quality of the individuals. The fitness bias selection
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scheme is used in overlapping generation models where both parents and offspring
are allowed to seed the next generation subject to their fitness. The fitness biased
selection includes:

1. The greedy selection scheme: In this selection scheme, an offspring is
compared with its parent and the fittest is selected.

2. The ranking selection: In this case all the parents and the offspring are
ranked according to their fitness and the topmost are selected according to the
size of the population, Eiben and Smith (2003).

3. Ranking proportional selection: This is another form of ranking selection
where the pool of the population are rank according to their fitness but instead
of selecting the topmost, each potential solution is assigned a probability value
in decreasing order starting from the most fittest to the least such that the fitter
ones has better chance of been selected. The probability of selecting a solution
with rank i is given by Equation (2.29), Jong (2006).

probpiq “ p
2

m
´ Pq ´ p

2

m
´ 2 Pq ˚

i´ 1

m´ 1
(2.29)

Where m is the number of parents, 2
m and P are the probability mass for selecting

the most fittest candidate and the worst candidate respectively. The sum of the
probability mass prob is 1.

4. Truncation selection: This is the most elitist selection scheme where the
pool of the candidates solutions are ranked based on their fitness starting from
the most fittest candidate to the least and the top k candidates are selected for
breeding and to seed the next generation. If r is the pool population, then k ă r.

5. Fitness proportion selection: In this selection approach, the selection
pressure is self-adapted with modest programming effort. This mechanism is
realised by defining the probability Probj,G of selecting candidate j with fitness
Fitnssj,G at generation G with respect to the total fitness FitnessT,G as shown
in Equations (2.30) and (2.31) for maximization and minimization respectively.

Probj,G “
Fitnssj,G
FitnessT,G

(2.30)

Probj,G “ 1´
Fitnssj,G
FitnessT,G

(2.31)

6. Tournament selection: While ranking and truncation selection methods re-
quired the sorting of the population pool by fitness which my be computationally
expensive for large population; the tournament selection can be used to mitigate
this cost. In tournament selection, the pool is unsorted and the individuals that
win a tournament of size k are the ones that will be selected. A tournament is
formed by selecting k individuals from the pool using a uniform probability distri-
bution with replacement, and the candidate with the best fitness is crowned the
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winner of the tournament. The only way the best genotype (candidate solution)
will not win the tournament is when it is not selected. For a tournament of size
k, the proportion to be selected in the next generation PG`1 can be expressed in
terms of the proportion selected in the current generation PG as:

PG`1 “ 1´ p1´ PGq
k (2.32)

For binary tournament, i.e. k “ 2 equation (2.32) become:

PG`1 “ 1´ p1´ PGq
2 “ 2PG ` P

2
G (2.33)

7. Age biased selection: In the non-overlapping generation model, only the
offspring are allowed to proceed to the next generation, the survival selection
mechanism often used in this model is age biased. Here the offspring replaces
their parents after every generation.

Selection is the main source of exploitation in EAs, thus the choice of the selection
mechanism controlled the degree of exploitation. A good EA should find an effi-
cient way of enhancing exploration of unexplored regions within the decision space
and effective exploitation of the regions already explored. The optimum choice
of the selection schemes are problem dependent and can not be generalized. The
greedy selection scheme is used in this research during the optimization of the RF
prediction models, as discussed in Section 2.6.1.

• Termination: Since EAs are stochastic in nature, there is no guarantee of achiev-
ing the exact optimum solution even for problems with known optimums. Hence
there is need to set a realistic stopping criteria to terminate the evolutionary
process. Some commonly used termination schemes are:

1. Elapse of maximum CPU allowed time

2. Number of iteration or fitness function evaluation reaches a set limit.

3. No improvement in fitness function within a given threshold for a given period
of time or number of iteration.

4. Drop of population diversity under a given threshold.

Three terminations criteria were used for the algorithms used in this study, these
are: The maximum number of fitness function evaluation or the error is within
a given limit or the optimization will stop when there is no improvement in the
fitness function for a given number of iteration.
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Figure 2.10: General framework of evolutionary algorithms

Algorithm 2.1 Evolutionary algorithms framework psuedocode
INITIALIZATION
Initialise the population uniformly over the decision space with random potential
candidate solutions
Evaluate the fitness of each candidate
PARENTS SELECTION
while Termination condition is not reached do
RECOMBINATION: Combine two or more parents
MUTATION: Mutate the resulting offspring
EVALUATE: Compute the fitness of new candidates
SURVIVAL SELECTION: Select individuals for next generation

end while

2.5 Predictive Models

Prediction models based on artificial neural network and support vector machine frame-
work are used in this research for spectrum hole and RF power prediction. The theory
of the prediction models, and the approaches adopted are discussed in this section.

2.5.1 Artificial Neural Network

Artificial Neural Networks (ANN) are massive parallel computing systems composed
of large number of simple processing elements (processors) with many interconnections
operating in parallel. These elements are inspired by the structure and function of
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biological nervous systems such as the brain, Haykin (2008), Jianli (2011), Suzuki (2011),
Huemer and Elizondo (2010), Huemer et al. (2009; 2008b;a), Gongora and Elizondo
(2005). The information processing units are called neurons which are interconnected
together via a synaptic weights, and working together in parallel and unison to solve
specific problems. The mathematical model for ANN was first initiated by Warren
McCulloch and Walter Pitts in 1943, Warren and Walter (1943), this model form the
basis upon which the conventional ANN models were built. This model was mainly
designed for binary classification, the mathematical representation of the firing rule is
as shown in Equation (2.34) and depicted graphical in Figure 2.11

F “

$

&

%

1 if
n
ř

i“1
wixi ě T

0 otherwise
(2.34)

Where T is a predefined threshold, x is multi-variant input vector while w is the
corresponding weight vector. In general, the term weight in ANN referred to the strength
of connection between two neurons which is the measure of the weight of information
flow from the output of one of the connected neurons to the input of the another.
i “ 1 ¨ ¨ ¨n where n is the number of input variables.

Figure 2.11: McCulloch and Pitt ANN

The McCulloch and Pitt’s neuron model was improved by Frank Rosenblatt in
1958 who introduce another constant parameter to the neuron model called the bias,
Frank (1958). The ANN model invented by Rosenblatt is called the perceptrons which
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is also used for binary classification, the model is as shown in Figure 2.12, represented
by Equation (2.35). This model is found to depict a good result when used to classify
linearly separable continuous set of multi-variants inputs into any of the two classes.
The application of the perceptron is unfortunately limited and often used for solving
linear separable classification problems.

F “

$

&

%

1 if
n
ř

i“1
wixi ´ b ě T

0 otherwise
(2.35)

where the constant parameter b is the bias.

Figure 2.12: The perceptron

The output of the neuron model shown in Figure 2.12 is always driven to either
of the two possible states or limits (i.e. 0 or 1). In order to allow for varying output
conditions, a non-linear activation function fp.q is often included in the neuron model
as shown in Figure 2.13, where z is called the activation given by Equation (2.36) and
y is the output of the neuron, Equation (2.37).

z “
n
ÿ

i“1

wixi ` b (2.36)

y “ fpzq (2.37)

Activation function The activation functions play a vital role in ANN, unfortu-
nately optimum choice of activation functions for each neuron in a given network are
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Figure 2.13: The perceptron with activation function

problem dependent and can not be generalised. Some of the commonly used activation
functions are: linear function, truncated linear function, ramp function, tansigmoidal
function, logistic function and Gaussian radial basis function. Note, for all the activation
function shown in Equations (2.38) to (2.45), z is as shown in Equation (2.36).

For this study, due to the dynamic nonlinearity often associated with RF traffic
patterns, coupled with random interfering signals or noise resulting from both artificial
and natural sources, a fully connected multilayer perceptron (MLP) ANN with two hid-
den layers was used in this study. The input layer was cast into a high dimensional first
hidden layer for proper features selection. The activation functions used in the two hid-
den layers are nonlinear tansigmoidal (hyperbolic tangent) functions, Equation (2.43),
and a linear symmetric straight line, Equation (2.38) is used for the output activation
function. For the probabilistic ANN used for spectrum hole prediction presented in Sec-
tion 4.5.2, the output activation function is logistic sigmoidal function, Equation (2.44).
Implementation with other activation functions were also adopted, but this choice gave
a better promising results. The nonlinear hyperbolic tangent functions introduced a
nonlinear transformation into the network. The hidden layers serve as a feature detec-
tor i.e. during the training; they learn the salient attributes (features) that characterizes
the training data.

• Linear function:
y “ fpzq “ K ¨ z (2.38)
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Figure 2.14: Linear function

• Truncated linear function:

y “ fpzq “

#

K ¨ z if z ą 0

0 otherwise
(2.39)
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Figure 2.15: Truncated linear function

• Ramp function:

y “ fpzq “

$

’

&

’

%

max y if z ą upper limit
K ¨ z if upper limit ě z ě lower limit
min y if z ă upper limit

(2.40)
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The positive constant K in Equations (2.38) to (2.40) is the amplification factor
or gradient of the linear function.
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Figure 2.16: Ramp function

• Step function:

y “ fpzq “

#

`1 if z ě 0

´1 otherwise
(2.41)

y “ fpzq “

#

1 if z ě 0

0 otherwise
(2.42)
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Figure 2.17: Step function with +1 and -1 limits
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Figure 2.18: Step function with 1 and 0 limits

• Hyperbolic tangent function (Tansigmoidal function):

y “ fpzq “
1´ e´z

1` e´z
(2.43)
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Figure 2.19: Hyperbolic tangent function

• Logistic sigmoidal function:

y “ fpzq “
1

1` e´z
(2.44)
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Figure 2.20: logistic function

• Radial basis function:
y “ fpzq “ e´z

2
(2.45)
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Figure 2.21: Radial basis function

Artificial neural network architecture

Artificial neural network architectures can be broadly classified as either feed forward or
recurrent type, Haykin (2008). Each of these two classes can be structured in different
configurations. A feed forward network is one in which the output of one layer is
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connected to input of the next layer via a synaptic weight, while the recurrent type
may have at least one feedback connection or connections between neurons within the
same layer or other layers depending on the topology (architecture). The training time
of the feed forward is less compared to that of the recurrent type but the recurrent
type has better memory capability for recalling past events. Four ANN topologies were
considered in this study, i.e. feed forward (FF), cascaded feed forward (CFF), feed
forward with output feedback (FFB), and layered recurrent (LR) ANN. Two or more
neurons can be combined in one layer, and one or more layers can be combined to
form the ANN model, Demuth and Beale (2002). The diagram of single layer and two
layers feed forward multilayer perceptron ANN are as shown in Figure 2.22 and 2.23
respectively. Note, the input layer does not contain processing elements rather it is the
connection between the ANN and the input data.

All the ANN topologies used in this studies consist of two hidden layers, and parallel
outputs or one output as shown in Figure 2.23. The inputs of the ANN consist of recent
past RF power samples, frequency or channel, and time domain data of varying rates
of change i.e. second, minute, hour, week day (1 to 7), date day (1 to at most 31), week
in a month (1 to 5), and month (1-12) while the output gives the power in Decibels
(dB). Each input of the time domain, enables the ANN to keep track with the trend
of RF power variation as a function of that particular input. The current RF power
is thus modelled as a nonlinear function of recent past RF power samples, frequency,
and current time. The number of past RF power samples to be used as part of the
input of the ANN for reliable prediction and efficient computer resource management
was obtained experimentally using sensitivity analysis test as detailed in Section 4.3.
The proposed prediction models has proved to be effective for CR application especially
where the CR has no prior knowledge of the primary users’ signal type, modulation,
signal to noise ratio etc; as none of these RF power related parameters are used as part
of the input of the ANN. More so primary users may not be willing to release their
signals information to cognitive users.

ANN learning algorithms

The procedure or means used in updating the weights and bias of ANN in order to min-
imise the empirical risk function is called learning. There are three learning procedures
used in ANN, these are:

1. Supervised learning

In supervised training, the training data set used in training the ANN consist of
input / output data. The inputs are applied to the ANN and the output of the ANN
are compared with the target output. The difference between the ANN output and the
target output gives the error. The error is used to adjust the weights and biases of the
ANN to move the ANN outputs closer to the targets, thus minimising the error. This
is also referred to as learning with a teacher where the teacher provide the network
with the desired target output vector for each input vector. The training is repeated
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Figure 2.22: Single layer multiple outputs ANN

Figure 2.23: Three layers one output ANN

iteratively in a closed loop as shown in Figure 2.24 until the stopping criteria or an
acceptable error performance is reached. Example of supervised learning algorithms in-
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cludes: backpropagation, Widrow-Hoff rule, Gradient descent, Delta rule, etc. Because
of the nature of the problem to be solved in this research, all the ANN prediction models
used in this research are trained using a hybrid supervised learning algorithm consist-
ing of meta-heuristic algorithms and backpropagation algorithm Ortega-Zamorano et al.
(2015). The meta heuristics are configured to serve as global searchers after which the
backpropagation algorithm is use as a local searcher to exploit in detail the decision
regions already explored by the metaheuristics algorithms. This has proved to be an
efficient way of minimization of premature convergence at local optimum or plateau
which is the major problem associated with backpropagation algorithm.

Figure 2.24: Block diagram of supervised learning

2. Unsupervised learning

This is also referred to as self-organized learning where there is no known target
outputs or external teacher to oversee the training process. Since there is no desired
output, the ANN self adjust its weights to learn and develops the ability to form an
internal representation for encoding the features, patterns or trends associated with the
input data. This type of learning is often used for data clustering, features extraction
and solving classification problems. Example of unsupervised learning include: com-
petitive learning, Hebbian learning and Kohonen’s learning rule. The block diagram of
unsupervised learning is as shown in Figure 2.25.

3. Hybrid learning This type of learning mechanism consist of both unsupervised
and supervised learning as shown in Figure 2.26. It is often used for pattern recognition.
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Figure 2.25: Block diagram of unsupervised learning

Figure 2.26: Block diagram of hybrid learning ANN

2.5.2 Support Vector Machine

Support Vector Machine (SVM) is a supervised learning system based on statistical
theory which has found great application in solving classification and pattern recognition
problems. Though the main success of SVM has been in solving pattern-classification
problems, recent advances has extended the application of SVM to solving nonlinear-
regression problems, Haykin (2008). SVM designed to model regression problem is
referred to as support vector regression (SVR). In SVM regression, the input space
x is first mapped onto a high m dimensional feature space using certain non-linear
transformation. A linear model fpx,wq is then constructed in the feature space which
linearly maps the feature space to the output space as shown in Equation (2.47), Haykin
(2008). Many time series regression prediction models use certain lost functions during
the training phase for minimization of the empirical risk, among these loss functions
are mean square error, square error, absolute error, absolute relative percentage error,
root mean square error, etc. In SVM regression, a different loss function Lεpy, fpx,wqq
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called ε-insensitive loss function is used, Equation (2.48), Vapnik (1999), Vapnik (1998).
When the error is within the threshold ε, it is considered as zero, beyond the threshold
ε, the loss function (error) is computed as the difference between the actual error and
the threshold as depicted in Equation (2.48). The empirical risk function Remppwq of
support vector regression is as shown in Equation (2.49). The goal of SVR model is
to approximate an unknown real-value function depicted by Equation (2.46). Where
x is a multivariate input vector while y is a scalar output, and δ is independent and
identically distributed (i.i.d.) zero mean random noise or error. The model is estimated
using finite training samples (xi, yi) for i “ 1, ¨ ¨ ¨ , n where n is the number of training
samples. For this study, the input vector x of the SVR model consist of past recent RF
power, frequency or channel, and current time domain data while the scalar output y is
the current RF power in Decibels (dB). Though the training of SVM involved non-linear
optimization of the parameters (weights and bias), one of its major advantages is that
the objective function is convex, hence the solution of the optimization problem can be
easily obtained, Bishop (2006).

y “ rpxq ` δ (2.46)

fpx,wq “
m
ÿ

j“1

wjgjpxq ` b (2.47)

Where gjpxq, j “ 1, ¨ ¨ ¨ ,m refer to set of non-linear transformations, wj are the weights
and b is the bias.

Lεpy, fpx,wqq “

#

0 if |y ´ fpx,wq| ď ε

|y ´ fpx,wq| ´ ε otherwise
(2.48)

Remppwq “
1

n

n
ÿ

i“1

Lεpyi, fpxi, wqq (2.49)

Support vector regression model is formulated as the minimization of the following
objective functions, Haykin (2008):

minimise
1

2
‖W‖2 ` C

n
ÿ

i“1

pξi ` ξi
˚q (2.50)

subject to

$

’

&

’

%

yi ´ fpxi, wq ´ b ď ε` ξi
˚

fpxi, wq ` b´ yi ď ε` ξi

ξi, ξi
˚ ě 0, i “ 1, ¨ ¨ ¨ , n

(2.51)

The non-negative constant C is a regularization parameter that determines the trade off
between model complexity (flatness) and the extent to which the deviations larger than
ε will be tolerated in the optimization formulation. It controls the trade-off between
achieving a low training and validation error, and minimizing the norm of the weights.
Thus the model generalization is partly dependent on C. The parameter C enforces an
upper bound on the norm of the weights, as shown in Equation (2.52). Very small value
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of C will lead to large training error while infinite or very large value of C will lead to
over-fitting resulting from large number of support vectors, Alpaydin (2004). The slack
variables ξi and ξi˚ represent the upper and lower constrains on the output of the system.
These slack variables are introduced to estimate the deviation of the training samples
from the ε-sensitive zone thus reducing model complexity by minimizing the norms of
the weights, and at the same time performing linear regression in the high dimensional
feature space using ε-sensitive loss function. The parameter ε controls the width of the
ε-insensitive zone used to fit the training data. The number of support vectors used
in constructing the support vector regression model (function) is partly dependent on
the parameter ε. If ε-value is very large, few support vectors will be selected, on the
contrary, bigger ε-value results in a more generalized model (flat estimate). Thus both
the complexity and the generalization capability of the network also depend on its value.
One other parameter that can affect the generalization and accuracy of a support vector
regression model is the kernel parameter and the type of kernel function used as shown
in Equation (2.54) to (2.58). SVR optimization problem constitute a dual problem with
a solution given by:

fpxq “
s
ÿ

i“1

pαi ´ α
˚
i qKpx, xiq ` b (2.52)

The dual coefficients in equation (2.52) are subject to the constrains 0 ď αi ď C and
0 ď α˚i ď C. Where s is the number of support vectors, Kpx, xiq is the kernel function,
b is the bias, while α and α˚ are Lagrange multipliers. The training samples xi with
non-zero coefficients in Equation (2.52) are called the support vectors. The general
expression for the kernel is depicted in Equation (2.53). Any symmetric positive definite
function, which satisfies Mercer’s conditions can be used as kernel function, Haykin
(2008). In this study, five kernel were used, i.e. the Radial Basis Function (RBF),
Gaussian Radial Basis Function (GRBF), Exponential Radial Basis Function (ERBF)
kernel, Linear Kernel (LK) and Polynomial kernel given by Equations (2.54), (2.55),
(2.56), (2.57) and (2.58) respectively, Haykin (2008).

Mercer’s theorem for kernel function: This state that:

• The kernel matrix is symmetric positive definite

• Any symmetric positive definite matrix can be regarded as kernel matrix i.e. as
an inner product matrix in some space

Kpx, xiq “
m
ÿ

j“1

gjpxqgjpxiq (2.53)

• Radial basis function kernel:

Kpx, xiq “ ep´γ‖x´xi‖
2
q (2.54)

• Gaussian kernel
Kpx, xiq “ ep´

‖x´xi‖
2

2σ2
q (2.55)
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• Exponential kernel:
Kpx, xiq “ ep´

‖x´xi‖
2σ2

q (2.56)

• Linear kernel:
Kpx, xiq “ xTxi ` c (2.57)

• Polynomial kernel:
Kpx, xiq “ pαx

Txi ` cq
d (2.58)

• Multilayer perceptron kernel:

Kpx, xiq “ tanhpρxx, xiy ` ϕq (2.59)

The multilayer perceptron can only be used as kernel for certain values of the scale
parameter ρ and the offset parameter ϕ which satisfied the Mercer’s conditions.
In this case the support vectors xi correspond to the inputs of the first layer while
the Lagrange multipliers represent the weights.

• Splines kernel:

Kpx, xiq “ 1` xx, xiy `
1

2
xx, xiyminpx, xiq `

1

6
minpx, xiq3 (2.60)

• Additive kernel:

Kpx, xiq “
D
ÿ

q“1

Kqpx, xiq (2.61)

Since the sum of two or more positive definite functions is also positive definite,
more complex kernels can be obtained by summing different kernels. where q “
1, ¨ ¨ ¨ , D represent D different kernels e.g. with q “ 1 for linear kernel, q “ 2 for
RBF and so forth.

• Tensor product kernel:

Kpx, xiq “
D
ź

q“1

Kqpx, xiq (2.62)

Just as the addition of positive definite functions is also positive definite, Equa-
tion (2.61), so is their products. Hence new kernel can also be formed via tensor
product of different kernel, Equation (2.62).

The adjustable constant parameter c of the linear kernel, equation 2.57 was set to 0,
the slope α and the constant c of the polynomial kernel were set to 1, Equation (2.58),
while the degree of the polynomial d, the kernel parameters σ and γ were evolved using
deferential and particle swarm optimization algorithms. The approach adopted for
evolving the meta parameter of the SVM regression models are explained in Section 2.7
as part of the contribution of this thesis.
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2.6 Optimization Algorithms

A brief description of the metaheuristic optimization algorithms used to optimised the
prediction models are presented in this section. The global search capability of popu-
lation based differential evolutionary and swarm intelligence algorithms are combined
with the single solution local search advantages of BPA to evolve the weights and bi-
ases of the optimized ANN prediction model as described in Section 4.3.1. The same
population based optimization algorithms are used to evolves the metaparameters (C,
ε and γ) of the SVR model as detailed in Section 4.3.1.

2.6.1 Differential Evolution Algorithms

Differential evolution (DE) optimization algorithms are population based direct search
algorithms used to solve continuous optimization problems, Price et al. (2005), Qin
et al. (2009). The DE strategies are simple with only few free metaparameters. The DE
scheme was first proposed by Price and Storn, Storn and Price (1997), since then, DE
has experienced significant improvements resulting from different mutation strategies.
DE aims at evolving NP population of D dimensional vectors which encodes the G
generation candidate solutions Xi,G “

!

X1
i,G, ¨ ¨ ¨X

D
i,G

)

towards the global optimum,
where i “ 1, ¨ ¨ ¨ , NP . The initial candidate solutions at G “ 0 are evolves in such
a way as to cover the search space as much as possible by uniformly randomizing the
candidates within the decision space using Equation (2.63).

Xi,G “ Xmin ` randp1, 0q ¨ pXmax ´Xminq (2.63)

Where NP is the population size (candidate solutions) which remains unaltered through
out the evolutionary process, i “ 1 ¨ ¨ ¨NP . Xmin and Xmax are the lower and upper
bound of the decision space respectively, where Xmin “

 

X1
min ¨ ¨ ¨X

D
min

(

and Xmax “
 

X1
max ¨ ¨ ¨X

D
max

(

, D is the dimensionality of the candidate solution and randp1, 0q is a
uniformly distributed random number between 0 and 1.

Mutation

For every individuals (target vectors) Xi,G at generation G, a mutant vector Vi,G called
the provisional or trial offspring is generated via certain mutation schemes. Some of the
commonly used mutation strategies in DE framework are as shown in equations 2.64 to
2.69, Price et al. (2005), Qin et al. (2009).

• DE/rand/1:
Vi,G “ Xr1,G ` F ¨ pXr2,G ´Xr3,Gq (2.64)

• DE/rand/2:

Vi,G “ Xr5,G ` F ¨ pXr1,G ´Xr2,Gq ` F ¨ pXr3,G ´Xr4,Gq (2.65)
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• DE/current-to-rand/1:

Vi,G “ Xi,G `K ¨ pXr1,G ´Xi,Gq ` F ¨ pXr2,G ´Xr3,Gq (2.66)

• DE/best/1:
Vi,G “ Xbest,G ` F ¨ pXr1,G ´Xr2,Gq (2.67)

• DE/rand-to-best/1:

Vi,G “ Xi,G ` F ¨ pXbest,G ´Xi,Gq ` F ¨ pXr1,G ´Xr2,Gq (2.68)

• DE/best/2

Vi,G “ Xbest,G ` F ¨ pXr1,G ´Xr2,Gq ` F ¨ pXr3,G ´Xr4,Gq (2.69)

Where the indexes r1, r2, r3 and r4 are mutually exclusive positive integers and distinct
from i. These indexes are generated at random within the range r1 ¨ ¨ ¨PN s. Xbest,G

is the individual with the best fitness at generation G while F is the mutation con-
stant which control the amplification of the difference vector e.g. F ¨ pXr2,G ´Xr3,Gq.
The mutation schemes that depends on the best candidate solution Xbest,G as shown in
Equations (2.67) to (2.69) with either exponential or binomial crossover often proved
to converge faster to a good solution when solving uni-modal problems. Howbeit they
are more likely to be trapped at local optimum leading to premature convergence when
solving multi-modal problems as they bears strong exploitative capabilities. The mu-
tation strategies that does not involve the use of the best solution e.g. Equation (2.64)
often converges slowing with strong explorative move over the search space. As a re-
sults, they are more fitted for addressing multi-modal problems. The rotation invariant
mutation scheme depicted by Equation (2.66) in which the genes of the mutant Vi,G is
obtained by mutating the genes of its parent Xi,G and other candidate solutions, has
been proved to be efficient in solving multi-objective optimization problems.

Crossover

After the mutants are generated, the offspring Ui,G are produced by performing a
crossover operation between the target vector Xi,G and its corresponding provisional
offspring Vi,G. The two crossover schemes i.e. exponential and binomial crossover are
used in this study for all the DE algorithms implemented, Zaharie (2007). The binomial
crossover copied the jth gene of the mutant vector Vi,G to the corresponding gene (ele-
ment) in the offspring Ui,G if randp0, 1q ď Cr or j “ jrand. Otherwise it is copied from
the target vector Xi,G (parent). The crossover rate Cr is the probability of selecting the
offspring genes from the mutant while jrand is a random number in the range r1 Ds, this
ensure that at least one of the offspring gene is copied from the mutant. The crossover
rate Cr is to be chosen by the user. If Cr is small it will result in exploratory moves
parallel to a small number of axes of the decision space .i.e. many of the genes of the
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offspring will come from its parent than from the mutants, consequently the offspring
will resemble its parent. In this way, the DE will serve as a local searcher as it bear
strong exploitative capabilities than being explorative, Montgomery (2010). On the
other hand, large values of Cr will lead to moves at angles to the search space’s axes as
the genes of the offspring are more likely to come from the provisional offspring (mutant
vector) than its parent. This will favour explorative moves, Montgomery (2010). The
binomial crossover is represented as:

U ji,G “

#

V j
i,G if prandp0, 1q ď Cr or j “ jrandq

Xj
i,G otherwise

(2.70)

For exponential crossover, the genes of the offspring are inherited from the mutant
vector Vi,G starting from a randomly selected index j in the range r1 Ds until the first
time randp0, 1q ą Cr after which all the other genes are inherited from the parent
Xi,G. The exponential crossover is as shown in Algorithm 2.2. The introduction of
j “ randip1, Dq such that U ji,G “ V j

i,G in exponential crossover is to ensure that at least
one of the genes of the offspring should come from the mutant vector. In this way, the
offspring will be different from its parent with at least one gene.

Algorithm 2.2 Exponential Crossover
Ui,G “ Xi,G

2: generate j “ randip1, Dq
U ji,G “ V j

i,G

4: k “ 1
while rand p0, 1q ď Cr AND k ă D do

6: U ji,G “ V j
i,G

j “ j ` 1
8: if j “ D then

j “ 1
10: end if

k “ k ` 1
12: end while

Selection process

When the offspring Ui,G is birthed via the crossover scheme, to determine whether
the offspring should replaced its parent Xi,G or not in the next generation, a greedy
selection schemes is employed. The cost functions (commonly refered to as the fitness
functions) fpUi,Gq and fpXi,Gq of the offspring and its parent respectively are computed.
If fpUi,Gq ď fpXi,Gq the offspring will replaced its parent in the next generation i.e.
Xi,G`1 “ Ui,G otherwise its parent will be allowed to continue in the next generation
Xi,G`1 “ Xi,G. The fitness function used in this research is the mean square error
(MSE) as explained in Section 4.2.1.
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2.6.2 jDE

The jDE scheme is a self-adaptive way of improving DE performance with a very mod-
est programming effort, Brest et al. (2006). There are three control parameters in DE,
these are: the mutation constant F , the crossover probability Cr and the pool popu-
lation NP . These control parameters are problem dependent and bear strong impact
on the performance or efficiency of the DE in solving a given optimization problem.
Optimum choice of these parameters for a given problem is challenging, and constitute
another optimization problem. To address the problems associated with the difficulties
in choosing the optimum or near optimum values of F and Cr, the jDE algorithm is
proposed Brest et al. (2006), which enhances the pool of DE search moves by including
a certain degree of randomization into the original DE framework, Neri and Tirronen
(2010). In jDE, the values of mutation and crossover are encoded within each individual
candidate solution. For example, the candidate solution Xi will be composed of

Xi “ pXir1s, Xir2s, . . . , Xirns, Fi, Criq . (2.71)

Hence, at every generation, the offspring is generated for each individual with the
parameters Fi and Cri belonging to its parent. Further more, these parameters are
periodically updated on the basis of the following randomized criterion:

Fi “

#

Fl ` Furand1, if rand2 ă τ1

Fi, otherwise
(2.72)

Cri “

#

rand3, if rand4 ă τ2

Cri, otherwise
(2.73)

Where randj , j P t1, 2, 3, 4u, are uniform pseudo-random values between 0 and 1; τ1
and τ2 are constant values which represent the probabilities of updating the parameters
Fi and Cri respectively, Fl and Fu are constant values which represent the lower and
upper limits of F respectively i.e. Fl ď Fi ě Fu.

2.6.3 Super-fit DE

The application of a super-fit logic has proved to be one among the efficient ways of
hybridising DE schemes with a local searcher, Caponio et al. (2009). In super-fit logic,
a problem is partially solved using a local searcher and the evolves improved solution is
injected into the initial DE population (candidate solutions). When a high performance
individual is injected into the DE population, the DE is led by it and quickly improved
the super-fit thereby producing more fitter candidate solutions. In this research, the
initial local search is perform using a Short Distance Exploration algorithm commonly
called the S algorithm Caraffini et al. (2013; 2014b;a). The S algorithms is a greedy,
single solution local searcher that perform moves along the axes and halves its radius
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if unable to obtain a better solution, the pseudocode of the S algorithm is presented in
Algorithm 2.3. In this research, 20% of the generation or number of iteration is assigned
to the S algorithm while the remaining 80% to the other population based multiple
solution meta-heuristic optimization algorithms used e.g. DE and PSO. Without lost
of generality, the hyperparameters of the SVR and the weights of the ANN were first
evolved using S algorithms and then the solution is injected into the DE population
for further search toward the global optimum. For this research, four super-fit variants
are implemented, referred to as SDE and SDES for both binomial and exponential
crossover. In SDE the problem is partially solved starting with S algorithm and the
solution obtained is injected into the DE population where the final best solution is
evolved, while in SDES, the best solution evolved by DE is further fine tuned using S
algorithm.

Algorithm 2.3 Short Distance Exploration
xs “ x0

2: xold “ x0
for i “ 1 : n do

4: δris “ α
`

xU ris ´ xLris
˘

(α P s0, 1s)
iÐ i` 1

6: end for
while stop condition not met do

8: for i “ 1 : n do
xtrialris “ xsris ´ δris

10: if f pxtrialq ď f pxsq then
xs “ xtrial

12: else
xtrialris “ xsris `

δ
2

14: if f pxtrialq ď f pxsq then
xs Ð xtrial

16: end if
end if

18: iÐ i` 1
end for

20: if f pxsq ““ f pxoldq then
δ Ð δ

2
22: end if

end while
24: Output xs

Toroidal bound

After the mutation is carried out, some of the genes, dimensions or elements of the
mutant vector may fall outside their specified search or decision space rXj

min X
j
maxs. It

became necessary that before the offspring are form via any of the two crossover schemes,
each genes V j

i,G of the provisional offspring (mutant vector) Vi,G should be made to be
in the range Xj

min ď V j
i,G ď Xj

max, where V j
i,G referred to the jth gene. There are many

heuristic empirical proposals on how out-layer genes should be truncated to fall within
their decision space. A simple approach which is often used is as shown in Algorithm 2.5,
where V j

i,G “ Xj
max if V j

i,G ą Xj
max and V j

i,G “ Xj
min if V j

i,G ă Xj
min i.e. all out-layer

genes will either be assigned Xj
mim or Xj

max, Liang et al. (2006). One efficient way of
handling out-layers is the toroidal bound approach Akutekwe et al. (2014), Iliya et al.
(2014d). In this case, instead of constraining all out-layer genes to only two states i.e.
Xj
mim or Xj

max, outl-ayers can take other continuous values within the decision space
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Algorithm 2.4 General DE Framework algorithm
** INITIALIZATION **

2:
At generation G “ 0, initialized a population of NP candidate solutions of D dimension uniformly over the
decision space

4: Xi,G “ Xmin ` randp1, 0q ¨ pXmax ´Xminq, where i “ 1 ¨ ¨ ¨NP
Xmin “

 

X1
min ¨ ¨ ¨X

D
min

(

6: Xmax “
 

X1
max ¨ ¨ ¨X

D
max

(

Evaluate the fitness functions fpXi,Gq of the parents at G=0;
8: for i=1:NP do

Evaluate fpXi,Gq for each target vector (parent) Xi,G
10: end for

Select initial best candidate Xbest,G and best fitness fpXbest,Gq
12:

while Short of total number of generations or stopping criteria do
14:

** MUTATION **
16:

For each parent Xi,G, generate a mutant vector Vi,G as:
18: for i=1:NP do

Generate Vi,G “
!

V 1
i,G ¨ ¨ ¨V

D
i,G

)

for each Xi,G using any of the equations 2.64 to 2.69
20: end for

Before crossover operation is carried out, each gene (dimension) of the mutant vector is constrained to
be within its decision space. For this research a toroidal bound is used as detailed in Figure 2.6

22:
** CROSSOVER **

24:
For each parent Xi,G, generate the offspring Ui,G “

!

U1
i,G ¨ ¨ ¨U

D
i,G

)

using either binomial or exponential
crossover given by equation 2.70 and Figure 2.2 respectively.

26:
1: Binomial crossover

28: for i=1:NP do
jrand “ randip1, Dq

30: for j=1:D do

Uji,G “

#

V ji,G if prandp0, 1q ď Cr or j “ jrandq

Xj
i,G otherwise

32: end for
end for

34:
2: Exponential crossover

36: Ui,G “ Xi,G
generate j “ randip1, Dq

38: Uji,G “ V ji,G
k “ randip1, Dq

40: while rand p0, 1q ď Cr AND k ă D do
Uji,G “ V ji,G

42: j “ j ` 1
if j ““ n then

44: j “ 1
end if

46: k “ k ` 1
end while

48:
** SELECTION **

50:
Evaluate the fitness functions fpUi,Gq for each offspring and compare it with the fitness function of its
parent fpXi,Gq and the best fitness fpXbest,Gq

52: for i=1:NP do
Evaluate fpUi,Gq

54: if fpUi,Gq ď fpXi,Gq then
fpXi,Gq “ fpUi,Gq

56: Xi,G “ Ui,G
end if

58: if fpUi,Gq ď fpXbest,Gq then
fpXbest,Gq “ fpUi,Gq

60: Xbest,G “ Ui,G
end if

62: end for
Increment generation count G “ G` 1

64: end while
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based on some empirical rule shown in Algorithm 2.6. This introduce another form of
randomization into the optimization framework thus making the approach to be more
likely suitable for solving both modal and multi-modal optimization problems. The
toroidal bound is used to constrain out-layers in all the meta-heuristics optimization
algorithms used in this research.

Algorithm 2.5 Two states outlayer genes

if V j
i,G ą Xj

max then
V j
i,G “ Xj

max

else if V j
i,G ă Xj

min then
V j
i,G “ Xj

min

end if

Algorithm 2.6 Toroidal bound algorithm
for i=1:NP do

2: for j=1:D do
if Xj

i,G ą Xj
max then

4: δ “ Xj
i,G ´X

j
max

Xj
i,G “ δ `Xj

min

6: if Xj
i,G ą Xj

max then
Xj
i,G “ Xj

max

8: end if
else if Xj

i,G ă Xj
min then

10: δ “ Xj
min ´X

j
i,G

Xj
i,G “ δ `Xj

min

12: if Xj
i,G ą Xj

max then
Xj
i,G “ Xj

min

14: end if
end if

16: end for
end for

2.6.4 Compact Differential Evolution

The population based DE algorithm variants are not memory efficient even though
they are often more robust and accurate in solving many optimization problems than
the compact version. The compact version of DE which can easily be implemented in
embedded systems such as CRs with limited memory constrained is also used in this
study. Compact differential evolution (cDE) algorithm is achieved by incorporating the
update logic of real value compact genetic algorithm (rcGA) within DE frame work,
Mininno et al. (2011b), Harik et al. (1999), Ahn and Ramakrishna (2003). The steps
involves in cDE is as follows: A (2 x n) probability vector PV consisting of the mean µ
and standard deviation σ is generated. where n is the dimensionality of the problem (in
this research it referred to the number of weights and biases, and SVR meta parameters).
At initialization, µ was set to 0 while σ was set to a very large value 10, in order to
simulate a uniform distribution. A solution called the elite is sampled from the PV. At
each generation (step) other candidate solutions are sampled from the PV according to
the mutation schemes adopted as described in Section 2.6.1, e.g. for DE/rand/1 three
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candidate solutions Xr1 , Xr2 and Xr3 are sampled. Without lost of generality, each
designed variable Xr1ris belonging to a candidate solution Xr1 , is obtained from the PV
as follows: For each dimension indexed by i, a truncated Gaussian probability density
function (PDF) with mean µris and standard deviation σris is assigned. The truncated
PDF is defined by equation (2.74). The CDF of the truncated PDF is obtained. A
random number randp0, 1q is sampled from a uniform distribution. Xr1ris is obtained
by applying the random number randp0, 1q generated to the inverse function of the
CDF. Since both the PDF and CDF are truncated or normalized within the range
r´1, 1s; the actual value of Xr1ris within the true decision space of [a, b] is obtain as
pXr1ris ` 1q pb´aq2 ` a. The mutant (provisional offspring) is now generated using the
mutation schemes. The offspring is evolved by performing a crossover operation between
the elite and the provisional offspring as described in Section 2.6.1. The fitness value of
the offspring is computed and compare with that of the elite. If the offspring outperform
the elite, it replaces the elite and declared the winner while the elite the loser; otherwise
the elite is maintained and declared the winner while the offspring the loser. In this
study, the fitness function is the MSE obtain using the test data. The weights and the
biases of the ANN and SVR parameters are initialized with the offspring and the MSE
is obtain, this is repeated using the elite. The one with the least MSE is the winner.
The PV is updated using Equations (2.75) and (2.76). Hence in cDE, instead of having
a population of individuals (candidates solutions) for every generation as in normal
DE, the population are represented by their probability distribution function (i.e. their
statistics), thus minimizing the computational complexity, amount of memory needed,
and the optimization time. cDE consist of only one candidate solution called the elite,
which is either maintained or replaced in the next generation subject to its fitness. The
psuedocode of cDE is as shown in Algorithm 2.7, Mininno et al. (2011b).

PDF pµris, σrisq “
e
´px´µrisq2

2σris2
b

2
π

σrisperfp µris`1
?
2σris

q ´ erfp µris´1
?
2σris

qq
(2.74)

µt`1ris “ µtris `
1

NP
pWinnerris ´ loserrisq (2.75)

σt`1ris “

d

pσtrisq2 ` δris2 `
1

NP
pWinnerris2 ´ loserris2q (2.76)

where δris2 “ pµtrisq2´pµt`1risq2 , t “ steps or generations, NP is a virtual population
and erf is the error function.

2.6.5 Comprehensive Learning Particle Swarm Optimization (CLPSO)

To compare with other algorithms, two algorithms which are not based on DE schemes
rather on swarm intelligence framework were considered. These two particle swarm op-
timization (PSO) variants are: the standard PSO with inertia weight, Shi and Eberhart
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Algorithm 2.7 Compact Differential Evolution Pseudocode
generation t=0

2: ** PV Initialization **
for i “ 1 to n do

4: Initialize µris “ 0
Initialize σris “ 10

6: end for
Generate the elite by means of PV

8: while buget condition do
** Mutation **

10: Generate 3 or more individuals according to the mutation schemes e.g. Xr1 , Xr2 and Xr3 by means of
PV
Compute the mutant V “ Xr1 ` F ¨ pXr2 ´Xr3 q

12: ** Crossover **
U “ V , where U “ offspring

14: for i “ 1 : N do
Generate rand(0,1)

16: if randp0, 1q ą Cr then
Uris “ eliteris

18: end if
end for

20: ** Elite Selcetion **
[ Winner Loser] “ competepU, eliteq

22: if U ““ Winner then
elite “ U

24: end if
** PV Update **

26: for i “ 1 : n do
µt`1ris “ µtris ` 1

NP
pWinnerris ´ loserrisq

28: σt`1ris “
a

pσtrisq2 ` δris2 ` γris2

Where: δris2 “ pµtrisq2 ´ pµt`1risq2

30: γris2 “ 1
NP
pWinnerris2 ´ loserris2q

end for
32: t “ t` 1

end while

(1998) and the CLPSO, Liang et al. (2006). PSO emulates the swarm behaviour of
which each member of the swarm adapts it search path by learning from its own expe-
rience and other members’ experiences. The velocity update of PSO and CLPSO are
giving by Equations (2.77) and (2.78) respectively while the particle update for both
PSO and CLPSO is given by Equation (2.79). In the inertia weighted PSO, each of
the particles learn from its local best pbest and the global best gbest for all dimension.
The parameters C1 and C2 are the acceleration constants that reflect the weighting of
the stochastic acceleration term that pull each particle toward pbest and gbest respec-
tively. The inertia weight w is used to facilitate both global and local search. Large w
facilitate global search while smaller values favoured local search. In this study w was
made to decrease exponentially as the generation progresses. This approach facilitate
global search within the early stage (generations) and then start to favour local search
as the budget (generation) comes to an end. In standard PSO, all particles learn from it
own pbest and gbest at all time and for all dimension. Constraining the social learning
aspect to only the gbest lead to premature convergence of the original PSO. Since all
particles in the swarm learn from the current gbest even if the gbest is very far from the
global optimum. Thus all the particles stand the risk of been attracted to gbest and
get trapped in a local optimum especially when solving complex multimodal problems
with numerous local optimums. To circumvent the problem of premature convergence
associated with the standard PSO, a CLPSO was proposed, Liang et al. (2006). In
CLPSO, instead of particles learning from its pbest and gbest for all dimensions, and
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for all generations, each element (dimension) of a particle can learn from any other
particle’s pbest including its own pbest. The decision on whether a particle’s dimension
should learn from it own pbest or other particles’ pbest depends on the probability Pc
called learning probability. Each particle has its own Pc. For every dimension d of a
particle i a random number in the range r0, 1s is generated, if this random number
is greater than Pci, the particular dimension will learn from its own pbest otherwise it
will learn from another particle’s pbest. To ensure that at least one of the dimension
of each particle learn from another particle’s pbest, if all dimensions happen to learn
from its own pbest, one dimension is pick at random and two other particles are pick at
random from the population, the selected dimension will learn from the corresponding
dimension of the particle with the best fitness (pbest). In this study, Pci is given by
Equation (2.80) base on a given empirical rule, Liang et al. (2006). The pseudocode of
CLPSO and initia PSO are shown in Algorithms 2.8 and 2.9 respectively.

V d
i ÐÝ wi ¨ V

d
i ` C1 ¨ rand1di ¨ ppbest

d
i ´X

d
i q

` C2 ¨ rand2di ¨ pgbest
d
i ´X

d
i q (2.77)

V d
i ÐÝ wiV

d
i ` c ¨ rand

d
i ¨

´

pbestdfipdq ´X
d
i

¯

(2.78)

Where pbestdfipdq is any particle’s pbest including particle i pbest. fi “ rfip1q, fip2q ¨ ¨ ¨ , fipDqs
defined which particles’ pbests the particle i should follow. D is particle dimension,
randdi is a normal distribution random number in the range r0 1s, each particle dimen-
sion d has its own randdi . X referred to particles’ positions (potential solutions) while
c is the acceleration pull.

Xd
i ÐÝ Xd

i ` V
d
i (2.79)

Pci “ 0.05` 0.45
e

10pi´1q
SS´1 ´ 1

pe10 ´ 1q
(2.80)

where SS is the swarm size (number of particles).
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Algorithm 2.8 Comprehensive Learning Particle Swarm Optimization Pseudocode
INITIALIZATION

2:
At generation G “ 0, initialized a swarm of size N (possible solutions or positions) Xi and velocities Vi of
D dimension uniformly over the decision space

4: Xi “ Xmin ` randp1, 0q ¨ pXmax ´Xminq, where i “ 1 ¨ ¨ ¨N
Vmax “ 0.3pXmax ´Xminq and Vmin “ ´Vmax

6: Vi “ Vmin ` randp1, 0q ¨ pVmax ´ Vminq,
Set these initial positions as pbest i.e. Xi “ pbesti and evaluate their fitness functions

8: Evaluate the fitness functions fppbestiq of the particles at G=0;
for i=1:N do

10: Evaluate fppbestiq for each particle position pbest
end for

12: Select the particle with the best fitness as global best gbest and global best fitness fpgbestq
flagi “ 0, set the refreshing gap m and the learning probabilities pc

14: for k=1:max _iteration do
wk “ wmax ´

pwmax´wminqpk´1q
max_iteration´1

16: for i “ 1 : N do
if flagi ě m then

18: flagi “ 0
end if

20:
VELOCITY UPDATE

22:
for d “ 1 : D do

24: if randp0, 1q ą pci then
V di “ wk ˚ V

d
i ` C ˚ rand

d
i ppbest

d
i ´X

d
i q

26: else
r “ randip1, Nq, y “ randip1, Nq select two particles r and y where r ‰ y ‰ i

28: if fppbestrq ă fppbestyq then
V di “ wk ˚ V

d
i ` C ˚ rand

d
i ppbest

d
r ´X

d
i q

30: else
V di “ wk ˚ V

d
i ` C ˚ rand

d
i ppbest

d
y ´X

d
i q

32: end if
end if

34: V di “ minpV dmax,maxpV
d
min, V

d
i qq, limit the velocity

end for
36: if All dimensions learned from its pbesti then

Select a particle z “ randip1, Nq, and dimension j “ randip1, Dq where z ‰ i

38: V ji “ wk ˚ V
j
i ` C ˚ rand

j
i ppbest

j
z ´X

j
i q

V ji “ minpV jmax,maxpV
j
min, V

j
i qq, limit the velocity

40: end if

42: POSITION UPDATE

44: Xi “ Vi `Xi

46: pbest AND gbest UPDATE

48: if All the dimensions of Xi are within the decision space i.e. Xi P rXmin, Xmaxs then
Compute fitness of Xi i.e. fpXiq

50: if fpXiq ă fppbestiq then
flagi “ 0

52: pbesti “ Xi
fppbestiq “ fpXiq

54: if fpXiq ă fpgbestiq then
gbesti “ Xi

56: fpgbestiq “ fpXiq
end if

58: else
flagi “ flagi ` 1

60: end if
end if

62: end for
end for

64:

55



Algorithm 2.9 General PSO Pseudocode with initial weight
INITIALIZATION

2:
At generation G “ 0, initialized a swarm of size N (possible solutions or positions) Xi and velocities Vi of
D dimension uniformly over the decision space

4: Xi “ Xmin ` randp1, 0q ¨ pXmax ´Xminq, where i “ 1 ¨ ¨ ¨N
Vmax “ 0.3pXmax ´Xminq and Vmin “ ´Vmax

6: Vi “ Vmin ` randp1, 0q ¨ pVmax ´ Vminq,
Set these initial positions as pbest i.e. Xi “ pbesti and evaluate their fitness functions

8: Evaluate the fitness functions fppbestiq of the particles at G=0;
for i=1:N do

10: Evaluate fppbestiq for each particle position pbest
end for

12: Select the particle with the best fitness as global best gbest and global best fitness fpgbestq
for k=1:max _iteration do

14: wk “ wmax ´
pwmax´wminqpk´1q
max_iteration´1

16: for i “ 1 : N do

18: VELOCITY AND POSITION UPDATE

20: for d “ 1 : D do
V di “ wk ˚ V

d
i ` C1 ˚ rand1di ppbest

d
i ´X

d
i q ` C2 ˚ rand2di pgbest

d
i ´X

d
i q

22: V di “ minpV dmax,maxpV
d
min, V

d
i qq, limit the velocity

Xd
i “ V di `X

d
i

24: Xd
i “ minpXd

max,maxpX
d
min, X

d
i qq, limit the position

end for
26:

pbest AND gbest UPDATE
28:

Compute fitness of Xi i.e. fpXiq
30: if fpXiq ă fppbestiq then

pbesti “ Xi
32: fppbestiq “ fpXiq

if fpXiq ă fpgbestiq then
34: gbesti “ Xi

fpgbestiq “ fpXiq
36: end if

end if
38: end for

end for

2.7 Selection of meta-parameters of SVR model

There are three meta-parameters or hyperparameters that determine the complexity,
generalization capability and accuracy of support vector machine regression model as
explained in Section 2.5.2, these are the C Parameter, ε and the kernel parameter γ,
Kecman (2001), Vladimir and MA (2002), Wenjian et al. (2003). Optimal selection of
these parameters is further complicated due to the fact that they are problem depen-
dent and the performance of the SVR model depends on all the three parameters. There
are many proposals how these parameters can be chosen. It has been suggested that
these parameters should be selected by users based on the users experience, expertise
and a priori knowledge of the problem, Cherkassky and Mulier (1998), Bernhard and
J. (2001), Vapnik (1999), Vapnik (1998). This leads to many repeated trial and error
attempts before getting the optimums if possible, and it limit the usage to only experts.
Another proposal state that C should be tuned through a very wide range of values
and the optimal performance assessed using cross validation techniques John and Cris-
tianini (2004), this is computationally expensive and poor time management. Another
proposal Davide and Simon (1999), suggested that C should be equal to the range of
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the training data. This seem intuitive, but it does not take into account possible ef-
fects of outliers resulting from noisy training data. James and Tsang (2003) and Smola
et al. (1998) proposed asymptotically optimal ε-value proportional to noise variance, in
agreement with general sources on SVM. One drawback of such proposals is that they
do not take into account the effect of training sample size on ε-value, i.e. the lager the
training sample size, the smaller the ε-value, Cherkassky and Ma (2004). In this study,
C and ε-value are obtain by adopting the empirical formula given by Equations (2.81)
and (2.82), Cherkassky and Ma (2004), for obtaining a rough estimate of ε-value and C
parameter respectively. After which the ε-value and C parameter are fine tune towards
the global optimum using differential and swarm intelligence optimization algorithms.
The entire SVM regression model is trained using the proposed hybrid ad-hoc nested
algorithm whose outer layer is metaheuristic optimization algorithms variants for sam-
pling the metaparameters (C, ε-value and γ) while the inner layer is convex optimization
algorithm for evolving the weights w and bias b of the SVM, Iliya et al. (2015a), Iliya
and Neri (2016).

C “ |µ| ` τcσ (2.81)

ε “ τεσ

c

log n

n
(2.82)

Where µ and σ are the mean and standard deviation of the training data respectively, n
is the number of training samples, the constants τc and τε are problem domain specific for
optimum C and ε parameters. In order to get the optimum or near optimum values of C
and ε, the following empirical rule was used: The minimum and maximum values for τc
and τε were set. These two limits were obtained after some manual tuning and repeated
trials. These values were used to obtain the minimum and maximum values of C and ε
thus forming a decision space. Particle swarm and differential evolutionary optimization
algorithm variants were used to evolve the optimum or near optimum values of C, ε
and γ within the decision (search) space. This approach constrains the search space,
to a manageable range leading to fast convergence instead of using very large search
space as earlier proposed, John and Cristianini (2004). This approach also captured
the effect of outliers resulting from training data which was not captured in any of the
proposals, Davide and Simon (1999). The parameters C and ε are multi-optimal and
suboptimal space variables Cherkassky and Ma (2004), i.e. for a given problem, there
exists more than one pair of C and ε with optimum or near optimum performance, and
many local optimums. Therefore varying τc and τε manually as suggested Cherkassky
and Ma (2004), may result into selection of C and ε at local optimum. To circumvent
this deficiency, population based randomization optimization algorithms with a high
probability of escaping local optimum were used to evolve C, ε and γ thus resulting
into optimum or near optimum values of C, ε and γ, Iliya et al. (2015a), Iliya and Neri
(2016).
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2.8 Summary

This chapter presents the various spectrum sensing techniques with their merits and
demerits. The background theory governing the prediction models and the optimization
algorithms used, were discussed and a brief description of the improvements made on
the existing algorithms. The next chapter presents spectrum occupancy survey using
energy detector. This aims at evaluating the degree of utilization of some channels with
the overall aim of identifying underutilised channels that can serve as potential channels
to be exploited for cognitive radio applications.
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Chapter 3

Spectrum Occupancy Survey

3.1 Introduction

The success of Cognitive Radio (CR) network is largely dependent on the overall world
knowledge of spectrum utilization in both time, frequency and spatial domains. This
research explored only two varying domains i.e. time and frequency while the spatial
domain is kept constant as the experiments were conducted in one geographical location
within the same altitude. The majority of current radio systems are not fully aware
of their radio spectrum environment and operate within a confirmed specific frequency
bands using dedicated static access systems. The current static spectrum allocation pol-
icy has resulted in most of the licensed spectra been grossly under utilized while some
spectrum are congested leading to low quality of service. The problem of spectrum
scarcity and under utilization, coupled with USA Federal Communication Commission
(FCC) Communication (2003), approval of some licensed spectrum to be exploited by
cognitive radios for efficient spectrum utilization, has motivated many researchers in dif-
ferent parts of the world to conduct spectrum occupancy survey, Bacchus et al. (2010),
Qaraqe et al. (2009), Contreras et al. (2011a), Mehdawi et al. (2013), Islam et al. (2008),
McHenry et al. (2006). There are two major reasons why spectrum occupancy survey is
vital to the implementation of cognitive radio network. The first reason for the survey
is to validate the fact that the current spectrum scarcity and underutilization are not
due to the fundamental lack of spectrum rather is the direct consequence of current
spectrum allocation policy. This will facilitate the implementation of a new paradigm
of wireless communication based on Dynamic Spectrum Access (DSA) which is the
bedrock of cognitive radio network. Secondly, the spectrum occupancy survey is aimed
at determining underutilized bands in both time, frequency and spatial domains that
can serve as potential candidate bands to be exploited by cognitive radios for efficient
spectrum utilization, provision of higher bandwidth services and minimising the need for
centralized spectrum management, OFCOM (2007). In addition to the aforementioned,
the spectrum data obtained from the survey can be used to extract patterns (trends) of
radio frequency (RF) transmission activities over a wide range of frequency, time and
geographical location which can be used to develop both supervised and unsupervised
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computational intelligence prediction models for future forecasting. The outcome of
the spectrum occupancy survey can be used for interference avoidance analysis, Datla
(2004). The importance of the spectrum occupancy survey cannot be over emphasized
as the information acquired during the survey can serve as a vital tool for implementing
efficient spectrum sharing and spectrum mobility algorithms, Wang (2009). The spec-
trum occupancy or utilization of some communication bands in Leicester UK, ranging
from 50MHz to 860MHz consisting of radio and TV broadcasting channels; and 868MHz
to 2.5GHz with emphases on ISM 868 band, GSM900 and GSM1800 bands and ISM
2.4GHz band are presented in this chapter. This study will add to the existing spectrum
occupancy survey campaigns conducted in other part of the world in order to facilitate
the implementation of cognitive radio network. The spectrum occupancy of the bands
within the studied location were modelled using computational intelligent techniques
based on Artificial Neural Network (ANN) and Support Vector Machine (SVM) frame-
work as discussed in Section 4.2. This will enable the CR to predictively exploit bands
that are more likely to be free at a particular time instant within a given geographical
location.

The rest of the chapter is organized as follows: A brief description of the services
within the bands considered are presented in Section 3.2 while the experimental set-up
and measurements conducted are detailed in Section 3.3. The approached adopted in
estimating the spectrum utilization of the bands is discussed in Section 3.4. The results
of the spectrum occupancy are presented in Section 3.5 while Section 3.6 gives a brief
summary of the findings.

3.2 Services within the bands considered

The spectrum occupancy survey conducted in this study covered a wide range of fre-
quencies ranging from 50 - 2500MHz. Some of the services within the bands considered
based on UK frequency allocation policy are as follows:

• 50 - 110 MHz: This band is used for fixed/land mobile communication, ama-
teur, aeronautical radio navigation, radio astronomy, broadcast, and FM sound
broadcasting providing both local and national VHF services.

• 110 - 250 MHz: This band is dedicated for used by meteorological satellite, Mobile
satellite, space research, space operation, armature satellite, aeronautical mobile,
land mobile, maritime mobile, astronomical mobile, broadcasting, radio location,
programme making and special events (PMSE).

• 250 - 470 MHz: The services here consist of Mobile satellite, space operation, space
research radio astronomy, aeronautical radio navigation, meteorological aids, Met
satellite, Radio navigation satellite, armature satellite, fix mobile and scanning
telemetry.
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• 470 - 600 MHz: The services in this band includes: Broadcasting, TV band IV,
land mobile, fixed mobile, and aeronautical radio navigation.

• 600 - 730 MHz: Services in this band include TV broadcast band V, and some
PMSE

• 730 - 860 MHz: Services within this band includes: TV Broadcasting, PMSE, fixed
mobile satellite, radiolocation, meteorological satellite, earth exploration services,
space research, and aeronautical radio navigation.

• 868 - 890 MHz: This constitutes the 868 MHz ISM band which is also used by
the government for radio-location and aeronautical radio-navigation.

• 890 - 960 MHz: This is used for fixed and land mobile communication, GSM 900
band services, and Radio location.

• 1700- 1880 MHZ: This is used for fixed and land mobile, GSM 900 band ser-
vices,meteorological satellite and radio astronomy.

• 2400- 2500 MHz: This band consist of the 2.4 GHz ISM band, also used for fixed
and mobile satellite communication, PMSE and radio location services.

3.3 Measurement Setup

The datasets used in this study were obtained by capturing real world RF signals using
universal software radio peripheral 1 (USRP 1) for a period of six months within three
years. The USRP are computer hosted software-defined radios with one motherboard
and interchangeable daughter board modules for various ranges of frequencies. The
USRP provides a flexible and powerful platform for testing and implementing software
radio systems. The daughter board modules serve as the RF front end. Two daugh-
ter boards, SBX and Tuner 4937 DI5 3X7901, having continuous frequency ranges of
400MHz to 4.4GHz and 50 MHz to 860 MHz respectively, were used in this research.
The daughter board perform analog operations such as up/down-conversion, filtering,
and other signal conditioning. Furthermore, the daughter board serve as a wideband in-
terface to the analog to digital converter (ADC) and digital to analog converter (DAC)
of the USRP. The motherboard perform the functions of clock generation and syn-
chronization, analog to digital conversion, digital to analog conversion, host processor
interface, and power control. It also decimate the signal to a lower sampling rate that
can easily be transmitted to the host computer through a high-speed USB cable where
the signal is processed by software. This survey is focused on the following frequen-
cies: 50 - 860 MHz, 868 - 960 MHz, 1.7 - 1.88 GHz and 2.4 - 2.5 GHz bands. The
TV channels bandwidth is 8 MHz while GSM 900, GSM 1800, and FM bands has a
channel bandwidth of 200 KHz, and ISM 868 have the least channels bandwidth of 25
KHz. The spectrum within the bands considered where divided into subchannels called
Physical Resource Block (PRB), each consisting of 300 KHz bandwidth. Without loss
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of generality, to capture the RF signal in a given band, the capturing was constrained
within one physical resource block at a time using a channel filter; this gives a high
frequency resolution at lower sampling rate that can easily be processed by the host
computer. But the higher the frequency resolution, the lower the temporal (time) reso-
lution. Another advantage of dividing the bands into small PRB is that the estimated
spectrum occupancy will be more accurate since the duty cycle of a band or channel
will be equal to the percentage of active PRBs within the band instead of generalising
it over the entire channel which is the common practice, Mehdawi et al. (2013), Islam
et al. (2008), McHenry et al. (2006). The fact that a channel is busy does not implies
that all the PRBs within the channel are active or utilized, hence segmenting the chan-
nels into small PRBs will give a more reliable real time information on how efficient
the channel is utilized. To ensure that no spectral information is lost, a sampling fre-
quency of 1 MHz is use and 512 samples are obtained for each sample time. This gives
a very high frequency resolution of 1.172 KHz since for every 300 KHz physical fre-
quency resource block, there are 256 frequency bins. Since the least channel bandwidth
considered in this survey is 25 KHz i.e. for ISM 868 MHz band, frequency resolution
of 1.172 KHz is very adequate to capture all the carriers spectral information within
the bands. The power was obtained using both the time and frequency domain data.
For the frequency domain, after passing the signal through the channel filter, the signal
was windowed using hamming window in order to reduce spectral leakage, Fang et al.
(2004), Podder et al. (2014). The stream of the data was converted to a vector and
decimated to a lower sampling rate that can easily be processed by the host computer
at run time. This is then converted to the frequency domain and the magnitudes of the
bins were passed to a probe sink. The choice of probe sink is essential because it can
only hold the current data and does not increase thereby preventing stack overflow or
segmentation fault from occurring. This allows Python to grab the data at run time for
further analysis. The interval of time between consecutive sample data was selected at
a random value between 5 seconds and 30 seconds. The choice of this range is based on
the assumption that for any TV programme, FM broadcast or GSM calls, will last for
not less than 5 to 30 seconds. In order to capture all possible trends, the time between
consecutive sample data is selected at random within the given range instead of using
regular intervals. The experimental setting is as shown in Figure 3.1. The RF power of
some of the bands captured during this survey are presented in Figures 3.2, 3.3 and 3.4.
The experiment was conducted indoor in the Centre for Computational Intelligence,
De Montfort University, Gateway House, Leicester, United Kingdom (GPS location:
latitude 52.6294720N, longitude 1.1380280W). The signal processing were implemented
using GNU-radio which is a combination of C++ for designing the signal processing
blocks, and Python for scripting.
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Figure 3.1: Experimental setting
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Figure 3.2: TV Band 570 to 670MHz Spectrum

The spectrum captured for three days from 31 May 2015 to 3 June 2015
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Figure 3.3: TV Band 470 to 570MHz Spectrum

The spectrum is captured within a period of one month i.e. from 27 Sep 2013 18:21 to
26 Oct 2013 06:42
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Figure 3.4: GSM 900 band

The GSM 900 band spectrum was captured continuously for sixteen days
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3.4 Spectrum Occupancy and Utilization Estimate

One of the major challenges of CR network implementation is real time spectrum sens-
ing, in which the CR senses the primary user (PU) occupancy status (RF activity)
Wyglinski et al. (2009). Based on the sensing results the channels are classified using
a binary classifier as busy or idle. There are many detection methods that has been
proposed, among these are: cooperative sensing, match filter detector, the energy de-
tector, cyclostationary features detector, eigenvalue detector, wavelet transform based
estimation and Multitaper spectrum estimation Subhedar and Birajdar (2011b). Of all
the proposed methods of spectrum sensing techniques, the energy detector is the only
blind method that does not require any a priory knowledge of the PU signal information,
hence it is the method used in this survey. The major challenge of energy detection is
the correct choice of threshold such that if the energy is above the threshold the channel
is considered busy otherwise it is idle (vacant). If the threshold is too low, there will be
high probability of false alarm (false positive) i.e. declaring a channel to be busy while
it is idle (free). This is safe to the PU but is a waste of communication opportunity
to the secondary user (SU) or CR leading to low spectrum utilization. On the other
hand, if the threshold is too high, weak PU signals will not be detected resulting to
high probability of miss detection (false negative) i.e. declaring a channel to be idled
while it is busy. This implies high interference to the PU and lost of communication or
(data) to the CR. Although the optimum choice of threshold is a current active research
area, there exist an empirical method recommended by International Telecommunica-
tion Union (ITU), Bureau (2002). The ITU recommended that the threshold should
be 10dB above the ambient noise. It has been proved experimental that a threshold of
10dB above the ambient noise will yield a very low probability of false alarm of about
0.0005% in must cases, Patil et al. (2011). The ambient noise is not flat even for the
same band, it changes with frequency, time and geographical location. Based on this
empirical recommendation, the optimum choice of the threshold hold depends on the
relative cost of false alarm and miss detection. In order to increase the accuracy of
the spectrum occupancy estimate; instead of setting a constant threshold over an entire
band as adopted by Mehdawi et al. (2013), Islam et al. (2008), McHenry et al. (2006),
each frequency resource block (300KHz) has its own threshold. Thus for this study, each
frequency bin has its own decision threshold. The ambient noise floors are obtained by
replacing the antenna with 50Ω smart antenna terminator as recommended by ITU,
and the average ambient noise for each resource block captured within a period of 15
hours were used as the noise floors. In this way the threshold Jpfq varies with frequency
since the noise floor %pfq is frequency dependent. To ensure that the threshold meet
up with the standard criteria set by ITU, the margin Mpfq was set at constant value
of 10dB taken into cognition the gain introduced in the codes that run the USRP. The
threshold is giving by Equation (3.1).

Jpfq “ %pfq `Mpfq (3.1)
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Where Jpfq is the threshold of a physical frequency resource block f , %pfq is the average
ambient noise power of the given resource block f whileMpfq is a constant margin whose
values depend on the desired probability of false alarm.

The metric for quantifying the channel or spectrum occupancy (utilization) level is
the duty cycle. The duty cycle is defined as the percentage of time the channel is busy.
This is the probability that the RF power of a given channel or physical resource block
is greater than a predefined threshold. If the i-th power measurement at frequency f
(physical frequency resource block) is Pipfq and the threshold is Jpfq, the instantaneous
spectrum occupancy rate Bipfq for frequency f at the i-th measurement is given by
Equation (3.2).

Bipfq “

#

1 if Pipfq ą Jpfq
0 otherwise

(3.2)

Where i is time index, 1 and 0 are binary status for busy and idle (vacant) respectively.
For this spectrum occupancy campaign, the threshold Jpfq is the threshold of resource
block f .

The instantaneous spectrum occupancy rate Bipfq can be modelled as a binary
hypothesis test problem with two possible hypothesesH0 andH1 for vacant (idle or free)
and busy states respectively as depicted in Equation (3.4) Arora and Mahajan (2014).
The null hypothesis is H0 while the alternate hypothesis is H1, these are assigned binary
states 0 and 1 respectively. The phenomenon can be explained further by considering
Equation (3.3). In the present of primary user (PU) transmitter signal xpnq, the received
signal ypnq will contain the amplified version of the PU signal hxpnq and the channel
noise wpnq while in the absent of licensed owner i.e. PU, the received signal ypnq contain
only noise wpnq. Hence the received signal strength is expected to be high when the
PU signal xpnq is present as compared to the signal strength when the PU is not active
(idle).

H0 : ypnq “ wpnq

H1 : ypnq “ hxpnq ` wpnq
(3.3)

where wpnq is the additive white Gaussian noise, xpnq is the PU signal at time n, h is
the channel gain, ypnq is the measured signal while H0 and H1 are the two hypothesis
for absent and present of PU respectively.

Bipfq “

#

H1 if Pipfq ą Jpfq
H0 otherwise

(3.4)

Where Bipfq is the instantaneous spectrum occupancy rate, i is time index, H1 and H0

are the two hypotheses for busy and idle (vacant) respectively. Jpfq is the threshold of
physical resource block f and Pipfq is the RF power of f .

The probability of detection and false alarm can be expressed in terms of these two
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hypotheses as:

Pdipfq “ PrtBipfq “ 1|H1u “ PrtPipfq ą Jpfq|H1u (3.5)

Pfipfq “ PrtBipfq “ 1|H0u “ PrtPipfq ą Jpfq|H0u (3.6)

where Pdipfq, Pfipfq and Pipfq are the probability of detection, probability of false
alarm and RF power respectively, of the i observation of resource block f . Jpfq is the
decision threshold. From Equations (3.5) and (3.6) it is obvious that the probability of
detection and false alarm depends only on the decision threshold Jpfq. The probability
of miss detection Pmipfq can be expressed using Equations (3.7) and (3.8).

Pmipfq “ 1´ Pdipfq (3.7)

Pmipfq “ PrtBipfq “ 0|H1u “ PrtPipfq ď Jpfq|H1u (3.8)

The channel or resource block duty cycle is the average of the instantaneous oc-
cupancy rate of the channel over the entire period of measurement (observation) as
depicted by Equation (3.9).

ψpfq “

n
ř

i“1
Bipfq

n
(3.9)

Where ψpfq is the duty cycle of channel or resource block f while n is the total number
of time slots the channel is sampled or observed. The duty cycle of the band spectrum is
the average of the duty cycles of the channels or resource blocks within the band as given
by Equation (3.10). This gives the estimate of the spectrum occupancy (utilization) of
the band. From the aforementioned, the maximum attainable duty cycle is 1, thus the
product of the duty cycle of a band and the frequency range of the band (bandwidth)
gives the estimate of utilization level of the band in Hz. The larger the value of the
duty cycle of a band, the higher the occupancy or utilization level of the band.

Φpbq “

N
ř

i“1
ψipfq

N
(3.10)

Where Φpbq is the duty cycle of band b and N is the total number of channels or physical
resource blocks whose power measurements were taken in the band.

3.5 Results of spectrum occupancy survey conducted

In order to capture as much as possible the trends of RF activities within the studied
location, the RF signals were captured at different interval of time within a period
of three years. The results of some of the spectrum occupancy survey conducted are
presented as follows:
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Spectrum Occupancy survey for three days

Table 3.1 gives the duty cycle of the bands captured for three days from 31 May to 3
June 2015 while Figures 3.5 to 3.12 depicts the utilization level (occupancy estimate)
of each of the channels within the bands. Band 50 to 110 MHz assigned to fixed/land
mobile, amateur, aeronautical radio navigation, radio astronomy, broadcast, and FM
services has a duty cycle of 3.38%. Only one channel (107.5MHz) within the FM
band is utilized apart from possible low power devices operating within the band as
shown in Figure 3.5. The band assigned to meteorological satellite, mobile satellite,
space research, aeronautical mobile, land mobile, maritime mobile, astronomical mobile,
broadcasting, Radio location, space operation, radio astronomy and meteorological aids
ranging from 110 to 470 MHz was divided into two bands 110 - 250 MHz and 250 -
470 MHz, each of these two bands was found to have an estimated duty cycle of 4.29%
and 3.46% respectively. Thus from 50-470 MHz, the average duty cycle is 3.71%, i.e.
the averaged occupancy is 15.582 MHz of the 420 MHz bandwidth. The TV band 470-
860 MHz within which there are other services such as aeronautical radio navigation,
programme making and special events (PMSE) applications and mobile communication;
was divided into three bands i.e. 470-600 MHz, 600-730 MHz and 730-860 MHz. Band
470-600 MHz with a duty cycle of 29.52% is much more utilized than the other two TV
bands, Figure 3.8. Band 600-730 MHz is grossly underutilized with an estimated duty
cycle of 2.55% while that of band 730-860 MHz is 15.02% as shown in Figure 3.9 and
Figure 3.10 respectively. The average occupancy estimate of band 470 - 860 MHz is
15.70% which is equivalent to 61.23 MHz of the total bandwidth 390 MHz. GSM 1800
band appear to be much more utilized than GSM 900 band as shown in Figure 3.12
and 3.11. GSM 1800 band has the highest duty cycle of 51.57% followed by GSM
900 band with 40.85%. The duty cycle of GSM 900 and GSM 1800 bands shown in
subplot 3 of Figure 3.11 and Figure 3.12 exhibit a different trend with no frequency
resource block having a duty cycle of zero, contrary to those of Figures 3.5 to 3.10
where there are many frequency resource blocks (spectrum) with zero duty cycle for
the whole period of measurements (observations). Within the studied location, the
ISM 2.4 GHz band has a higher spectrum occupancy with a duty cycle of 18.55%
than ISM 868 MHz which has a duty cycle of 14.71%. The summary of the spectrum
occupancy results presented in Table 3.1 is graphically depicted in Figure 3.13. From
Figure 3.13 the overage occupancy estimate of the bands considered within 50 - 2500
MHz is 18.34%. This implies that out of the 1182 MHz total bandwidth considered, the
overage spectrum often in used is 216.78 MHz which is grossly inefficient. In addition to
this, from the spectrum occupancy survey results presented in Table 3.1 and Figures 3.5
to 3.12, it is obvious that based on the International Telecommunication Union (ITU)
recommended standard, some bands are grossly underutilized. This calls for a new
paradigm of spectrum access for efficient spectrum utilization. This survey confirmed
the fact that the current spectrum scarcity is not the fundamental lack of spectrum,
rather is the direct consequence of static spectrum allocation policy.
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Figure 3.5: Duty cycle and spectrogram of 50 to 110 MHz band

Figure 3.6: Duty cycle and spectrogram of Band 110 to 250 MHz
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Figure 3.7: Duty cycle and spectrogram of Band 250 to 470 MHz

Table 3.1: Summary of spectrum occupancy at 10dB above ambient noise

Band (MHz) Services Average Duty Average Occupied
Cycle % Spectrum (MHz)

50-110 Fixed/Land mobile, Amateur,Aeronautical radio navigation, 3.40 2.040
Radio astronomy,broadcast, FM

110-250 Meteorological satellite, Mobile satellite, space research 4.60 6.44
Aeronautical mobile, Land mobile, Maritime mobile
Astronomical mobile, Broadcasting, Radio location

250-470 Mobile satellite, Space operation. radio astronomy 3.55 7.81
Aeronautical radio navigation, Meteorological aids/Satellite

470-600 Broadcasting, TV band IV, Aeronautical radio navigation 28.54 37.102
600-730 TV Broadcast band V, Some PMSE 2.55 3.315
730-860 TV Broadcasting, PMSE, Mobile 15.06 19.578
868-890 IMS 868 14.71 3.236
890-960 GSM 900 band 40.85 28.595
1700-1880 GSM 1800 band 51.57 92.826
2400-2500 ISM 2.4GHz band 18.55 18.550

3.5.1 Results of spectrum occupancy survey for sixteen days

The results of spectrum occupancy survey conducted for a period of sixteen days for
bands ranging from 50 MHz to 860 MHz are presented in this section. The RF signals
were captured from 23 December, 2015 18:57 to 08 January, 2016 18:56 using USRP1.
The ambient noise of each frequency resource block is obtained by replacing the antenna
with 50Ω smart antenna terminator and the average of the spectrum captured for 15
hours is used as the noise floor. The threshold is set by adding a constant 10dB margin to
the noise floor of each frequency resource block in accordance with ITU recommendation.
From the results presented in Table 3.2, the occupancy level of band 50-860 MHz is low.
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Figure 3.8: Duty cycle and spectrogram of TV Band 470 to 600 MHz

Figure 3.9: Duty cycle and spectrogram of TV Band 600 to 730 MHz
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Figure 3.10: Duty cycle and spectrogram TV band 730 to 860MHz

Figure 3.11: Duty cycle and spectrogram of GSM 900 band
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Figure 3.12: Duty cycle and spectrogram of GSM 1800 band

In order to estimate the effect of threshold on the spectrum occupancy, the constant
noise margins are set at 5, 7 and 10dB. In both cases the results obtained are highly
correlated with the results presented in Table 3.1. The results obtained reveals the
significant of the threshold on the spectrum occupancy estimate. Small changes in the
threshold has significant impact on the decision outcome of energy detector as shown
in Table 3.2. Thus the overall accuracy of energy detector is dependent on the correct
choice of the decision threshold.

Comparing the results presented in Figures 3.14, 3.15 and 3.16 which were captured
for 16 days from 23 December, 2015 at 18:57 to 08 January, 2016 at 18:56, with the
respective bands in Figures 3.5, 3.9 and 3.10 captured for three days from 31 May to 3
June 2015, is obvious that the services allocated to bands ranging from 50 MHz to 860
MHz, seem to have a regular repetitive pattern of transmission; and are confirmed to
certain frequencies which is evidenced by the occurrences of the peaks and local peaks
of the average power, spectrogram and duty cycles at certain frequencies. The services
within this bands seem to operate a routine schedule that make use of certain frequencies
continuously while others are completely left idle. This is an important finding as the
idle channels can easily be identified for spectrum hole access.
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Figure 3.13: Duty cycle at 10 dB above ambient noise

3.5.2 Decision threshold chosen to satisfy a predefined probability of
false alarm

Another way of choosing the decision metric is to set the threshold to satisfy a given
probability of false alarm, Contreras et al. (2011b). This is achieved by setting the
decision threshold in such a way that a certain percentage of the ambient noise power
samples are above the threshold. This can be illustrated by Equation (3.13) as follows:
In order to obtain the ambient noise power ϕpfq that satisfied a given probability of false
alarm Pf , the RF power of the noise samples wf of physical resource block (channel) f
are ranked in descending order starting from the maximum. The position index I of the
noise sample that will satisfy the probability of false alarm is given by Equation (3.11)
while the actual noise power is given by Equation (3.12). Where N is the total number
of ambient noise power samples and ceiling is an operator that returns the least integer
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Figure 3.14: Duty cycle and spectrogram of Band 50 to 110 MHz at various noise
margins for 16 days

Figure 3.15: Duty cycle and spectrogram of Band 600 to 730 MHz at various noise
margins for 16 days
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Figure 3.16: Duty cycle and spectrogram of Band 730 to 860 MHz at various noise
margins for 16 days

Table 3.2: Summary of sixteen days Spectrum Occupancy

Band (MHz) Services Average Duty Cycle (%) at three margins Above Ambient Noise
Margin 5 dB margin 7 dB margin 10 dB

50-110 Fixed/Land mobile, Amateur, 27.80 7.64 2.80
Aeronautical radio navigation,
Radio astronomy,broadcast, FM

110-250 Meteorological satellite, 36.11 11.23 4.56
Mobile satellite, space research
Aeronautical mobile, Land mobile,
Maritime mobile,Astronomical mobile,
Broadcasting, Radio location

250-470 Mobile satellite, Space operation, 35.18 21.93 10.15
radio astronomy,
Aeronautical radio navigation,
Meteorological aids/Satellite

600-730 TV Broadcast band V, Some PMSE 2.10 1.53 0.84
730-860 TV Broadcasting, PMSE, Mobile 14.41 11.35 4.81

not less than the argument Pf ˚N .

I “ ceilingpPf ˚Nq (3.11)

ϕpfq “ wf pIq (3.12)

Jpfq “ ϕpfq `Mpfq (3.13)

Where Jpfq is the threshold of a physical resource block f , ϕpfq is the ambient noise
power of frequency resource block (bin) f that satisfied the given probability of false
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alarm while Mpfq is a constant margin whose values depend on the overall desired
probability of false alarm for a given resource block f . For this study, ϕpfq was chosen
such that only 1.5% of the ambient noise samples measured for a period of 15 hours
are above it. This gives a probability of false alarm of 0.015. The spectrum occupancy
estimated using this approach is likely to be more reliable than using the average of
the ambient noise as depicted in Section 3.4 and Equation (3.1), especially when the
ambient noise variance is high. If the average of the ambient noise is used, and adding
the constant noise margin Mpfq to obtain the decision threshold, the threshold can
fall within the noise range for small Mpfq with a consequent increase in false alarm
probability. In this second approach with only 1.5% of the noise samples above ϕpfq;
when the constant noise margin Mpfq is added, the overall probability of false alarm is
likely not to exceed 0.015. The extend to which the probability of false alarm will fall
below 0.015 depend on the magnitude of Mpfq. The constant noise margin Mpfq was
set at 5, 7 and 10 dB, and the results is as shown in Figure 3.17. From Figure 3.17, with
ϕpfq chosen to satisfy 0.015 probability of false alarm at constant noise margins of 5, 7,
and 10dB, the average occupancy estimate are 31.52%, 20.86% and 11.70% respectively.
These results also depict low level of spectrum utilization just as the ones shown in
Tables 3.1 and 3.2 which further unveiled the fact that the current static spectrum
allocation policy is an inefficient way of spectrum management. This is because most
of the licensed spectrum are underutilised, and by law they are exclusively reserved for
use only by the license owners. Secondary users should therefore be allowed to use the
free licensed spectrum via CR paradigm for efficient spectrum utilization.
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Figure 3.17: Duty cycle at different noise margins and ambient noise of 0.015 probability
of false alarm

3.6 Summary of the spectrum occupancy survey

The spectrum occupancy survey presented in this chapter aimed at detecting under-
utilized bands that can serve as potential candidate bands to be exploited by cognitive
radios (CR). This research demonstrates that bands 50 - 470 MHz are grossly under-
utilized with an average occupancy of 3.71%. The duty cycle of band 470 - 860 MHz
is 15.70%. GSM 900 and GSM 1800 bands are heavily utilized as compared with other
bands examined in this thesis. Based on the findings of the studied location, bands 50 -
860 MHz are potential candidate bands for CR application. As the RF signals are now
captured, and the trends of the RF power distribution of the channels, along with their
estimated occupancy rate are graphically displayed and studied, the next chapter will
present the modelling of RF power and spectrum hole prediction models for efficient
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spectrum utilization.
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Chapter 4

Spectrum Holes and RF Power
Prediction Models

4.1 Introduction

Optimized Artificial Neural Network (ANN) and Support Vector Regression (SVR)
models are designed for prediction of real world Radio Frequency (RF) power within
the GSM 900, Very High Frequency (VHF) and Ultra High Frequency (UHF) FM and
TV bands. The general theory of the prediction models was discussed in Section 2.5.
The training and validation dataset are captured using a Universal Software Radio Pe-
ripheral (USRP) as explained in Section 3.3. The rest of the chapter is organised as
follows: The prediction models specifications and the topologies used in this research are
presented in Section 4.2, with Section 4.2.2 and Section 4.2.3 focusing on ANN and SVR
models respectively. In order to determine how many past RF power samples should be
fed back as part of the inputs of the prediction models, a sensitivity analysis presented
in Section 4.3 was conducted. As a means of improving the accuracy and generalization
of the prediction model, a combined prediction model consisting of different prediction
models was developed. More importantly, a novel benchmark for obtaining the weights
of the combined prediction model is proposed as discussed in Section 4.4. The predic-
tion results are presented in Section 4.5 while Section 4.5.3 gives the summary of the
prediction results.

4.2 Artificial Neural Network (ANN) and Support Vector
Machine (SVM) RF Power Prediction Models

RF power prediction models were developed using ANN and SVM. In order to deter-
mine the basic parameters that should serve as the input of the prediction models, the
results of some spectrum occupancy experiments conducted by other researchers using
energy detector were considered and reviewed. One interesting observation reveals that
there are seasonal (e.g. Christmas, new year, holiday period, etc), weekly ( e.g. week-
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days and weekends) and daily trends associated with spectrum occupancy statistics,
Bacchus et al. (2010). A comprehensive wide band spectrum occupancy campaign was
conducted Qaraqe et al. (2009), where spectrum measurement were taken in four differ-
ent places simultaneously for frequency band 700MHz - 3GHz reveals that the spectrum
occupancy and utilization varies with time, frequency and spatial domain (geographi-
cal location). This work shows that spectrum occupancy is strongly dependent on the
geographical location. Another study conducted with reference to TV band shows that
the spectrum occupancy within the same geographical location conducted at the same
time is not only dependent on the location but it also depends on whether the measure-
ments were taken indoor or outdoor, Contreras et al. (2011a). This study shows that
there is more spectrum occupancy outdoor than indoor. From the same study, it was
found that there is a clear difference between the day time and night time spectrum
occupancy estimates within the investigated TV band. In addition to the aforemen-
tioned, spectrum occupancy also depend on the altitude or the height above the sea
level where the measurements are taken. Thus even if the measurements were taken
at the same geographical location within the same time frame and frequencies, but at
different heights, the spectrum occupancy will not be the same. In order to have a
robust prediction models with reduced dimensionality of input vector, the inputs of the
proposed RF power prediction model consists of time, frequency, longitude, latitude,
height and some past recent (feedback) RF power samples as detailed in Sections 4.2.2
and 4.2.3. Sensitivity analysis discussed in Section 4.3 was used for determination of
the optimum number of past recent RF power samples to be used as part of the input
of the ANN and SVM for prediction of current RF power.

4.2.1 Performance index

Once the types of prediction models to be used are chosen, and the corresponding inputs
and outputs of the models are identified, there is need for correct choice of performance
metric that will be used to estimate how well the prediction models are able to solve, and
capture the trends associated with the problem. There are many indexes or empirical
risk functions (error measurements) that can be used to evaluate the performance of a
prediction model, each with it merits and demerits. The correct choice of performance
index plays a crucial role in selecting the most accurate and generalised model. These
performance metrics include:

• Mean Absolute Error (MAE)

This error index has the same unit as the data. As the errors are not squared,
it is not sensitive to outliers as compared to mean square error (MSE). It is
similar to root mean square error (RMSE) but slightly smaller in magnitude.
This metric is used to quantify the forecasting error in terms of the measured
unit, Equation (4.1).

MAE “
1

N

N
ÿ

t“1

|Pt ´ P̂t| (4.1)
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Where N is the number of observations (RF power samples), t is a time index in
the range t “ 1, ¨ ¨ ¨ , N while Pt and P̂t are the actual and predicted RF power at
time t.

• Mean Absolute Percentage Error (MAPE)

This error metric is expressed in percentage hence it is dimensionless and is in-
dependent of the scale or unit of the data. It can easily be understood even by
non expert and can be used to compare models with different output data unit
(scale). It can also be used where the scale (unit) of the time series data changes
with time but it can not be used where the time series data can take zero. Also
MAPE does not make sense when the time series data is negative. Since MAPE
is relative to the actual value, the result can be miss leading (i.e. very large) if
the actual data is very small or near zero, Equation (4.2).

MAPE “
100

N

N
ÿ

t“1

|
Pt ´ P̂t
Pt

| (4.2)

• Mean Square Error (MSE)

MSE is highly sensitive to outliers as the error is squared, Equation (4.3). This
metric is expressed as the square of the actual unit which gives disproportionate
weight to a very large error while errors with magnitude less than one are made
much more smaller. If the true risk of error is proportional to the square of the
error, then MSE is a good choice for model evaluation. For this study, since the
measured RF power is in Decibel (dB) which can be any real number including zero
and negative numbers, MAPE cannot be used. In order to have prediction models
with good performance in the events of outliers, the MSE is used to evaluate the
performance of the prediction models implemented in this research.

MSE “
1

N

N
ÿ

t“1

pPt ´ P̂tq
2 (4.3)

• Root Mean Square Error (RMSE)

RMSE is the square root of MSE, Equation (4.4) and is expressed in the same unit
as the measured variable. It is less sensitive to errors due to outlier data points
as compare with MSE. The RMSE is a good metric for model selection where the
risk resulting from the error is proportional to the error. This has been used for
comparing time series forecasting models, Almaraashi et al. (2010).

RMSE “
?
MSE “

g

f

f

e

1

N

N
ÿ

t“1

pPt ´ P̂tq2 (4.4)
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4.2.2 Artificial Neural Network

The Artificial Neural Network (ANN) is trained using differential evolutionary and
particle swarm algorithms variants after which the weights are further fine tuned using
backpropagation algorithm (BPA). The training objective function is the minimization
of the mean square error (MSE) i.e. the synaptic weights and biases were updated every
epoch to minimize the MSE. A supervised batch training method was used with 60% of
the data used for training the ANN, 20% for validation and 20% for testing the trained
ANN. A large proportion of the data (60%) was used for training in order to build a
robust network capable of capturing all possible scenarios or trends associated with the
RF power traffic of the studied location. The inputs of the ANN consist of four past
recent RF power samples, channel identifier, and time domain data of varying rates of
change i.e. second, minute, hour, week day (1 to 7), date day (1 to at most 31), week
in a month (1 to 5), and month (1-12) while the output gives the RF power in Decibels
(dB). Each input of the time domain, enables the ANN to keep track with the trend
of RF power variation as a function of that particular input. The current RF power is
modelled as a nonlinear function of recent past RF power samples, location and current
time, thus forming a nonlinear time series model. Splitting the time domain input data
into time segments of various rate of change increases the input dimension and training
time, but it was experimentally verified to result in a model that is more generalized
than when trained with the time domain data fed as a single stream through one input.
The number of past samples to be used (in this study 4) for reliable prediction and
efficient memory management was obtained experimentally as detailed in Section 4.3.
The actual past RF power samples fed at the input of the ANN, coupled with the
long time training information captured via the time domain inputs, results in a robust
ANN model that adapt well to the present trend of RF power variation. In this study,
three ANN models were designed. The first model is shown in Figure 4.1; it consists of
only one output neuron and is dedicated for RF power prediction of only one channel
which implies that each channel will have its own dedicated ANN. To circumvent this
problem, two other models are designed for RF power prediction in multiple channels.
The second model depicted in Figure 4.2 is used for prediction of RF power in many
channels (for this study is 20 channels) but one at a time. This model has only one
output neuron, but in addition to the time, and past RF power samples inputs, it has
another input representing the channels. The output neurons of the third (parallel)
model is equal to the number of channels to be considered, Figure 4.3. The parallel
model is used for simultaneous prediction of RF power in multiple channels given the
current time instant and past RF power samples as inputs. For the parallel model, if 4
recent past samples of each of the channels were used as distinct feedback inputs, there
will be a total of 4ˆN feedback inputs; where N is the number of channels, Figure 4.3;
and the training will be computationally expensive. These large feedback inputs ware
reduced to 4 by using their average.

The data used in this study were obtained by capturing real world RF signals as
discussed in Section 3.3. In all the models, no RF power related parameters such as
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signal to noise ratio (SNR), bandwidth, and modulation or signal type, etc, are used as
the input of the ANN. Thus making the models robust for cognitive radio application
where the CR has no prior knowledge of these RF power related parameters. Four
ANN topologies were considered: feed forward (FF), feed forward with output feedback
(FFB), cascaded feed forward (CFF) and layered recurrent (LR) ANN.

The accuracy and level of generalization of an ANN depends largely on the initial
weights and biases, learning rate, activation functions, momentum constant, training
data and also the network topology. In this research, since the backpropagation al-
gorithm (BPA) is used as a local searcher, the learning rate and the momentum were
kept low at constant values of 0.01 and 0.008 respectively while the initial weights
and biases were evolved using differential evolutionary and particle swarm algorithm
variants. The first generation initial weights and biases were randomly generated and
constrained within the decision space of -2 to 2 using a toroidal bound as described in
Section 2.6.3. The decision space (-2 to 2) is obtained experimentally after a series of
manually turning. After 500 generations, the ANN weights and biases were initialized
using the global best i.e. the most fittest solution (candidate with the least MSE obtain
using test data) and then train further using backpropagation algorithm (BPA) to fine
tune the weights toward the global optimum as detailed in the training Section 4.3.1.
Thus producing the final optimized ANN model. The activation function fpzq used for
the hidden layers is as shown in Equation (4.6) while the output activation function is
depicted by Equation (4.7).

z “

q
ÿ

i“1

wixi ` b (4.5)

fpzq “
1´ e´z

1` e´z
(4.6)

fpzq “ K ¨ z (4.7)

Where z is the activation, x is a multivariate q dimensional input vector, w are the
weights, b is the bias, fpzq is the activation function and K is the gradient, as discussed
in Section 2.5.1.

4.2.3 Support vector machine

The general theory of SVM regression model has been presented in Section 2.5.2. In
this study five SVM regression models are designed using five kernel functions i.e. the
Radial Basis Function (RBF), Gaussian Radial Basis Function (GRBF), Exponential
Radial Basis Function (ERBF) kernel, Linear Kernel (LK) and Polynomial kernel (PK)
given by Equations (4.8), (4.9), (4.10), (4.11) and (4.12) respectively, Haykin (2008).

• Radial basis function kernel:

Kpx, xiq “ ep´γ‖x´xi‖
2
q (4.8)
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Figure 4.1: Dedicated ANN model for one channel

Figure 4.2: Multiple channels, single output ANN model

Where n is a time index, Powerpn´ 1q, Powerpn´ 2q, ¨ ¨ ¨ , Powerpn´ pq are the past
p RF power samples while Powerpnq is the current predicted RF power.

• Gaussian kernel:
Kpx, xiq “ ep´

‖x´xi‖
2

2σ2
q (4.9)

• Exponential kernel:
Kpx, xiq “ ep´

‖x´xi‖
2σ2

q (4.10)

• Linear kernel:
Kpx, xiq “ xTxi ` c (4.11)

• Polynomial kernel:
Kpx, xiq “ pαx

Txi ` cq
d (4.12)
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Figure 4.3: Multiple channels, parallel outputs ANN model

Where n is a time index, Powerpn´ 1q, Powerpn´ 2q, ¨ ¨ ¨ , Powerpn´ pq are the past
p RF power samples while Powerpnq is the current predicted RF power.

The empirical risk Remppwq to be minimised in SVM regression model is given by:

Remppwq “
1

n

n
ÿ

i“1

Lεpyi, fpxi, wqq (4.13)

Support vector regression model is formulated as the minimization of the following
objective functions, Haykin (2008):

minimise
1

2
‖W‖2 ` C

n
ÿ

i“1

pξi ` ξi
˚q (4.14)

subject to

$

’

&

’

%

yi ´ fpxi, wq ´ b ď ε` ξi
˚

fpxi, wq ` b´ yi ď ε` ξi

ξi, ξi
˚ ě 0, i “ 1, ¨ ¨ ¨ , n

(4.15)

Where all the parameters retain their meaning as explained in Section 2.5.2. The novel
approach for obtaining the metatparameters of the SVM regression model is detailled
in Section 2.7.

Two SVR models were implemented for each kernel, one of the models depicted in
Figure 4.4 is dedicated for prediction of RF power of only one channel or resource block
which implies that each channel will have its own model; the second model shown in
Figure 4.5 has an additional channel input which is designed for prediction of RF power
in many channels but one at a time. When the SVR was trained with the time domain
input data splitted into time segments of varying rate of change (second, minute, hour,
date day, day, week, month) just as the ANN as shown in Figures 4.1 and 4.2, the
evolved SVR model performance was poor (fail to generalize), this may due to large
evolved support vectors as a results of increased input vector dimension. When the
time domain input data was fed to the SVR as a single stream of data, the SVR model
performance increases significantly. Hence the SVR models implemented has only one
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input for time while the time inputs of the ANN were split as shown in Figures 4.1 to
4.3.

Figure 4.4: Dedicated SVM model for one channel

Figure 4.5: Multiple channels, single output SVM model

Where n is a time index, Powerpn´ 1q, Powerpn´ 2q, ¨ ¨ ¨ , Powerpn´ pq are the past
p RF power samples while Powerpnq is the current predicted RF power.

4.3 Delayed Inputs Sensitivity Analysis

In order to examine how many numbers of past RF power samples are needed as feedback
inputs for reliable prediction, and to have a model with reduced dimensionality of input
vector, sensitivity analysis was conducted with reference to the inputs of the ANN and
SVR models. One way of evaluating the importance (significance) of an input in ANN
is to measure the Change Of MSE (COM) when the input is deleted or added to the
neural network or SVM, Sung (1998). In this study, the COM method is adopted with
the time domain inputs unaltered, and the actual past RF power are added to the
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input one after the other starting from the most recent one. The sensitivity analysis of
the ANN input was conducted as follows: the ANN is first trained with i delay inputs
(past RF power samples) and the MSE MSEi is evaluated. The network is retrained
with i ` 1 delayed inputs, and the new MSE MSEi`1 is obtained. The change in the
MSE, δmse “ MSEi`1 ´MSEi is computed as a means of evaluating the importance
of the i` 1 delay input, for i “ r0 ¨ ¨ ¨ ps, where p is the total number of past RF power
samples used. Note, δmse is not computed relative to the MSE obtained when all the p
delayed inputs are used as in normal COM method, due to the fact that the required
number of delay inputs p for achieving a given performance index is not known at the
start of the experiment; in this case p is obtained by setting a constrain on δmse. The
importance of the inputs are ranked base on the one whose addition causes the largest
decrease in MSE as the most important since they are most relevant to the construction
of a network with the smallest MSE. In order to justify the importance or ranking of
the inputs statistically, for every ith inputs delay, the ANN is trained 20 times, each
time with a randomly generated initial weights and biases, the average of the 20 MSEi

is used. The ranking using the normalized values of change in average MSE δmse as
delayed inputs were added is as shown in Figure 4.7. The graph of the average MSE
against number of delayed inputs is as depicted in Figure 4.6. From Figure 4.6 and
Figure 4.7, it is obvious that when the number of delay inputs is greater than 7, the
change in MSE δmse, is very small and insignificant. Instead of using 7 past RF power
samples as part of the input of the ANN; to further reduce the dimension of the input
vector, the percentage of positive change (decrease) in MSE was computed, the result
shows that the first four most recent RF power samples account for 94.68% of the total
decrease in MSE resulting from all the past RF power samples used. Thus in this study,
4 past recent RF power samples are used as part of the ANN inputs for current RF
power prediction. To avoid over-fitting, the results depicted in Figure 4.6 and Figure 4.7
were obtained using the test data, and the fact that the MSE decreases with increase in
delay inputs shows that there is a high probability that the ANN may not suffer from
over-fitting up to the 14th delay input considered in this study.

When the sensitivity analysis was carried out using SVR model for four kernel
as depicted in Figure 4.8, it is interesting to observe that after the 4th delay input,
the positive change (decrease) in the average MSE for the four kernels investigated is
approximately zero up to the 10th and 14th delay inputs for RBF kernel, and the other
three kernels (Gaussian RBF, exponential RBF, linear kernel) respectively. The MSE of
the RBF kernel does not maintain a regular pattern after the 10th delayed input while
the other three remains fairly constant from the 4th up to the 14th delayed input. Hence
a fair choice for the number of past RF power samples to be fed as input to the SVR
model for these four kernels should range from four to ten. To minimise the chance of
having an over-fit model and to have a model with reduced input dimension, four most
recent past RF power samples are used as part of the input of the SVR model. From
the results of the sensitivity analysis conducted using both the ANN and SVR model,
it seem that the first four most recent past RF power samples bears strong correlation
to the models prediction accuracy. For this study, in addition to the time domain and
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channel inputs, four most recent past RF power samples are used as part of the input
to the ANN and SVR models.
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Figure 4.6: ANN sensitive analysis curve as a function of past RF power samples used
as inputs
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Figure 4.7: ANN past RF power sensitivity ranking

4.3.1 Training of ANN and SVM

One of the desirable features of back propagation algorithms (BPA) is it simplicity,
but it often converges slowly and lacks optimality as it can easily be trapped in a local
optimum leading to premature convergence. Many approaches has been adopted to solve
the problem of premature convergent associated with BPA such as the introduction of

91



0 2 4 6 8 10 12 14
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Number of Delay

A
ve

ra
g

e 
M

S
E

 

 

RBF Kernel
Gaussian RBF Kernel
Exponential RBF Kernel
Linear Kernel

Figure 4.8: SVR sensitive analysis curve as a function of past RF power samples used
as inputs.

a momentum constant, varying of the learning rate and retraining of the network with
new initial weights. To circumvent the problem of premature convergence, and to
have a robust ANN that is well generalized, the global search advantages of population
based randomization optimization algorithms and the local search capability of single
solution BPA were combined to evolve the weights and biases of the ANN. The initial
weights were evolved using differential evolution (DE) and particle swarm optimization
(PSO) variants detailed in Section 2.6 and finally fine tuned using BPA towards the
global optimum. The objective function in this study is the minimization of the MSE
computed using the test data. For the DE, after every generation G, and for each
candidate solution i, the offspring Ui,G and its parent Xi,G are used to set the weights
and biases of the ANN and the MSE of the ANN models are computed. The use of the
test data for computation of the fitness function (MSE) does not only result in a more
accurate network but also a more robust and generalized ANNmodel. A greedy selection
schemes is used in which if the MSE of the offspring is less than that of its parent, the
offspring will replace its parent in the next generation otherwise the parent will be
allowed to seed the next generation. While for the PSO, if a particle outperform its
local best, the local best will be replaced. At the end of the generation, the most fittest
individual (global best) i.e. the candidate with the least MSE among the final evolved
solutions is used to initialize the weights and biases of the ANN which is further trained
using back propagation algorithm in order to produce the final optimized ANN model.
The fine tuning of the ANN weights using BPA was constrained within a maximum of
50 epoch and 6 validation fails, i.e. the training stop if any of these constrain thresholds
is satisfied or the MSE is within the acceptable set range. The training or estimation
data were the only known data sources used in training the ANN. The test dataset was
unknown to the network i.e. they are not used in training the network rather are used
in testing the trained ANN as a measure of the generalization performance of the ANN
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model.

In contrast to the training of the ANN using BPA, the training of SVM is optimal
with the optimality rooted in convex optimization. This desired feature of SVM is
obtained at the cost of increased computational complexity. The fact that the training
of SVM is optimal does not imply that the evolved machine will be well generalized or
have a good performance. The optimality here is based on the chosen meta-parameters
( i.e. C parameter, ε and the kernel parameter γ), the type of kernel function used and
the training data. The SVM is trained using a hybrid ad-hoc nested algorithm whose
outer layer consists of different variants of population based and compact metaheuristic
optimization algorithms for sampling the SVM meta-parameters (C parameter, ε and
the kernel parameter γ), while the inner layer is a convex optimization algorithm for
evolving the weights and bias of the SVM. The decision (search) space of the meta-
parameters are obtained using the improved approach presented in Section 2.7. At
each generation, the meta-parameters are set using each candidate solution, and the
corresponding weights and biases are computed using convex optimization algorithms.
In order to estimate how the SVM will generalize to an independent dataset (test data),
two fold cross validation commonly known as holdout method is used. This has the
advantage of having both large training and validation datasets, and each data point
is used for both training and validation on each fold. The training data is randomly
divided into two sets e.g. A and B of equal size. The SVM was trained on A and test on
B, after which it is trained on B and tested on A, the average of the MSE for the two
test was used as the fitness function for the given sets of meta-parameters. At the end
of the generation, the SVM is reconstructed using the most fittest meta-parameters.

4.3.2 Tool developed for designing prediction models and spectrum
occupancy survey

The tool developed for designing the prediction models and for estimation of the spec-
trum occupancy of the channels is presented in Figure 4.9. The analysis tool is developed
using matlab.
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Figure 4.9: Matlab GUI for implementing the prediction models, and for estimating the
spectrum utilization of the bands

4.4 Combine prediction model

The accuracy and generalization of a prediction model can be improved significantly by
proper combination of two or more models to form a single prediction model Yin-shan
et al. (2011). The empirical risk function to be minimized is the MSE, Equation (4.3).
There are many methods adopted for selection of the weights of a combine forecasting
model. Some of the commonly used methods for static weights selection are: equal
weight average method, inverse MSE method and inverse ranking method. In the simple
average method, also referred to as equal weights average method, all the output of the
models are weighted equally. In this case, the output of each model is weighted with
the reciprocal of the number of models i.e. 1

m , this is the same as taken the average
of the outputs of the individual prediction models that formed the combine model,
Equation (4.21). The weighted outputs are sum together to give the final output of the
combined model. In the inverse MSE method, the weight of each model is inversely
proportional to its MSE as shown in Equation (4.22). In inverse ranking method, the
models are ranked based on their MSE starting from the one with the least error,
i.e. the model with the least error or least empirical risk function is rank first with a
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numerical rank of 1, the second best model is assigned rank 2 and so forth. The weights
are inversely proportional to the rank of the models as depicted in Equation (4.23).
Another method often used in obtaining weights of combine prediction model is the least
square method where the weights are the least square estimate of Equation (4.18). The
performance of the combine model depends on the evolved weights. Optimal selection
of the weights for a given combine prediction model is challenging, thus in this study
different variants of differential evolution (DE) algorithms are used to evolve the weights.
Detail explanation of how the individual models are aggregated to form one combine
model is as follows: Assuming Pt is the actual RF power at time t where t “ 1, ¨ ¨ ¨ , n,
and P̂i,t be the predicted RF power of model i at time t where i “ 1, ¨ ¨ ¨ ,m; n is time
index and m is the number of prediction models combine to form one model. if ei,t is
the prediction error of model i and Et is the combine model error at time t, then the
combine prediction model optimization problem can be formulated as follow, Yin-shan
et al. (2011) :

ei,t “ Pt ´ P̂i,t (4.16)

Qt “
m
ÿ

i“1

φiP̂i,t (4.17)

Et “ Pt ´Qt “
m
ÿ

i“1

φiei,t (4.18)

minimise
n
ÿ

i“1

Et
2 (4.19)

subject to
m
ÿ

i“1

φi “ 1, φi ě 0 (4.20)

Where φi is the weight of model i, Qt is the combined model RF power prediction
at time t. ei,t and P̂i,t are the error and predicted RF power of model i at time t
respectively, m is the number of models combined, n is the observation time index, Pt
is the actual RF power at time t while Et is the combined error at time t.

The equal average method, inverse MSE method and inverse ranking method of
obtaining weights of a combine prediction model are given by Equations (4.21), (4.22)
and (4.23) respectively.

φi “
1

m
(4.21)

φi “
1

MSEi
1

MSE1
` 1

MSE2
¨ ¨ ¨ ` 1

MSEm

(4.22)

φi “
1

Ranki
1

Rank1
` 1

Rank2
¨ ¨ ¨ ` 1

Rankm

(4.23)

Where φi is the weights of model i. MSEi and Ranki are the MSE and rank of model
i respectively while m is the total number of models. Rank is an integer in the range
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Rank “ 1, 2, ¨ ¨ ¨ ,m for the best model, second best model, etc respectively.

4.4.1 Proposed method for obtaining the weights of a combine pre-
diction model

In order to evolve the weights using DE, a novel means of obtaining the range of the
weights for each model is proposed. The proposed method combine the advantages
of equal weight average method, inverse ranking method and inverse MSE method as
shown in Equation (4.24). In equal weight average (EWA) method, all the models are
weighted equally irrespective of the individual models performances (e.g. the MSE)
and the weight depends only on the number of models used, Equation (4.21), while in
inverse MSE (IMSE) method, each model weight is inversely proportional to its MSE,
Equation (4.22). Hence in a situation where the MSE of the best model is very small
compared to MSEs of other models used, the contribution of the other models in the
combined model is very small or insignificant. In some cases, there are some trends that
are captured in some of the models which may not be effectively captured in the best
model, hence their contribution will enhance the performance or generalization of the
combined model. In the inverse ranking method, the means of obtaining the weights did
not take into account the relative magnitude of the error of the models i.e. for a given
combine model consisting of m models, the weight of the best model and likewise the
other models are constant irrespective of the magnitude of their errors. The errors are
only used to rank the models, Equation (4.23). The weights of the best model, second
best model, etc are all predetermined before the training and validation outcome of the
models.

To circumvent the deficiencies of equal average method, inverse MSE and inverse
ranking method, a novel bench mark for obtaining the weights of a combine prediction
model which combine both the advantages of equal average method and inverse MSE
method, and at the same time capturing the effect of the relative magnitude of the
validation errors which was not captured by inverse ranking method is proposed as
shown in Equation (4.24).

φi “
1

m´ 1
p1´

MSEi
MSET

q (4.24)

Where:
m
ÿ

i“1

φi “ 1, φi ě 0 (4.25)

MSET “
m
ÿ

i“1

MSEi (4.26)

φi and MSEi are the weight and MSE of model i respectively, m is the number of
models used whileMSET is the sum total of all the MSEs of the models. The proposed
benchmark shown in Equation (4.24) satisfies the constrain in Equation (4.20), also the
higher the MSE of a model the smaller its weight. The use of m in Equation (4.24)
smoothed or averaged the weights across the models thereby capturing the contribution
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of the individual models without ignoring the effect of the magnitude of their MSE. The
bench mark is robust as it is not limited to only MSE but to any empirical loss function
(error measurement) that is used to evaluate the performances of the models e.g. mean
absolute error, mean absolute percentage error, root mean square error, etc. The bench
mark weights may not be optimum but defines the search domain (space) where the
optimum or near optimum are likely to be found. The optimised combined model is
obtained by fine tuning the φ (weights) using differential evolution algorithm variants.
The search or decision space of each φ is centred within its bench mark, Equation (4.24).
In order to maintain the constrain in Equation (4.20), for each generation, the genes of
each candidate solution is divided by the sum of the genes (weights).

4.5 Prediction results

The results presented in this section are divided into two subsections i.e. Sections 4.5.1
and 4.5.2. Section 4.5.1 presents the results of RF power prediction using real world
RF data captured at different discontinuous time intervals within a period of three
years. The RF power prediction models are designed using ANN, SVM, and a combined
model consisting of multiple topologies of ANNs and SVMs. Section 4.5.2 consists of
the results of spectrum hole prediction using simulated data based on some assumed
real world scenarios. As real world spectrum hole data could not be secured, simulated
data are used as an alternative. The spectrum hole prediction models are designed using
probabilistic ANN. The word probabilistic here referred to the fact that the outputs of
the ANN gives the probability of the channels been idle. The results of the spectrum
hole prediction using ANN are compared with blind linear and blind stochastic search
approaches for various traffic intensities. Most of this section is devoted to RF power
prediction, while the spectrum hole prediction is briefly presented as a prove of concept
by comparing the use of CI methods and algorithmic approach. See Iliya et al. (2015b)
for details of the spectrum hole prediction.

4.5.1 RF power prediction results

The performance of the RF power prediction models implemented are presented in this
section. The specification of the ANNs are depicted in Table 4.1.

To minimize the MSE of the ANN and the empirical risk function of the SVR when
tested with the test data, the algorithms listed in Section 2.6 were run for 5 indepen-
dent runs. Each run has been continued with 3000 fitness evaluations. A population
of 10 individuals was maintained for 300 generations. After a manual tuning of the
parameters, the following parameters were used: The DE is run with mutation constant
F “ 0.3 and crossover probability Cr “ 0.3, these choice is to enhance the DE moves in
order to serve as a global searcher having a high probability of escaping local optimums.
The jDE is run with Fl “ 0.1 and Fu “ 0.9, and the probability for updated F and
Cr are set to τ1 “ 0.1 and τ2 “ 0.1 respectively. The PSO acceleration constants are
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Table 4.1: ANN Models Specification

ANN Models
Dedicated Multiple Multiple

one channels, channels,
channel single output parallel output

First Hidden Neurons 5 15 15
Second Hidden Neurons 3 10 10
Output Neurons 1 1 20
Number of Channels 1 20 20

tuned as follows: C1 “ 0.3, C2 “ 0.6 and C “ 0.3 for CLPSO. The average mean square
error (AMSE) and the standard deviations for 5 independent runs using test data are
as shown in Tables 4.2 and 4.3. Table 4.2 presents the results obtained using multiple
channels prediction models shown in Figures 4.2 and 4.5, trained for prediction of RF
power in 20 subchannels, but one at a time. For this model, the linear kernel SVM,
Gaussian RBF kernel SVM, feed forward (FF) ANN and cascaded feed forward (CFF)
ANN gives a more promising prediction accuracy on test data as compared to other
kernels and ANN topologies implemented, hence their results are the only ones pre-
sented in Table 4.2. The linear kernel outperformed the Gaussian RBF with an AMSE
of 0.0640 and STD 0.0012, the hyperparameters are evolved using cDE/rand/1/exp.
The FF and CFF ANN has the same STD of 0.0009 while their AMSE are 0.0565 and
0.0835 respectively, the FF outperform the CFF.

The RF power prediction results using the parallel model shown in Figure 4.3
trained for simultaneous prediction of RF power in 20 resource blocks is shown in Ta-
ble 4.4. The model is trained using compact differential evolution variants to evolve
the initial weights after which the weights are fine tuned towards the global opti-
mum using backpropagation algorithm (BPA). The best evolved model is obtain us-
ing cDE/rand/2/exp with AMSE of 0.0807 and STD of 0.0022. Table 4.4 shows the
Wilcoxon test using cDE/rand/2/exp as the reference algorithm. A ` indicate that
the reference algorithms outperformed the competing algorithm, “ means both algo-
rithms are statistical the same while ´ means that the other algorithm outperformed
the reference algorithm Wilcoxon (1945).

The results of the prediction models designed for RF power prediction in only one
channel or resource block, using Figures 4.1 and 4.4, is depicted in Table 4.3. In this
case, the model designed using exponential kernel emerged as the best with AMSE of
0.0226 and STD 0.0009 while the best ANN topology happen to be FF with AMSE
of 0.0215 and STD 0.0010. This study shows that both SVM regression and ANN
prediction models are potential good prediction models for this problem even though
the ANN outperformed the SVM.

For this problem, the Feed forward (FF) ANN model emerges as the best as com-
pared with other models implemented i.e. feedforward with output feedback (FFB),
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cascaded feedforward (CFF) and layer recurrent (LR) ANN. This implies that the feed-
back information may have been captured through the inputs assigned to the 4 most
recent past RF power samples. Comparing the results depicted in Tables 4.2 and 4.3
with similar work detailed in Iliya et al. (2014b); the use of some of the most recent RF
power samples as part of the input vector of the ANN, produces a more accurate ANN
model with reduced number of neurons.

Since the training algorithms used for evolving the initial weights of the ANN and
metaparameters of the SVM are metaheuristics with no means of knowing the best
algorithm prior to solving the problem, many variants of the metaheuristics are used.
The DE variants outperformed the PSO variants in converging faster to a good solution
for evolving the hyperparameters of the SVM and weights of the ANN as depicted in
Tables 4.5, 4.2 and 4.3. From the same tables, most of the best solutions were evolved
using binomial crossover as compared with the exponential crossover. The PSO will
have converge to a good solution if given a longer budget (number of iterations). The
performance of the SVM model designed using polynomial kernel is very poor, hence is
not included in the results presented. Figures 4.11 and 4.13 shows the predictions using
ANN and SVR respectively.

The combined model used in this study consists of six prediction models i.e. three
ANNs topologies (FFB, CFF and LR) and three SVM regression models using linear,
RBF and exponential kernel. The accuracy of the combine model increases with an
average of 46% as compare with the individual models used. Using Equation (4.24) as
a bench mark for decision space of the candidate solutions (weights), the DE converges
to a good solution within the first 10 generations with jDE/best/2/bin emerging as the
best algorithms for this problem. 16 variants of DE algorithms were used to evolve
the weights of the combine model, the variation of the combine MSE against number
of generation for the best five algorithms are depicted in Figure 4.10. The number of
models used were determined experimentally by adding the models one at a time and
observing their contribution to the overall accuracy and generalization of the model
prediction. It is interesting to note that when the worst model among the six models
used, was removed and the other five models are used to design the combine model, the
accuracy of the combined model drop as compared to when the six models were used.
This reveal that there are some trends or features that characterises the training data
that are captured by the worst model. Even though the worst model has the least refer-
ence weight as given by Equation (4.24), its contribution impact on the overall combine
model performance. The output of the combined model is given by Equation (4.27).

Qt “
m
ÿ

i“1

φiP̂i,t (4.27)

Where Qt is the combine predicted RF power at time t, φi is the weight of model i, P̂i,t
is the predicted RF power by model i at time t, i “ 1, ¨ ¨ ¨ ,m where m is the number of
models used. In this case m “ 6 i.e. 3 ANN topologies and 3 SVM regression models
are combined to form the combine model.
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Figure 4.10: MSE of combined model
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Figure 4.11: One channel ANN Prediction model
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Figure 4.12: Parallel output ANN prediction model
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Figure 4.13: Multiple channels SVR Prediction model

4.5.2 Spectrum hole prediction

The results of spectrum hole prediction using probabilistic ANN, blind linear and blind
stochastic search are presented in this section. The word probabilistic here referred to
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Table 4.2: SVR and ANN results using multiple channel model for 20 channels

Algorithms Linear Gaussian RBF ANN FF ANN CFF
AMSE STD AMSE STD AMSE STD AMSE STD

PSO 0.1069 0.0018 0.2022 0.0067 0.0806 0.0009 0.0864 0.0030
CLPSO 0.1097 0.0036 0.3703 0.1661 0.0818 0.0025 0.0870 0.0009
S/DE/bin 0.1079 0.0009 0.1198 0.0182 0.0811 0.0019 0.0887 0.0014
S/DE/exp 0.1081 0.0017 0.1341 0.0198 0.0812 0.0012 0.0848 0.0002
S/DE/bin/S 0.0999 0.0016 0.2482 0.0995 0.0846 0.0024 0.0871 0.0030
S/DE/exp/S 0.1006 0.0012 0.2423 0.1017 0.0819 0.0008 0.0868 0.0014
jDE/rand/1/bin 0.1067 0.0014 0.2048 0.0650 0.0822 0.0008 0.0845 0.0020
jDE/rand/1/exp 0.1090 0.0018 0.2358 0.0471 0.0813 0.0005 0.0865 0.0040
jDE/best/1/bin 0.1055 0.0014 0.1847 0.0169 0.0816 0.0006 0.0873 0.0028
jDE/best/1/exp 0.1057 0.0034 0.2368 0.0298 0.0815 0.0005 0.0881 0.0031
jDE/best/2/bin 0.1065 0.0017 0.1785 0.0209 0.0825 0.0016 0.0863 0.0016
jDE/best/2/exp 0.1090 0.0013 0.2085 0.0134 0.0814 0.0008 0.0848 0.0020
jDE/rand/best/1/bin 0.1069 0.0011 0.1872 0.0182 0.0820 0.0003 0.0865 0.0015
jDE/rand/best/1/exp 0.1071 0.0022 0.2665 0.0862 0.0817 0.0006 0.0849 0.0037
DE/rand/1/bin 0.1062 0.0017 0.1268 0.0251 0.0802 0.0009 0.0864 0.0017
DE/rand/1/exp 0.1063 0.0028 0.2169 0.0305 0.0812 0.0014 0.0848 0.0009
DE/best/2/bin 0.1052 0.0004 0.1734 0.0065 0.0827 0.0019 0.0879 0.0034
DE/best/2/exp 0.1097 0.0004 0.2284 0.0575 0.0818 0.0009 0.0874 0.0019
DE/best/1/bin 0.1048 0.0006 0.1841 0.0293 0.0814 0.0012 0.0848 0.0003
DE/best/1/exp 0.1083 0.0017 0.2219 0.0357 0.0830 0.0009 0.0864 0.0018
DE/rand-to-best/1/bin 0.1068 0.0014 0.2205 0.0559 0.0812 0.0004 0.0852 0.0009
DE/rand-to-best/1/exp 0.1082 0.0006 0.2088 0.0434 0.0826 0.0010 0.0848 0.0002
cDE/rand/1/bin 0.0658 0.0018 0.1274 0.0035 0.0589 0.0019 0.0871 0.0018
cDE/rand/1/exp 0.0660 0.0011 0.1238 0.0025 0.0570 0.0007 0.0864 0.0035
cDE/best/2/bin 0.0640 0.0031 0.3565 0.3051 0.0575 0.0017 0.0855 0.0039
cDE/best/2/exp 0.0684 0.0061 0.1609 0.0155 0.0576 0.0010 0.0856 0.0029
cDE/best/1/bin 0.0640 0.0012 0.6258 0.4953 0.0575 0.0009 0.0856 0.0029
cDE/best/1/exp 0.0698 0.0079 0.3395 0.2010 0.0565 0.0009 0.0861 0.0031
cDE/rand/best/1/bin 0.0680 0.0044 0.2854 0.0425 0.0569 0.0009 0.0835 0.0009
cDE/rand/best/1/exp 0.0672 0.0036 0.4062 0.0433 0.0575 0.0003 0.0849 0.0006
cDE/rand/2/bin 0.0660 0.0021 0.1281 0.0095 0.0571 0.0009 0.0872 0.0028
cDE/rand/2/exp 0.0671 0.0041 0.1255 0.0036 0.0587 0.0023 0.0891 0.0012

Where: DE referred to differential evolution, bin and exp stand for binomial and expo-
nential crossover respectively (Section 2.6.1), S for Short Distance Exploration algorithm
commonly called the S algorithm which is used here as local searcher for super fit DE
(Algorithm 2.3), cDE for compact DE (Section 2.6.4), jDE for parametrised DE (Sec-
tion 2.6.2), PSO for particle swarm optimization while CLPSO signify complementary
learning PSO (Section 2.6.5)

the fact that the outputs of the ANN gives the probability of the channels been idle.
The ANN was trained to adapt to the radio spectrum traffic of 20 channels and the
trained network was used for prediction of future spectrum holes. The input of the
ANN consists of a time domain vector of length six i.e. minute (0-59), hour (0-23), date
(1-31), day (1-7), week (1-5) and month (1-12). The output is a vector of length 20, each
representing the probability of one of the channels being idle. The channels are ranked
in order of decreasing probability of being idle. The channels are searched for spectrum
hole starting from the channel with the highest probability of being idle, followed by the
second and so on. The search stop when the first spectrum hole (idle channel) is found
if there exist any. The assumption here is that all the channels have the same noise and
quality of service; and only one vacant channel is needed for communication. For the
blind linear search, the channels are always search for spectrum hole starting from the
first channel, followed by the second and so on. The search stop when a spectrum hole
is found or when the last channel is searched. The blind stochastic search is similar to
the blind linear search, the only different is that the channels are searched randomly
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Table 4.3: SVR and ANN results using one channel dedicated model

Algorithms RBF Gaussian RBF Exponential Linear ANN FF
AMSE STD AMSE STD AMSE STD AMSE STD AMSE STD

PSO 0.0379 0.0030 0.0725 0.0044 0.0239 0.0004 0.0289 0.0013 0.0240 0.0008
CLPSO 0.0536 0.0179 0.1498 0.0840 0.0924 0.1172 0.0312 0.0004 0.0236 0.0003
S/DE/bin 0.0361 0.0022 0.0644 0.0094 0.0236 0.0002 0.0296 0.0011 0.0237 0.0005
S/DE/exp 0.0373 0.0015 0.0989 0.0288 0.0238 0.0000 0.0300 0.0012 0.0241 0.0011
S/DE/bin/S 0.0272 0.0005 0.0736 0.0253 0.0291 0.0001 0.0368 0.0007 0.0235 0.0005
S/DE/exp/S 0.0284 0.0012 0.0677 0.0236 0.0288 0.0001 0.0369 0.0000 0.0242 0.0011
jDE/rand/1/bin 0.0378 0.0029 0.0603 0.0109 0.0235 0.0003 0.0287 0.0012 0.0236 0.0005
jDE/rand/1/exp 0.0377 0.0011 0.0956 0.0450 0.0239 0.0001 0.0302 0.0002 0.0235 0.0004
jDE/best/1/bin 0.0366 0.0042 0.0509 0.0009 0.0233 0.0003 0.0289 0.0007 0.0237 0.0005
jDE/best/1/exp 0.0396 0.0000 0.0916 0.0171 0.0242 0.0002 0.0304 0.0002 0.0238 0.0007
jDE/best/2/bin 0.0375 0.0017 0.0583 0.0109 0.0237 0.0001 0.0289 0.0007 0.0239 0.0003
jDE/best/2/exp 0.0389 0.0029 0.0654 0.0093 0.0238 0.0005 0.0302 0.0007 0.0240 0.0011
jDE/rand-to-best/1/bin 0.0378 0.0037 0.0560 0.0054 0.0239 0.0007 0.0288 0.0007 0.0237 0.0002
jDE/rand-to-best/1/exp 0.0425 0.0034 0.1295 0.0782 0.0246 0.0008 0.0301 0.0005 0.0235 0.0004
DE/rand/1/bin 0.0312 0.0000 0.0602 0.0133 0.0238 0.0000 0.0283 0.0013 0.0235 0.0002
DE/rand/1/exp 0.0386 0.0017 0.0718 0.0009 0.0255 0.0015 0.0302 0.0012 0.0239 0.0008
DE/best/2/bin 00.0369 0.0015 0.0589 0.0091 0.0237 0.0000 0.0295 0.0008 0.0236 0.0003
DE/best/2/exp 0.0416 0.0077 0.0999 0.0070 0.0275 0.0060 0.0300 0.0005 0.0239 0.0004
DE/best/1/bin 0.0356 0.0006 0.0506 0.0003 0.0239 0.0006 0.0289 0.0009 0.0238 0.0004
DE/best/1/exp 0.0395 0.0016 0.1617 0.0749 0.0242 0.0001 0.0300 0.0012 0.0236 0.0003
DE/rand-to-best/1/bin 0.0400 0.0017 0.0569 0.0107 0.0239 0.0002 0.0292 0.0008 0.0237 0.0005
DE/rand-to-best/1/exp 0.0422 0.0022 0.1500 0.0626 0.0246 0.0001 0.0302 0.0003 0.0236 0.0004
cDE/rand/1/bin 0.4055 0.0780 0.0614 0.0198 0.0243 0.0006 0.0301 0.0005 0.0236 0.0002
cDE/rand/1/exp 0.1950 0.0964 0.1333 0.0916 0.0298 0.0111 0.0313 0.0012 0.0215 0.0010
cDE/best/2/bin 0.0508 0.0174 0.2043 0.1437 0.0350 0.0181 0.0303 0.0003 0.0237 0.0003
cDE/best/2/exp 0.0416 0.0078 0.2114 0.0788 0.0437 0.0190 0.0313 0.0005 0.0247 0.0024
cDE/best/1/bin 0.0474 0.0015 0.2670 0.0385 0.0266 0.0041 0.0310 0.0007 0.0239 0.0005
cDE/best/1/exp 0.0511 0.0035 0.2115 0.1355 0.0323 0.0015 0.0323 0.0015 0.0238 0.0003
cDE/rand-to-best/1/bin 0.0477 0.0045 0.2062 0.0856 0.0243 0.0001 0.0314 0.0007 0.0240 0.0013
cDE/rand-to-best/1/exp 0.0507 0.0037 0.1346 0.0806 0.0239 0.0014 0.0306 0.0008 0.0236 0.0004
cDE/rand/2/bin 1.6718 0.0000 0.1937 0.0946 0.0248 0.0008 0.0306 0.0005 0.0236 0.0003
cDE/rand/2/exp 0.2087 0.0302 0.1912 0.0625 0.0226 0.0009 0.0313 0.0015 0.0237 0.0005

Table 4.4: CFF ANN results for 20 channels using parallel output model

Algorithms (cDE + BPA) AMSE STD
cDE/best/2/bin 0.0854 0.0089+
cDE/best/2/exp 0.0808 0.0020=
cDE/best/1/bin 0.0849 0.0061+
cDE/best/1/exp 0.0811 0.0047+
cDE/rand/to/best/1/bin 0.0812 0.0033+
cDE/rand/to/best/1/exp 0.0823 0.0034+
cDE/rand/2/bin 0.0816 0.0029+
cDE/rand/2/exp 0.0807 0.0022
cDE/rand/1/bin 0.0809 0.0017=
cDE/rand/1/exp 0.0826 0.0037+
BPA(constant learning rate) 0.1345 0.2029+
BPA (varying learning rate) 0.2508 0.0332+

Table 4.5: Best SVR model parameters for Table 4.3

Kernel Algorithms MSE C ε γ or σ
RBF S/DE/bin/S 0.0267 13.73 0.000142 6.31
Gaussian RBF cDE/rand/1/bin 0.0386 7.62 0.000333 1.49
Exponential cDE/rand/2/exp 0.0217 22.28 0.000228 7.57
Linear jDE/bin 0.0274 15.97 0.000021 -
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not serially. The word blind here is used to indicate that there is no any evaluation
metric that is use to justify the search direction (order).

The simulation data were obtained as follows: Is a well known fact that majority
(i.e. over 50%) of the assigned or licensed spectrum are not efficiently utilized with
respect to time, frequency and spatial domain, Communication (2003), OFCOM (2007).
The simulation data were generated using different traffic intensities which represent
the percentage utilization of the channels. Since the spectrum activities under study are
man-oriented, sometimes it follows certain scenarios (trends) and some times stochastic
in nature. Some spectrum may be busier during the day time than night or at other
time instances. While some may be heavily used during weekends than working days
or at certain dates, seasons or during some special events Bacchus et al. (2010), Qaraqe
et al. (2009). As a result of economic and other factors, some spectra are more utilized
in urban areas than rural areas which also vary in developed and developing countries;
while some are only confined to certain geographical locations e.g. the aeronautical
spectrum. Considering these factors, weights are used to represent the percentage of
idle period for each channel with respect to six elements i.e. minute, hour, date, day,
week and month. These weights give information about the channels utilization or the
traffic intensity. To account for the contribution of each of these six elements, crisp
values were obtained by finding the average of the weights. These crisp values represent
the proportion of idle state of the channel. Random 1s and 0s were generated using a
normal random number generator according to the traffic intensity. Figures 4.14 to 4.18
shows the results expressed in percentage against number of channels searched before the
first spectrum hole (idle channel) is found. The total number of time instances spectrum
opportunity is demanded during the simulation is 7440. The legends of Figures 4.14 to
4.18 for the various traffic intensities, referred to the percentage of the total number
of search (7440) at which the referenced search method found a spectrum hole (idle
channel) at first search. For a traffic intensity of 0.3262 (32.62%), out of the 7440
search, the ANN after ranking the channels starting from the one with the highest
probability of being idle, 97.87% (7281) of the total search the ANN found spectrum
hole at first search while that of the blind linear and blind stochastic search are 62.88%
and 65.44% respectively as shown in Figure 4.14. As the traffic intensity increases,
more channels become busy (occupied) and the chances of locating an idle channel at
first search becomes difficult, yet even at a high traffic intensity of 62.62%, the ANN
exhibit an amazing level of intelligence such that 65.05% of the total search, spectrum
holes were found at first search. The linear and stochastic search achieve 33.27% and
35.38% respectively for the same traffic intensity of 62.62% as shown in Figure 4.18.
The results for other traffic intensities are presented in Table 4.6. The use of ANN
does not only speed up idle channel selection, but it also save signal processing energy
that will have be wasted in sensing busy channels. The probabilistic ANN used in this
research outperform the ANN used by Baldo et al. (2009) for dynamic channel selection.
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Table 4.6: Percentage of spectrum hole (idle channel) found at first search for various
traffic intensities

Traffic Probabilistic Blind Blind
Intensity % ANN % Linear % Stochastic %

32.62 97.87 62.44 65.44
37.62 93.53 57.25 59.51
42.62 87.05 51.97 55.67
52.62 78.21 42.47 45.92
62.62 65.05 33.27 35.38
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Figure 4.14: Percentage of number of channels searched before the first spectrum hole
is found for traffic intensity of 32.62%

4.5.3 Conclusion

The results of the RF power prediction of both the ANN and SVM regression models
using test data shows that both models are well generalized and stand out as a good
choice for this problem. For the model designed for prediction of RF power in one chan-
nel, the ANN outperformed the SVM with average mean square error (AMSE) of 0.0215
while that of SVM is 0.0226, likewise for the multiple channel, single output prediction
model, the AMSE of ANN is 0.0565 while that of SVM is 0.0640. Linear kernel emerged
as the best for the model designed for prediction of RF power in single output, multiple
channels model and exponential kernel for one channel dedicated model. For the ANN
multiple channels parallel output model, the AMSE of the best model is 0.080. Thus
among the three models designed, the dedicated model designed for prediction of RF
power in one channel achieved the best performance with AMSE of 0.0215. But this
approach is not practically economical for use in broadband prediction since all the
channels or resource blocks will have an assigned dedicated prediction model. Consid-
ering the computing demand, and the memory and power (battery power) constraint
of cognitive radios, the recommended model is the model designed for prediction of RF
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Figure 4.15: Percentage of number of channels searched before the first spectrum hole
is found for traffic intensity of 37.62%
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Figure 4.16: Percentage of number of channels searched before the first spectrum hole
is found for traffic intensity of 42.62%

power in multiple channels but one at a time. This model has an additional input for
channel identification and only one output. The compact DE (cDE) seems to be the
most promising for this problem. The a priori knowledge of the RF power resulting
from either communication signals, noise and/or interferences, is not only applicable to
cognitive radio network, but in any wireless communication system for noisy channels
avoidance. The location input of the proposed prediction models were not active since
the data used in this study were captured in one geographical location and at the same
height. Feature work should involve measurements conducted simultaneously in more
than one geographical locations at different heights within the same period of time.
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Figure 4.17: Percentage of number of channels searched before the first spectrum hole
is found for traffic intensity of 52.62%
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Figure 4.18: Percentage of number of channels searched before the first spectrum hole
is found for traffic intensity of 62.62%

This will help in the evaluation of the proposed prediction models, and also provide a
wider view of spectrum occupancy estimate that can facilitate cognitive radio network
implementation.

The skills and knowledge acquired in signal processing and CI from this research
were used to address some problems related to medical field which are presented in the
next chapter.

107



Chapter 5

Application of Computational
Intelligence in Speech Therapy

5.1 Introduction

Though the main focus of this research is on the application of computational intelli-
gence (CI) and machine learning in cognitive radio network for effective spectrum uti-
lization; within the period of this study, the knowledge and experiences acquired from
the PhD research in signal processing and CI have also been used to address certain
problems related to the medical field. This include the application of artificial neural
network (ANN) and support vector machine (SVM) for segmentation of impaired speech
signal. The segmentation is the first phase of a research that aim at developing and
artificial speech therapist which can serve as a self training device capable of providing
audiovisual feedback progress report to speech impaired patient. From this first phase
of the research, two IEEE conference papers were published, Iliya et al. (2014d;c) and
one journal published by International Journal of Neural Systems (IJNS), Iliya and Neri
(2016).

The remaining sections are centred on impaired speech segmentation using ANN
and SVM introduced in Section 5.2. Background information and related works in
speech processing are presented in Section 5.3. This is followed by Section 5.4 where
the methods adopted for extracting the speech features needed for the identification of
the various sections of the impaired speech signal are discussed. A robust user friendly
GUI tool was developed using matlab for normal and impaired speech signal process-
ing that contain both algorithmic signal processing methods and computation intelli-
gence framework approaches as presented in Section 5.4.7. Computational intelligence
multi-class classification models were implemented using ANN and SVM as presented
in Sections 5.5 and 5.6 respectively. Section 5.6.1 present a novel approach for evolving
the metaparameters and weights of the SVM classifier using the proposed hybrid ad-hoc
nested algorithms consisting of metaheuristics and convex optimization algorithm. This
is the extension of the algorithms used for training of the SVM regression models for
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RF power prediction discussed in Chapter 4, now used to train a SVM classifier for
impaired speech segmentation. The results and summary of the findings are presented
in Sections 5.7 and 5.8 respectively.

5.2 Impaired Speech Segmentation Using ANN and SVM

This section presents a computational intelligence based signal processing technique
for segmenting short impaired speech utterances into silent/noise, unvoiced and voiced
sections. The proposed technique identifies and captured those points of the impaired
voiced speech where the spectrum becomes steady. In contrast to standard speech recog-
nition techniques, this technique aims at detecting that limited section of the speech
which contains the information about the potential impairment. This segment of the
speech is of interest to the speech therapist as is related to the dynamics of the speech
organs (tongue, lips, jaw, glottis, vocal track, etc) responsible for the wrong articulation.
This segmentation process is part of a system for deriving musculoskeletal articulation
data from disordered speech utterances, in order to provide training feedback for people
with speech articulation problem. To address this problem, two segmentation mod-
els were developed using support vector machine (SVM) and artificial neural network
(ANN) for identification and capturing of the various sections of the disordered (im-
paired) speech signals. Four neural network topologies were combined to form a neural
network mixture model. The approach implements a novel and innovative means of
evolving the hyperparameters of the SVM model. The SVM is trained using a hybrid
ad-hoc nested algorithm whose outer layer consist of different variants of population
based and compact metaheuristic optimization algorithms given in Section 2.6, while
the inner layer is a convex optimization algorithm. Several metaheuristics are used
and their results compared leading to the conclusion that some variants of the com-
pact differential evolution algorithm appears to be well-suited to address this problem.
Numerical results show that the support vector machine modelled using radial basis
function kernel is capable of effective detection and isolation of the sections of speech
that are of interest to a therapist. The best performance has been achieved when the
system is trained by the nested algorithm. A population based approach displays the
best performance for the isolation of silence/noise sections, and the detection of unvoiced
sections. On the other hand, a compact approach appears to clearly be well-suited to
detect the beginning of the steady state of the voiced signal.

The performances of the two proposed segmentation models were compared with
one of the famous modern segmentation model based on Gaussian Mixture Model Brog-
naux and T. (2016) and are found to be superior. The results presented in this chapter
are the outcomes of the first phase of the research which aim at developing an artificial
speech therapist capable of providing reliable text and audiovisual feed back progress
report to the patient.
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5.3 Background information and related work in speech
processing

Articulation refers to the movement of the tongue, lips, jaw, glottis, vocal track and
other speech organs (articulators) to produce speech sounds. The shape of the vocal
tract can be controlled in a number of ways by modifying the position or movement of
the speech articulators. Phonetic disorders are often attributed to improper articula-
tion. In some cases, speech disorder is often associated to inability of more than one
articulators to articulate properly, thus in order to identify the causes of the disorder,
and to provide reliable solutions and feedback progress report to the patient, there is
need for proper segmentation of the impaired speech signals, Penaloza et al. (2013;
2015). The segmentation of impaired speeches from different patients of different races,
and gender can be complex and demanding; computational intelligence and machine
learning techniques can be applied to this scenario. This is the first stage in a system,
now in development, that aims at predicting musculoskeletal articulation of the vocal
tract and other speech articulators from disordered speech. Instead of a patient ar-
ranging for frequent physical meetings with a speech therapist for training, articulation
prediction models could be used within systems that help speech disorder patients train
themselves, in addition to the help they receive from professional human therapists.
The present study follows on from an earlier study where a library of 3-dimensional
representations of vocal articulation were demonstrated as a useful training resource,
Cornelius et al. (2011). With articulation prediction, it is possible to animate these
representations precisely according to detailed nature of the disorder, and to identify
the articulators that are responsible for each segment (section) of the impaired speech.

For a training process to be effective, the prediction models should respond to
small changes in the disordered utterance so that the patients can know whether they
are progressing in a useful way. Therefore the speech analysis component should be
sensitive to small changes, and also able to characterize the articulations accurately
across a wide variety of voice types. By contrast, speech recognition systems are required
only to find the most likely text matching a sound, not to evaluate the quality of
utterance. Speech recognition is aided by the context present in a string of sounds.
In the proposed disordered speech training system the patient is requested to speak
only short utterances. The current study uses sound of the form vowel - consonant -
vowel e.g. ASA. The leading vowel sound is added to make it easier for the patient
to pronounce the following part. In order to extract structured information from the
sound, the utterance is first segmented by isolating the silent and/or noise sections.
After isolating the voiced activity sections of the impaired speech, the unvoiced and
voiced sections of the final consonant - vowel are captured, and also the point where
the vowel spectrum becomes steady was identified. The first point where the spectrum
becomes steady is very significant as it likely to mark the end of the most informative
part of the speech that contain details of the articulation problem which may be useful to
speech therapist. Within the steady state, there is no much or new spectral information
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about the articulation problem. To evaluate an automated segmentation it is compared
with a segmentation prepared by hand that is considered optimal. Artificial neural
network and SVM are used to optimize over the parameter spaces of the segmentation
methods. A variety of derived signals are used in the segmentation process. Performing
a good segmentation is not straightforward, hence the application of ANN and SVM.

While the current work is focused on articulation analysis, related work in speech
recognition is briefly reviewed here. There are different types of Computational Intelli-
gence (CI) and machine learning techniques that can be used in speech signal processing
such as genetic algorithms, fuzzy logic system (FLS), neural network, hidden Markov
model (HMM), Gaussian mixture model (GMM), differential evolution, swamp intelli-
gence, etc. Some for learning and speech recognition, some for optimization of certain
processing parameters while others for decision making. Speaker recognition using ANN
and hidden Markov model (HMM) was proposed, Dey et al. (2012), in which the power
spectral density of speech signals obtained from five people were used in training the
ANN and the HMM for identification of the five participants. The models mapped a
given speech utterance to non or one of the five participants for security purposes. In
order to analyse speech articulation a more detailed approach is proposed than those
used for speech recognition. Each section of the sound should first be identified followed
by the analysis of the dynamics within each tracked. The work presented in this thesis
is concerned with the first identification part.

Phones and words recognition using deep neural network (DNN) was proposed,
Siniscalchi et al. (2013). The proposed scheme was found to increase the accuracy
of phones and words recognition significantly over the conventional Gaussian mixture
model (GMM), by arranging the DNNs in a hierarchical structure to model long term
energy trajectory. Environmental sound recognition using matching pursuit (MP) algo-
rithms was proposed by Chu et al. (2009). The proposed method was used to recognize
environmental sounds such as rain and chirpings of insects, vehicles, etc which are
noise-like in nature, typically with a broad flat spectrum and some times may include
strong temporal domain signatures. The MP was used to obtain effective time-frequency
features to supplement the mel-frequency ceptral coefficients (MelFCC) thus yielding
higher recognition accuracy. Probabilistic artificial neural (PANN) was used for recog-
nition and classification of vowels signals (a, e, i, o, u) into their respective classes, Lim
et al. (2000). Vowels sounds from 200 participants comprises of both male and female
subjects from different races were used in training the PANN; an average accuracy of
98.4% was claimed to be recorded. From the aforementioned, it is obvious that almost
all the speech recognition systems aim at mapping a giving speech signal to either a
speaker Prithvi et al. (2014), an alphabet, number, word, sentence or text with no
attention given to the critical issues that characterized the speech from people with
speech or articulation impairment. This research is the first stage toward the design
of an artificial speech therapist focusing on the identification of some of the various
sections of disordered speech signals.
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5.4 Speech Features

The aim of the segmentation is identification of the limited sections of the speech which
is likely to contain the information about the speech impairment. In order to achieve
this aim, the speech signal has been analysed and five speech features consisting of both
time and spectra (frequency) features were extracted. These features are: energy, zero
crossing count rate (ZCCR), linear predictive coding (LPC) coefficients, autocorrela-
tion coefficients at unit sample delay Dash et al. (2012), and mel frequency cepstral
coefficients. Since the steady states of interest are those within certain voiced sections
(second vowel sound) of the disordered speech, some of the features that characterize
normal voiced speech were exploited for identification of the steady states.

5.4.1 Direct Current (DC) removal and pre-emphasis

The preprocessing of the signal consists of the removal of the DC offset. This DC
offset was removed by subtracting the mean of the speech signal from each of the
speech samples as shown in Equation (5.1). The DC offset removal is vital for correct
determination of ZCCR of each frame, as explained in Section 5.4.3. The frame size
(window) in this research is 10ms for a sampling frequency of 16 KHz. The choice of
10ms is based on the fact that speech sound are slow time varying signals which are
often stationary within a time window of r5´ 25s ms. The stationarity here implies that
the formants, and the position and shape of the articulators remain unchanged within
a time frame of r5´ 25s ms, Wolfel and McDonough (2009). The DC offset removal is
done over the entire speech signal and is expressed by the following formula:

spnq “ xpnq ´
1

N

N´1
ÿ

n“0

xpnq, n “ 0, 1, 2....N ´ 1 (5.1)

where x is the speech with DC offset, s is the speech without DC offset, n is the time
index and N is the number of samples of the speech signal.

After the DC removal, the high frequency components of the speech were empha-
sized using a high pass finite impulse response (FIR) filter shown in Equation (5.2).

Hpzq “ 1´ 0.95z´1 (5.2)

where z is the complex variable of the filter, see Lawrence and Gold (1975) for details.

The high frequency components were emphasized (boosted) in order to compensate
for the de-emphasis (attenuation) of the high frequency components that took place in
the glottis during voiced speech production, Li and Douglas (2003). The pre-emphasis
flattens the speech signal spectrally thus reducing the large dynamic range of the speech
spectrum by adding a zero to the spectrum. The flattening enhances the modelling of
the formants using LPC.
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5.4.2 Short time energy

The short time energy is the energy computed for each frame using Equation (5.3).
This energy is defined as the sum of the square of the speech samples within a frame,
Chu et al. (2009):

Ei “
L´1
ÿ

n“0

sipnq
2 (5.3)

Moreover, the short time power is the energy per short time unit, Equation (5.4):

Pi “
Ei
L

(5.4)

where Pi and Ei are the short time power and energy of frame i respectively, si is speech
samples of frame i and L is the number of samples per frame.

Regarding the expected energy values, the energy of silent sections is obviously less
than the energy of any form of speech. It might occur that the background noise can be
very high thus resulting into a very high energy. Voiced speech sections are generally
characterized by higher energy values than unvoiced speeches, Saha et al. (2005).

5.4.3 Zero crossing count rate

The zero crossing count rate (ZCCR) is the number of times the speech signal changes
sign. This feature is the measure of the frequency at which the energy is concentrated
in the signal spectrum.

ZCCRi “
L´2
ÿ

n“0

|signpsipnqq ´ signpsipn` 1qq|

2
(5.5)

where ZCCRi “ ZCCR of frame i and si pnq are the pre-processed speech samples from
Equation (5.1). It may be noted that two consecutive samples with opposite sign (i.e.
a zero crossing) result into adding 2 to the numerator, hence the division by 2.

The ZCCR is computed frame by frame hence it is referred to as the short time
ZCCR. Voiced speech is produced due to excitation or vibration of the vocal tract by
periodic flow of air at the glottis and often have low ZCCR compare to unvoiced speech
Radmard et al. (2011). Silence has lower ZCCR than unvoiced but quite comparable
to voiced speech. The ZCCR is calculated using Equation (5.5) after removing the DC
offset Aida–Zade et al. (2008).
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5.4.4 Normalized autocorrelation coefficient at unit sample delay

This index is the measure of the correlation between two consecutive or adjacent speech
samples and is defined as:

NCi “

řL
n“1 sipnqsipn´ 1q

b

řL
n“1 sipnq

2
řL´1
n“0 sipnq

2
(5.6)

where NCi is the normalized autocorrelation coefficient of frame i at unit sample delay
and si pnq are the pre-processed speech samples from Equation (5.1).

Voiced speech is characterized by a high concentration of low frequency energy.
Hence, adjacent samples of voice speech signal are highly correlated. Consequently,
for voiced speech this parameter is close to 1. In unvoiced speech, the concentration of
high frequency energy makes adjacent samples to be uncorrelated, hence the normalized
autocorrelation coefficient at unit sample delay (NACUSD) is close to zero or negative,
QI et al. (2004).

5.4.5 Steady states detection

Steady states refer to the sections of speech signal with no variation in the frequency
domain. In order to estimate the beginning of the steady state, in this study a time
windows of 0.08s (8 frames) are observed. In other words, if there is no variation in the
formants within 0.08s, the signal is considered to be a steady state. This correspond to
the disordered speech section just after the unvoiced section in which the average rate
of change of the formants is fairly constant within a given threshold for at least 0.08s
(8 frames).

In order to locate the steady states, each speech frame is windowed using Hamming
window to reduce spectral leakage due to discontinuities, and to enhance the convergence
of the Durbin’s algorithm for computation of the LPC coefficients, Perez-Meana (2007).
LPC was used to obtain 13 LPC coefficients for each windowed frame. LPC modelled
the vocal track as an all poles filter, Equation (5.7) from which the formants frequencies
can be inferred.

Hpzq “
Spzq

Upzq
“

b0
1´

řp
i“1 aiz

´i
(5.7)

where b0 is the excitation gain and the coefficients a1, a2, ¨ ¨ ¨ , ap are the weights of past
p samples and z is the complex variable of the transfer function.

The main idea in LPC is that a speech sample spnq at time n can be modelled as
a linear combination of its past p samples, Equation (5.8):

spnq “ b0upnq `

p
ÿ

i“1

aispn´ iq (5.8)

where upnq is the excitation signal.

114



If the z-transform is applied to Equation (5.8), the following expression is obtained:

Spzq “ b0Upzq `

p
ÿ

i“1

aiSpzqz
´i (5.9)

The first, second and third formants frequencies were obtained from the resonance
frequency of the vocal tract filter model in Equation (5.7). Since spectral transition
plays important role in this research, the first derivative of the formants frequencies was
obtained and the sum of the absolute values of the formants derivatives (SAVFD) is
computed.

The derivatives obtained directly from the formants frequencies are naturally quite
noisy. In order to filter the noise, these derivatives were obtained via polynomial ap-
proximation. A second order polynomial is fit into the trajectory of each of the three
formants, the derivative is obtained using Equation (5.10):

δpn,mq “

řq
k“´q fpn,m` kqk

řq
k“´q k

2
(5.10)

where f pn,m` kq is the formant at position n “ 1, 2 or 3 (i.e. 1st, 2nd or 3rd formant)
of frame m “ 1, 2, 3, 4, . . ., and δ is the derivative. The parameter q has been set to 3
in this research as it gives a good approximation and not too long delay. The fitting
width 2q ` 1 introduces q frames of delay. The sum of the δ functions is the SAVFD,
Padmanabhan (2003), Lawrence and Gold (1975).

5.4.6 Mel Frequency Cepstral Coefficients (MelFCC)

The MelFCC is a vector of amplitude of the coefficients of the inverse discrete Fourier
transform (IDFT) obtained from each frame of the speech. This vector modelled the
human auditory perception of a speech i.e. each amplitude of the frequency (bin) is
modelled or compressed according to the sensitivity of the human ear to that frequency.
In this study 13 MelFCC are extracted from each frame. 13 are used as it appeared to
offer a high detection accuracy of the phenomenon while further increase do not enhance
the accuracy of the model.

In order to obtain the MelFCC vector, the speech is pre-emphasised and the spec-
tral amplitude of the discrete Fourier transform (DFT ) bins of the speech frames are
obtained. The amplitude are passed through a triangular filterbank (integrator) fol-
lowed by a logarithmic amplitude compression. Inverse discrete Fourier transform is
then applied to it and the resulting amplitude of the spectrum are the MelFCCs. The
triangular filter banks are spaced using the mel scale which modelled human auditory
perception as shown in Equation (5.11).

Mel pfq “ 2595 log

ˆ

1`
f

700

˙

(5.11)
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where f is the frequency of the signal, log is the decimal logarithm. This scale is
approximately linear upto 1KHz after which the sensitivity of human ear to sound
(speech) is model as shown in equation (5.11), Sahidullah and Saha (2012).

The speech features described above i.e. the Power (Pi), NACUSD, ZCCR, SAVFD,
MelFCC are used as inputs for the two neural models described in Sections 5.5 and 5.6.

5.4.7 Analysis tool

The signal processing, analysis and design of the CI models were done using the matlab
environment. A user friendly graphical user interface (GUI) was developed to ease
model design. The recordings used for the training and testing of the models were
done in English language, to increase the robustness of the tool and to cover a wide
range of languages and voice types, the tool developed allow the user to train the model
using any language of their choice. The tool can also be used for visualization of many
speech features and to observe their dynamics as related to the various sections of the
impaired speech. This is very important as it enable the choice of the most relevant
features for training and prediction. Some of the features that can be visualized includes:
Root mean square (RMS) value, wave, energy, power, spectrogram, LPCs, MelFCCs,
formants, power spectral density (PSD), periodogram, single step autocorrelation, zero
crossing count rate, etc. The tool include facilities to play the audio recordings. Three
different segmentation CI models consisting of different topologies are included in the
tool. These are: ANN, SVM and Gaussian mixture model (GMM). The main GUI is as
shown in Figure 5.1, the SVM and Neural Network button open the GUI for SVM and
ANN as depicted in Figures 5.2 and 5.3 respectively. Figures 5.2 and 5.3 are only used
for training, after the training, the best models will be saved and used for prediction
using the main GUI, Figure 5.1.

Some of the speech features from a male subject are as shown in Figures 5.4 to
5.7. This speech consist of vowel-consonant-vowel sound i.e. ’asa’ repeated five times
as can be seen from the wave subplots. Figure 5.4 and 5.5 display the spectrogram,
waveform, the first four mel-frequency ceptral coefficients (MelFCCs), and the power
spectral density (PSD) of the impaired speech with silent/noise sections and the one
with silent/noise removed respectively. It can be seen that the MelFCCs follow certain
repetitive pattern within the various sections of the speech signal. In the same vein
Figure 5.6 and 5.7 shows the waveform, RSM value, normalized zero crossing count rate
(ZCCR) and normalized autocorrelation coefficient at unit sample delay (NACUSD)of
the same speech. It is evident that the ZCCR and NACUSD are approximately close
to 1 and -1 respectively within the unvoiced segments of the speech. Hence this tool
can be used for selection of the most appropriate speech features for a given impaired
speech segmentation model.
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Figure 5.1: Main speech analysis and prediction tool

Figure 5.2: SVM training GUI
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Figure 5.3: ANN training GUI

Figure 5.4: Speech spectrogram, wave, MelFCCs and PSD from male subject with
silent/noise
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Figure 5.5: Speech spectrogram, wave, MelFCCs and PSD from male subject with
silent/noise removed

0 1 2 3 4 5 6 7
−0.2

0

0.2

Time (s)

A
m

pl
itu

de

0 1 2 3 4 5 6 7
0

0.05

0.1

R
M

S

Time (s)

0 1 2 3 4 5 6 7
0

0.5

1

Time (s)

Z
C

C

 

 

0 1 2 3 4 5 6 7
−1

0

1

Time (s)O
ne

 D
el

ay
 C

or
re

la
tio

n

 

 

Figure 5.6: Speech wave, RMS, ZCCR and one delay autocorrelation coefficient from
male subject with silent/noise
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Figure 5.7: Speech wave, RMS, ZCCR and one delay autocorrelation coeficient from
male subject with silent/noise removed
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5.5 Artificial Neural Network

This section details the topologies of the ANN system used for the impaired speech
segmentation. Regarding the general structure of this system, in order to address the
nonlinearity associated with impaired speech pattern resulting from poor articulation,
a fully connected multilayer perceptron (MLP) ANN with two hidden layers has been
chosen Haykin (2008). The input layer is mapped into a high dimensional first hidden
layer for proper features selection. After a preliminary study, the activation functions
F pxq is used for the two hidden layers which is a nonlinear hyperbolic tangent function
Equation (5.12), and a linear symmetric straight line is used for the output activation
function, Equation (5.13). The analytical expressions of the activation functions are:

F pxq “ b ¨ tanhpaxq “ b

ˆ

1´ e´ax

1` e´ax

˙

(5.12)

and
F pxq “ mx` c (5.13)

where the intercept c “ 0 and the gradient m is left at Matlab default which is 1 while
the constants a and b are assigned the value 1.

Since there is no existing algorithm or method of selecting the best ANN architec-
ture or topology for a given non-linear problem, different architectures were adopted
and their performances were compared. More specifically, four topologies were used
i.e. feedforward (FF), feedforward with output feedback (FFB), cascaded feedforward
(CFF), and layered recurrent feedback (LR).

5.5.1 ANN training

The dataset used in training the ANN was obtained from both male and female subjects.
The total number of frames used for the training was 6456 obtain from nine repeated
spoken disordered and target (correct) speech signals using a frame size of 10ms. All
the data used in this research have been professionally recorded by the Interactive and
Media Technologies research group at the Creative Technology Studios of De Montfort
University, under the supervision of a speech therapist of the School of Applied Health
Sciences at De Montfort University. The recording have been performed using the Avid
HDX system.

The training is constrained to 300 epochs and 6 validation fails. The accuracy
and level of generalization of ANN largely depend on the initial weights and biases,
learning rate, momentum constant, training data, Gómez et al. (2014), Franco and
Cannas (2000) and also the network topology. A supervised batch training method was
used with 60% of the data used for training the ANN, 20% for validation and 20% for
testing the trained ANN, David E. Rumelhart and Williams (1986). The learning rate
is kept low at constant value of 0.01 and the momentum at 0.008. This choice has been
performed since the backpropagation algorithm is used as a local search algorithm. In
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this case, the ANN is used as a multiclass classifier, Subirats et al. (2010).

The inputs of the ANN for detection of silence/noise and unvoiced sections of
the disordered speech are: the short time power (power), normalized autocorrelation
coefficient at unit sample delay (NACUSD), the zero crossing count rate (ZCCR) and 13
MelFCCs as shown in Figure 5.8 and Figure 5.9 respectively. For steady state detection,
in addition to the four inputs used for silence/noise and unvoiced speech detection, the
normalized absolute value of the sum of the formants derivatives (SAVFD) is also used,
as depicted in Figure 5.10.

The output of the ANN consist of thresholds which are use for decision making to
classify a frame as either belonging to any of these three segments or not. Some of the
voiced sections of the disordered speech does not belong to any of these three segments
of interest, hence this study is different from normal speech recognition. During the
training, if a frame belongs to segment i the target value of the ANN designed for iden-
tification of segment i will be assigned a random number in the range r0.8, 1s otherwise
it will be assigned a random number in the range r0, 0.2s, Equation (5.14) i.e. the output
of the ANN are probabilistic. They are trained to give the probability of a given frame
belonging to each of the segments. The target is the expected output of the ANN, the
difference between the target and the actual output of the ANN during the training
gives the error. The error is used to adjust the weights and biases of the ANN toward
minimizing the mean square error (MSE) using backpropagation algorithm. Each of
the three sections of the speech has it own ANN with a combine decision metric unit as
shown in Figure 5.11. The term Artificial Neural Network Mixture Model (ANNMM)
was used to reflect the fact that the three segments of the disordered speech considered
in this study are detected using three different ANN topologies with a single decision
unit as shown in Figure 5.11. When the trained ANN is tested with both normal and
disordered speech utterances not used in training the ANN, the decision thresholds are
different from the training thresholds i.e. r0, 0.2s and r0.8, 1s as detailed in Section 5.5.2.
The choice of the upper limit 0.2 (if a frame does not belong to the reference (test) seg-
ment) and the lower limit 0.8 (if a frame belong to the test segment) create a gap of
0.6 between these two limits. This increases the robustness of the ANN especially when
tested with speech not used in training the ANN as the decision thresholds will be set
in-between these two limits, thus capturing a wide range of uncertainties as described
in Section 5.5.2.

Tpf,iq “

#

randp0.8, 1q if frame f belong to segment i
randp0, 0.2q otherwise

(5.14)

Where Tpf,iq is the training target value (expected output of ANN during training) of
frame f with respect to i, i “ 1 refer to silence or noise segment, i “ 2 unvoiced segment
and i “ 3 steady states segment.
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Figure 5.8: Feedforward ANN model for silence and noise detection

Figure 5.9: Feedforward ANN model for unvoiced detection

Figure 5.10: Feedforward ANN model for steady states detection

Figure 5.11: Artificial neural network mixture model (ANNMM)

5.5.2 ANN decision metrics

The three sections of the disordered speech of interest (silence/noise, unvoiced and
steady state section) are mutually exclusive i.e. a frame can only belong to at most
one of these three segments while some frames does not belong to any of the three
segments. Out of the four ANN topologies implemented, each of the four is trained for
detection of the three speech segments of interest. Three best ANN were chosen, one for
identification of each segment. The ANN are trained to give the probability of a frame
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belonging to each of the segments. Based on the training as described in Section 5.5.1,
for an ideal ANN model, if a frame belongs to a given segment, the output of the ANN
model for that segment should be in the range r0.8, 1s otherwise it should be in the range
r0, 0.2s but this may not be the case especially when tested with impaired speech not
used in training the ANN model. In order to increase the robustness of the ANN and
to capture a wide range of uncertainties, the following empirical rule was set. A frame
is said to belong to segment i if the output of ANN for segment i is ě βi otherwise it
does not belong to it, where βi is the threshold for segment i. The decision thresholds
β should range between 0.2 and 0.8 i.e. 0.2 ă β ă 0.8 where 0.2 is the upper training
bound if a frame do not belong to the particular segment while 0.8 is the lower training
bound if a frame belong to the segment. After a manual tuning of the thresholds, the
followings values: 0.6, 0.46 and 0.36 for silence/noise, unvoiced and steady state segment
respectively are found to yield an excellent results that are robust and well generalized
when tested with both impaired speeches used in training the ANNs and those not use
in training the ANNs.

5.6 Support Vector Machine Model

SVMs have proven to be an effective tool for pattern recognition and binary classification
on a wide array of problems Haykin (2008), Sun et al. (2013), Li et al. (2013). A SVM
classifier essentially detects the hyperplane that allows to divide a set of objects (namely
input set) into two classes. Since for the vast majority of the real-world classification
problems, a dividing hyper-plane may not exist when low dimensional input features
are used, hence a nonlinear mapping is applied to the objects in the input space. The
co-domain of this mapping is called feature space.

More formally, the input space x is initially mapped into a high m dimensional
feature space φpxq by means of a nonlinear transformation. The mapping into a high
dimensional feature spaces is very vital as many real world low dimensional features
that a linearly non separable, often become linearly separable when transformed into a
high dimensional features space, Xiaoyun et al. (2008). A linear model fpφ,wq Equa-
tion (5.15) is then constructed in the feature space, Haykin (2008), Sun et al. (2013),
Li et al. (2013) which linearly mapped the feature space onto the output space.

fpφ,wq “
m
ÿ

j“1

wjφj ` b (5.15)

where φj “ φjpxq, j “ 1, ¨ ¨ ¨ ,m refers to the set of non-linear transformations which
transformed the input space into the feature space. The symbols wj and b indicate the
weights and bias, respectively, which transformed the feature space to the output space.

The segmentation of impaired speech considered in this study can be formulated as
a multi-class classification problem. Each of the three classes of interest i.e. silent/noise,
unvoiced and steady state sections are assigned a SVM binary classifier. In contrast to
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the ANNs which are trained to give a probability of a frame belonging to each of the
segments, the SVM are trained to give the exact class of a frame, i.e. the output of
the SVM model designed for each segment can either be 1 if a frame belongs to that
particular segment or -1 otherwise, as described in Equation (5.16).

Tpf,iq “

#

1 if f belongs to i
´1 otherwise

(5.16)

Where Tpf,iq is the training target value of frame f with respect to i, i “ 1 refer to
silence or noise segment, i “ 2 unvoiced segment and i “ 3 steady states segment.

The SVM classification model is formulated as:

minimize
1

2
‖W‖2 ` C

n
ÿ

i“1

ξi (5.17)

subject to yipw
Tφpxiq ` bq ě 1´ ξi. (5.18)

The non-negative constant C is a regularization parameter that controls the trade-
off between achieving low training error (misclassification) and minimization of the
norms of the weights. The slack variable ξ is a parameter for handling non separable
data points. The input vectors xi for i “ 1, 2, . . . are the support vectors while yi for
i “ 1, 2, . . . are the corresponding outputs. The vector W is the vector of weights of
the SVM. The parameter b is the bias of the SVM. The function φ pq is the nonlinear
transformation function that maps the input space to the feature space.

In this research, two kernel functions were used i.e. the Gaussian radial basis
function (RBF) and the linear kernel as given in Equations (5.19) and (5.20) respectively.
These two kernels are selected from the kernels used in Section 4.2.3 for designing
SVM regression models for RF power prediction, but in this chapter, they are used for
classification.

Kpx, xiq “ ep´γ‖x´xi‖
2
q (5.19)

Kpx, xiq “ xTxi ` c, (5.20)

where x indicates the input vector, γ is the kernel parameter. The adjustable
constant parameter c of the linear kernel was set to 0.

The kernel function Kpx, xiq is related to the linear transformation φjpxq as given
by (5.21), Haykin (2008):

Kpx, xiq “
m
ÿ

j“1

φjpxqφjpxiq. (5.21)

The RBF kernel parameter γ and the regularization parameter C were evolved
using metaheuristic algorithms, as will be detailed in Section 5.6.1, Mininno et al.
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(2011a), Iacca et al. (2012b;a; 2011a;b), while the weights and bias of the SVM model
have been set via convex optimization using Sequential Minimal Optimization (SMO)
algorithm.

The accuracy and generalization of a SVM classifier depends on the correct choice
of hyperparameter C for the linear kernel and the hyperparameters C and γ for the
RBF kernel. Getting the optimum or near optimum values of the hyperparameters is
further complicated as they are problem dependent. Figures 5.12, 5.13 and 5.14 shows
the SVM models for the silent/noise, unvoiced and steady state segments respectively.

Figure 5.12: SVM model for silence and noise detection.

Figure 5.13: SVM model for unvoiced detection.

5.6.1 Optimization of SVM hyperparameters

The proposed nested algorithm used for training of SVM regression models for prediction
of RF power discussed in Section 4.3.1, is extended for training of SVM classifier used

126



Figure 5.14: SVM model for steady state detection.

for the impaired speech segmentation. The training of the SVM occurs in two nested
phases. In the outer phase, population based randomization metaheuristic optimization
algorithms are used to sample the hyperparameters ( i.e. the C parameter and the
kernel parameter γ) within the decision space. Two variants of population based swarm
intelligence optimization algorithms, and five variants of population based and compact
differential evolution algorithms are used in the outer phase for sampling the C and
γ. The sampled parameters are then used to construct an untrained SVM model. The
inner phase consists of a supervised training method used to train the SVM model via
convex optimization using sequential minimum optimization (SMO) algorithm to evolve
the weights W and bias b of the SVM model. In order to estimate how the model will
perform on speech utterances which were not used during the training phase, a ten folds
cross validation is used during the training.

The differential evolution mutation schemes used for evolving the provisional off-
spring are sampled from the lists presented in Section 2.6.1 as follows:

• DE/rand/1:
Vi,G “ Xr1,G ` F ¨ pXr2,G ´Xr3,Gq (5.22)

• DE/best/1:
Vi,G “ Xbest,G ` F ¨ pXr1,G ´Xr2,Gq (5.23)

• DE/rand-to-best/1:

Vi,G “ Xi,G ` F ¨ pXbest,G ´Xi,Gq ` F ¨ pXr1,G ´Xr2,Gq (5.24)

• DE/best/2

Vi,G “ Xbest,G ` F ¨ pXr1,G ´Xr2,Gq ` F ¨ pXr3,G ´Xr4,Gq (5.25)
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• DE/rand/2

Vi,G “ Xr5,G ` F ¨ pXr1,G ´Xr2,Gq ` F ¨ pXr3,G ´Xr4,Gq (5.26)

Where the indexes r1, r2, r3, r4 and r5 are mutually exclusive positive integers and
distinct from i within the range r1 PN s. Xbest,G is the individual with the best
fitness at generation G while F is the mutation constant or scaling factor. PN is the
population, X are the parent i.e. potential or possible solutions and V are the mutants
or provisional offspring.

The mutant vector Vi,G is then combined with Xi,G by means of the crossover oper-
ation to generate the offspring as discussed in Section 2.6.1. Two types of crossover are
used, namely binomial and exponential crossover, Zaharie (2007). The fitness function
used is the percentage error (PE) of miss classification or detection, given by Equa-
tion (5.31). A greedy selection scheme is used as described in Section 2.6.1, i.e. if
the offspring outperformed its parent, the offspring will replaced its parent in the next
generation otherwise the parent will continue in the next generation. The smaller the
fitness function PE the beter the performance. Population based differential evolution
(DE) and it compact (cDE) version were detailed in Section 2.6.1, Zaharie (2007), Price
et al. (2005), Qin et al. (2009), Mininno et al. (2011a), Iacca et al. (2012b), Mininno
et al. (2011a), Iacca et al. (2012b).

The two variants of swarm intelligence algorithms used are inertia weighted particle
swarm optimization (PSO) and complementary learning particle swarm optimization
(CLPSO) algorithms, Shi and Eberhart (1998), Liang et al. (2006) as discussed in
Section 2.6.5. The velocity update of PSO and CLPSO are giving by Equation (5.27)
and (5.28) respectively while the particle update for both PSO and CLPSO is shown in
Equation (5.29). The learning probability Pci of CLPSO is given by Equation (5.30).

V d
i ÐÝ wi ¨ V

d
i ` C1 ¨ rand1di ¨ ppbest

d
i ´X

d
i q

` C2 ¨ rand2di ¨ pgbest
d
i ´X

d
i q (5.27)

V d
i ÐÝ wiV

d
i ` c ¨ rand

d
i ¨

´

pbestdfipdq ´X
d
i

¯

(5.28)

Where pbest is particle best, gbest is the global best, pbestdfipdq is any particle’s pbest in-
cluding particle i pbest. fi “ rfip1q, fip2q ¨ ¨ ¨ , fipDqs defined which particles’ pbests the
particle i should follow. D is particle dimension, randdi is a random number in the range
r0 1s, each particle dimension d has its own randdi . X referred to particles’ positions
while c is the acceleration pull. PSO has been discussed extensively in Section 2.6.5.

Xd
i ÐÝ Xd

i ` V
d
i (5.29)

Pci “ 0.05` 0.45
e

10pi´1q
SS´1 ´ 1

pe10 ´ 1q
(5.30)

128



where SS is the swarm size (number of particles) and Pci is the learning probability .

5.7 Numerical Results

The results related to the two neural models are divided into the following two subsec-
tions

5.7.1 ANN Results

After training the ANN, the trained ANN model was tested with impaired speech signals
from both the training data and those not used in training the ANN model. These
test speeches are derived from both male and female subjects. The results obtained
demonstrate the robustness of the approach and how well the network is generalized.

ANN topology and parameters setting are problem dependent, the number of neu-
rons in the first and second hidden layers, and the output layers are summarized in
Table 5.1. The number of neurons in the layered recurrent feedback ANN, is less when
compared with other topologies as presented in Table 5.1 but the number of parameters
(weights) to be optimized is very large because of the layers feedback loops. This results
in a long training time. The layered recurrent feedback topology is run 15 times con-
strained within 100 epochs and 6 validation fails because of it long training time while
the other topologies were run 30 times constrained within 300 epochs and 6 validation
fails. For each run the ANN weights and biases were reinitialized with random values
for new training.

Table 5.1: ANN Topologies Specification

FF FFB LR CFF
1 Hidden Neurons 30 30 15 30
2 Hidden Neurons 20 20 5 20
Output Neurons 1 1 1 1

In order to form the artificial neural network mixture model (ANNMM), the best
ANN architecture or topology for each of the three segments of the impaired speech (i.e.
silent/noise, unvoiced and steady state segment or section) were selected. These best
topologies were combined together with a single decision unit to form the ANNMM,
Figure 5.11. To evaluate the performance of each ANN topology, the percentage error
(PE) was used, Equation (5.31). The PE is calculated for each ANN architecture and
for each segment of the speech.

PEi “
Mi ` Fai

Nf
ˆ 100 (5.31)

where PEi is the percentage error of segment i; for i “ 1 silence/noise, i “ 2 unvoiced
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Table 5.2: Test Results Statistcs

ANN Silence/Noise Unvoiced Steady State
Topology PE STD PE STD PE STD
FF 1.63 0.34 1.60 0.37 2.84 0.50
FFB 1.87 0.36 1.50 0.38 2.32 0.32
CFF 1.57 0.18 1.89 0.18 2.42 0.29
LR 1.88 0.13 1.48 0.19 2.20 0.36

Table 5.3: Comparative Results (PE)

ANN Silence/Noise Unvoiced Steady State
proposed 1.57 1.48 2.20
Iliya et al. (2014c) 2.29 3.44 5.93

and for i “ 3 steady state. Mi is the total number of frames belonging to i which were
not detected (miss detection) i.e. classified as not belonging to i, Fai is the number
of frames which do not belong to i but were classified as belonging to i (false alarm).
Nf is the total number of frames. Hence, the PE consist of the sum of miss detection
and false alarm. The PEs and the corresponding standard deviations (STD) for each
topology are listed in Table 5.2 where the best results are highlighted in bold font. All
the results contained in the tables in this section are obtained by using the test dataset
i.e. data not used for training the ANN model.

For this problem, the layered recurrent feedback (LR) rank first for unvoiced detec-
tion followed by feed-forward with output feedback (FFB). For steady state detection,
layered recurrent feed-back is also the best followed by feed-forward with output feed-
back (FFB). For steady state detection, feed forward is the best followed by LR as
shown in Table 5.2. For silence/noise detection, cascaded feed forward (CFF) is the
best followed by feed forward (FF) model. It is interesting to note that the recurrent
topologies outperform the FF in must cases, this may be due to the fact that the im-
paired speech is fed into the ANN as a stream of data in time order just the way the
patient pronounces the words (vowel-consonant-vowel) hence there is a likelihood of a
structure or relationships that exist between consecutive frames which is captured in
the feedback sections of the recurrent ANN models.

In order to highlight the performance of the proposed ANN, the results obtained
have been compared with those achieved by the neural system published in Iliya et al.
(2014c) for solving the same task. Numerical results are displayed in Table 5.3.

Results in Table 5.3 clearly show that the newly proposed ANN performs better
than the study by Iliya et al. (2014c). More specifically, it leads to an improvement of
31.44%, 56.98%, and 62.90% for silence/noise, unvoiced and steady state, respectively.

It must be noted that a direct comparison with the work carried out by Iliya
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et al. (2014d) is not applicable, since in Iliya et al. (2014d) it was assumed that at
the beginning of the speech recording, the first ten frames (100 ms) are either noise
or silence (in other words the problem was slightly different). This assumption was
necessary to obtain the initial thresholds for silence/noise. Although such assumption
is often used in speech related applications, it is fully arbitrary and may not always
be true. In the present study, such assumption was not done and, thus, the proposed
detection model is consequently more robust.

While the results presented in Table 5.2 are obtained using the test dataset which
even though it is not use in training the ANN model, it is a subset of the data from
which the training and validation datasets are obtained. In order to evaluate the ro-
bustness of the ANNMM, the model was tested using an independent impaired speech
obtained from male and female subjects. Figures 5.15 and 5.16 show the segmentation
of two independent impaired test speeches from a male and female subjects respectively
using the trained ANN model. In both Figures 5.15 and 5.16, the two top subplots
show the speech signal (wave) and result of ANN segmentation. The top subplot high-
lights the silence/noise segments between red beams captured by the ANN, the middle
subplot highlights unvoiced and steady state segments between black and red beams
respectively. Finally the bottom subplot displays the steady state segment of the signal
using the normalized formant derivative, i.e. the normalized trajectory of the average
of the absolute rate of change (first derivative) of the first three formants obtained from
Equation (5.10) (red beams).
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Figure 5.15: Test speech utterance from male using ANN: speech signal with segmen-
tation and normalized formant derivative

From the first subplot of Figures 5.15 and 5.16, it can be seen that the ANN
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Figure 5.16: Test speech utterance from female using ANN: speech signal with segmen-
tation and normalized formant derivative

was able to detect both silence and noise sections efficiently (red beams). The second
subplot shows how the ANN was able to detect the beginning and end of unvoiced
(black beams) and the steady state (red beams) sections. The informative section of
the impaired speech lies between the beginning of the unvoiced section to the start of
the steady state. The third subplot clearly shows that within the steady state, the
formant remains fairly constant and consequently the derivative is approximately null.
This is a very important finding for creation of an artificial speech therapist since the
portion of speech signal with no new spectral information are identified and captured,
thereby restricting the area of interest of the signal.

5.7.2 SVM Results

In order to select the most appropriate optimization algorithm for the SVM problem,
multiple algorithms have been considered as described in Section 5.6.1. The following
popular population-based and compact metaheuristics have been implemented and run:
PSO, CLPSO, Liang et al. (2006), jDE Brest et al. (2006) and DE, Neri and Tirro-
nen (2010). Then, to prove the effectiveness and the potential of cDE for the specific
problem, multiple cDE configurations have been tested. All DE and cDE algorithms
metaparameters are set after a manual tuning as follow: the crossover rate is tuned
to 0.3 and scale factor also set to 0.3. The PSO has been run with velocity and ac-
celeration constants set to C1 “ 0.8 and C2 “ 0.6 respectively. The CLPSO and jDE
algorithms have been run with their original setting suggested by Liang et al. (2006)
and Brest et al. (2006) respectively. The population based algorithms have been run
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Table 5.4: SVM Test Results Statistcs

Algorithms
Linear Kernel RBF Kernel

Silent/Noise Unvoiced Steady State Silent/Noise Unvoiced Steady State
PE STD PE STD PE STD PE STD PE STD PE STD

PSO 1.67 0.00= 2.39 0.02= 8.91 0.00+ 1.28 0.00= 1.56 0.02+ 2.96 0.04+
CLPSO 1.67 0.00= 2.41 0.02+ 8.94 0.04+ 1.60 0.20+ 1.80 0.28+ 4.45 2.41+
DE/rand/1/bin 1.67 0.00 2.39 0.02 8.91 0.00+ 1.28 0.00 1.53 0.02+ 2.90 0.02+
DE/rand/1/exp 1.67 0.00= 2.40 0.00+ 8.91 0.00+ 1.28 0.00- 1.56 0.02+ 2.93 0.03+
JDE 1.67 0.00= 2.67 0.00+ 9.33 0.00+ 1.84 0.08+ 1.24 0.00 2.25 0.00+
JDE/exp 1.67 0.00= 2.67 0.00+ 9.33 0.00+ 1.89 0.04+ 1.29 0.07+ 2.56 0.14+
DE/best/2/bin 1.67 0.00= 2.67 0.00+ 9.34 0.02+ 1.91 0.04+ 1.38 0.16+ 2.25 0.00+
cDE/rand/1/bin 2.01 0.00+ 3.02 0.00+ 8.37 0.00+ 1.86 0.05+ 1.39 0.09+ 3.81 0.14+
cDE/rand/1/exp 2.01 0.02+ 3.02 0.00+ 8.35 0.03+ 1.83 0.03+ 1.40 0.07+ 3.81 0.11+
cDE/best/2/bin 1.94 0.04+ 3.06 0.00+ 8.34 0.03+ 1.35 0.02+ 1.55 0.46+ 1.95 0.03
cDE/best/2/exp 2.00 0.03+ 3.04 0.02+ 8.35 0.03+ 1.35 0.02+ 1.47 0.41+ 2.01 0.04+
cDE/best/1/bin 1.99 0.05+ 3.05 0.02+ 8.33 0.02 1.37 0.05+ 1.46 0.42- 2.28 0.70+
cDE/best/1/exp 1.98 0.04+ 3.05 0.02+ 8.34 0.03+ 1.37 0.04+ 1.55 0.44+ 2.00 0.11+
cDE/rand-to-best/1/bin 2.01 0.00+ 3.04 0.02+ 8.37 0.00+ 1.34 0.00+ 1.27 0.03+ 2.28 0.15+
cDE/rand-to-best/1/exp 2.01 0.00+ 3.04 0.02+ 8.37 0.00+ 1.34 0.00+ 1.29 0.02+ 2.43 0.37+
cDE/rand/2/bin 2.00 0.02+ 3.02 0.00+ 8.36 0.02+ 1.82 0.00+ 1.34 0.10+ 2.11 0.18+
cDE/rand/2/exp 2.01 0.00+ 3.02 0.00+ 8.37 0.00+ 1.86 0.05+ 1.36 0.12+ 2.11 0.18+

with a population size of 10 individuals while the virtual population of cDE variants
has also been set to 10, Mininno et al. (2011a).

Each of the algorithms involved in this study has been run with 200 fitness evalu-
ations. For each fitness evaluation, the weights and bias were evolved using Sequential
Minimal Optimization (SMO) algorithm constrained within a maximum of 70000 itera-
tions. Each algorithm has been run for 50 independent runs. The PE of misclassification
and its corresponding standard deviation (STD) using test impaired speech are listed
in Table 5.4. Furthermore, in order to enhance the statistical significance of the results,
Wilcoxon test has been applied to select the most promising optimizer, Wilcoxon (1945).
The most promising metaheuristic for each column in Table 5.4 has been highlighted
in bold and taken as a reference for the Wilcoxon test. A ` indicate that the refer-
ence algorithm outperformed the competing algorithm, ´ signified that the competing
algorithm outperform the reference while “ mean that the competing and reference
algorithms are statistically equal in performance.

From the results depicted in Table 5.4, the RBF kernel generally outperformed
the linear kernel in capturing the three segments of the impaired speech considered
in this study. The RBF SVM trained using the proposed algorithm also outperforms
the ANN based segmentation model for the three objectives, corresponding to PEs of
1.28%, 1.24%, and 1.95% while the corresponding PEs of the ANN system are 1.47%,
1.48%, and 2.20% for silent/noise, unvoiced and steady state respectively.

The comparison among the optimization algorithms shows that DE based algo-
rithms appear to have a slight advantage with respect to the PSO metaheuristcs con-
sidered in this research. While population based algorithms appear to display a slightly
better performance than the compact DE for the classical tasks of silent/noise and un-
voiced detection. On the contrary, cDE appears to have the best performance for the
specific steady state detection which is the most crucial task in this study. In conclu-
sion, the cDE framework appears to have a very good performance for this task in both
linear and RBF kernel. Thus for this system, a population based DE is preferred for
noise/silence and unvoiced detection while its compact version for steady state detec-
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Table 5.5: SVM global best model parameters

Linear Kernel RBF Kernel
Silent Unvoiced Steady Silent Unvoiced Steady

State State
PE 1.67 2.36 8.29 1.28 1.16 1.90
C 5.09 4.29 20.94 530.01 58.26 204.69
γ - - - 8.82 1.88 1.66

DE/rand/1/bin DE/rand/1/bin cDE/best/1/bin DE/rand/1/bin jDE cDE/best/2/bin

tion.

Figure 5.17 shows the detection of the three segments using SVM on a male subject
speech. This speech is not a subset of the dataset from which the training, validation
and test dataset were obtained, rather is completely an independent impaired speech.
Considering how well the segmentation was carried out with reference to Figure 5.17 as
well as other figures presented in this study, the model appears to be robust and well
generalized.
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Figure 5.17: Test speech utterance from male using SVM: speech signal with segmen-
tation and normalized formant derivative

The best results found during the experiments are reported in Table 5.5 with the
corresponding best values of C and γ.
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5.8 Summary of Impaired Speech Segmentation

The results obtained demonstrate that ANN and SVM can be used for effective segmen-
tation of disordered speech utterances. A robust segmentation model was developed by
combining three different ANN topologies to form the artificial neural network mix-
ture model (ANNMM) which efficiently isolates the silence/noise and unvoiced sections
of the impaired speech and identifies where the spectrum becomes steady. Numerical
results show that a very high performance can be obtained using a SVM with RBF
kernel trained by the proposed nested algorithmic framework. Population based DE
algorithms display the best performance for detecting noise/silence and unvoiced seg-
ments while the compact DE algorithm offers the best performance for the steady state
detection. Thus, a hybrid model, making use of both population based and compact
algorithms seems to be the most promising option. Having been able to capture the
most informative part of the impaired speech, future work will focus on analysis of the
informative sections of the impaired speech, and to identify in time the articulators that
are responsible for each sections of the impaired speech and possible correction mea-
sures. This will be done using other high dimensional temporal (time) and frequency
domain speech features along with other CI models. The final phase of this research will
focus on the development of a robust artificial speech therapist that can serve as a self
training system for speech disordered patients with reliable feedback progress report in
form of text and audiovisuals.
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Chapter 6

Conclusion and Future Work

6.1 Summary of publications

During the period of this research I had five peer-reviewed journal papers published,
and presented my work at six peer-reviewed IEEE conferences. The sixth journal was
submitted to IEEE transactions on neural networks and learning systems for possible
publication.

6.2 Contribution of the thesis

The contributions of this study are listed as follows:

• Spectrum occupancy or utilization estimate of some communication bands in Le-
icester, UK was conducted. These bands include: 50MHz to 860MHz consisting
of radio and TV broadcasting channels; and 868MHz to 2.5GHz with emphases
on ISM 868 band, GSM900 and GSM1800 bands and ISM 2.4GHz band, some
bands within these ranges where also considered. The success of CR network is
largely dependent on the overall world knowledge of spectrum utilization in both
time, frequency and spatial domain, thus this study will add to the existing spec-
trum survey campaigns conducted in other part of the world in order to facilitate
and enhance the implementation of CR network. This survey aim at identifying
underutilised bands that can serve as potential candidate bands to be exploited
for CR application. It is quite interesting to note that the outcome of the sur-
vey reveals that the average utilization estimate of the bands within the studied
location is less than 30% of the entire bands considered, Iliya et al. (2015c).

• Optimised ANN and SVR models for prediction of RF power traffic of the studied
location were developed. These models are used for prediction of real world RF
power and instantaneous occupancy status of the channels. While most predictive
models implemented were centred on prediction of occupancy status (i.e. either
a channel is busy or idle) using simulated data, the proposed models predict real
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world RF power from which the occupancy status can also be known for a given
noise floor (threshold). For vacant (idle) channels the predicted power referred
to the expected noise power while for busy channels is the communication signal
plus noise and/or interference power. The prediction models presented will enable
the selection of channels with less noise among the predicted idle channels for
effective communication at less radio resources such as bandwidth and transmitted
power. More importantly, the inputs of the proposed prediction models does not
contain any RF power related parameters such as signal to noise ratio or a priory
knowledge of primary users’ signals which may not be made available to CRs.
This make the proposed models to be robust and well suited for CR application
especially where the CR has no a priory knowledge of the PU signal type, Iliya
et al. (2015d; 2014a;b).

• The thesis proposes a robust and novel way of obtaining a bench mark for the
weights of a combined prediction model that captures the advantages of equal
weight average method, inverse ranking method and inverse mean square error
method of evolving weights of a combined forecasting model as detailed in Sec-
tion 4.4.1. The proposed hybrid bench mark tuned using differential evolution
variants, proved to converge quickly to a good solution as shown in Figure 4.10.
Six prediction models consisting of different topologies of ANN and SVR models
are combined together with weighted outputs to form a single prediction model.
As a prove of concept, the weights of the combined model were evolved using the
proposed method and the overall prediction accuracy was found to increase with
an average of 46% as compare with the individual models used.

• The work presented by Cherkassky and Ma (2004) was improved by using differ-
ential evolutionary and particle swarm optimization algorithms to evolve the meta
parameters of the SVR models which was found to increase the accuracy and gen-
eralization of the models as described in Section 2.7. The SVR models was trained
by the proposed nested ad-hoc hybrid algorithm whose outer phase consist of
metaheuristics optimization algorithm variants for sampling the metaparameters
while the inner phase is designed using convex optimization algorithm for evolving
the weights of the SVM regression model, Section 4.3.1. The initial weights of the
ANN are also evolved using deferential evolutionary and particle swarm optimiza-
tion algorithms. These population based randomization algorithms are used as
global searchers which provides effective means of escaping local optimum during
the initial training phase of the ANN, and finally the best solution (weights) are
then fine tuned toward the global optimum using single solution back propaga-
tion algorithms (BPA) at low learning rate and momentum constant to serve as a
local searcher. The ANN models trained with the hybrid algorithm was found to
outperform the ones train with only BPA with a MSE of 0.0242 while BPA have
a MSE of 0.1345, Iliya et al. (2015a;d; 2014b).

• The skills and knowledge acquired from this research were extended to develop
computational intelligence models for application in three areas related to medical
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field. CI models for segmenting impaired speech into silence/noise, unvoiced and
voiced sections, and for identification of the segment where the spectrum becomes
steady were developed. Thus capturing the part of the speech that is likely to
contain the information about the speech articulators (organs) responsible for the
impairment, Iliya and Neri (2016), Iliya et al. (2014d;c).

Chapter 2 forms one of the subsidiary contribution of this research where inten-
sive literature review of the areas within the research field are presented. This led to
the discovery of research gaps and possible solutions were suggested. The background
information needed for understanding of the subsequent chapters of the thesis are pre-
sented. Spectrum sensing techniques are discussed with emphases on energy detector
which is the technique used in sensing the channels considered in this research, and
for estimating the utilization rate of the channels. The ANN topologies used to design
the prediction models are discussed in this chapter. A supervised training was used
and after several experimental trial, the best activation functions for the hidden layers
and the output layer are found to be tannsig and symmetric straight line respectively.
The theory of the metaheuristics optimization algorithms used for optimizing the RF
power and spectrum hole prediction models are discussed. Different variants of popu-
lation based and compact versions of differential evolutionary and swarm intelligence
optimization algorithms are used. The chapter present a novel way of improving the
work done by Cherkassky and Ma (2004) via the use of the aforementioned metaheuris-
tics optimization algorithms for evolving the meta-parameters of SVM as detailed in
Section 2.7. This approach was found to improve the accuracy and generalization of
the prediction models as evidenced by the results presented in Section 4.5.1.

Chapter 3 forms one of the major contribution of this thesis where Long time
spectrum occupancy survey using real world RF data captured at different period of
time within three years was conducted. The survey aims at evaluating the utilization
levels of the various bands under study, and to identify underutilized bands or channels
that can serve as potential candidate channels to be used for CR application towards
efficient spectrum utilization. The survey reveals that, for a given probability of false
alarm of 0.015, the average occupancies of bands 50 - 2500 MHz at constant noise
margins of 5, 7 and 10 dB above the ambient noise are 31.52%, 20.86% and 11.70%
respectively, Figure 3.17. When the decision threshold was obtained by setting the
constant noise margin at 10 dB above the average of the ambient noise as recommended
by International Telecommunication Union (ITU), Bureau (2002), the estimated average
usage of the spectrum was found to be 18.34%. This implies that out of the 1182 MHz
total bandwidth considered, the overage spectrum often in used is 216.78 MHz which
is grossly inefficient. Band 50-860 MHz assigned for different services as described in
Section 3.2 is grossly under utilized with the exceptions of TV bands 470 - 600 MHz
and 730 - 860 MHz which have a duty cycle of 29.52% and 15.02% respectively. GSM
1800 band with a duty cycle of 51.57% appear to be much more utilized than GSM
900 band which has an estimated duty cycle of 40.85%. From the results of the survey,
GSM 1800 band has the highest duty cycle. The duty cycle of GSM 900 and GSM 1800
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bands shown in subplot 3 of Figures 3.11 and 3.12 exhibit a different trend with no
frequency resource block having a duty cycle of zero, contrary to those of Figures 3.5 to
3.10 where there are many frequency resource blocks (spectrum) with zero duty cycle
for the whole period of measurements (observations). Based on the studied location,
the ISM 2.4 GHz band has a higher spectrum occupancy with a duty cycle of 18.55%
than ISM 868 MHz which has a duty cycle of 14.71%. From the aforementioned, it
is obvious that over 50% of the licensed spectrum are not utilized. Thus, the current
spectrum scarcity is a direct consequence of static spectrum allocation policies and not
the fundamental lack of spectrum.

Chapter 4 detailed the implementation of the RF power prediction models, and
the topologies adopted. The results of the sensitivity analysis shows that the first four
most recent past RF power samples account for 94.68% of the total decrease in MSE
resulting from all the past RF power samples used. Hence in this research, 4 past recent
RF power samples were used as part of the ANN and SVM inputs for current RF power
prediction.

A combine RF power prediction model consists of six prediction models i.e. three
ANNs topologies (FFB, CFF and LR) and three SVM regression models using linear,
RBF and exponential kernel was designed. The weights of the combine model were
evolved using the proposed method presented in Sections 4.4 and 4.4.1, and the accuracy
of the combine model increases with an average of 46% as compare with the individual
models used.

To minimised the problem of premature convergence which is one of the major
setback of back propagation algorithm, and to have a robust ANN model that is well
generalised, the ANNs were trained using a hybrid algorithm consisting of different vari-
ants of population based and compact metaheuristic optimization algorithms, and back
propagation algorithm (BPA). The hybrid algorithm exploit the global search advan-
tages of population based randomization optimization algorithms and the local search
capability of single solution BPA. The initial weights were evolved using differential evo-
lution (DE) and particle swarm optimization (PSO) variants as detailed in Section 2.6,
after which the weights are fine tuned toward the global optimum using BPA. The
models trained with the hybrid algorithm was found to outperform the ones train with
only BPA with a MSE of 0.0242 while BPA have a MSE of 0.1345, Iliya et al. (2015a;d;
2014b).

The SVM is trained using a hybrid ad-hoc nested algorithm whose outer layer con-
sists of different variants of population based and compact metaheuristic optimization
algorithms for sampling the SVM meta-parameters (C parameter, ε and the kernel pa-
rameter γ), while the inner layer is a convex optimization algorithm for evolving the
weights and bias of the SVM.

For the models designed for prediction of RF power in one channel, the feed forward
ANN outperformed the other models with an average mean square error (AMSE) of
0.0215. The best SVM model is obtained using exponential kernel with an AMSE
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of 0.0226. For the multiple channel, single output prediction models, the AMSE of
feed forward ANN is 0.0565 while that of Linear kernel SVM is 0.0640. Base on the
results obtained, both ANN and SVM are good choices for this problem even though
the ANN outperformed the SVM in all cases. Considering the computing demand, and
the memory and power constrain of cognitive radios, the recommended model is the
feed forward ANN model designed for prediction of RF power in multiple channels but
one at a time. From the results presented in Tables 4.2 and 4.3 with regard to this
problem, the differential evolution algorithms are preferred to the swarm intelligence
algorithms for training the models.

Spectrum holes prediction using probabilistic ANN model and the prediction using
two algorithmic methods (i.e. blind linear and blind stochastic search methods) are
compared. The word probabilistic here referred to the fact that the outputs of the
ANN gives the probability of the channels been idle. In this simulation, it was assumed
that all the channels have the same noise and quality of service, and only one channel
is needed for communication. The spectrum activities of 20 channels were modelled for
different traffic intensities as described in Section 4.5.2. Each method is evaluated based
on the number of channels sensed out of the 20 channels before the first idle channel
is found. For each search, the ANN ranked the channels in decreasing order of being
idle and start searching from the channel with the highest probability of being idle,
the search stop when the first idle channel is found. The blind linear method always
start searching from the first channel serially while the blind stochastic method searches
randomly. For traffic intensity of 32.62%, out of 7440 search times, 97.87% (7281) of the
total search the ANN found spectrum hole at first search while that of the blind linear
and blind stochastic search are 62.88% and 65.44% respectively as shown in Figure 4.14.
For all the traffic intensities considered in this study, the ANN outperformed the other
two algorithmic approaches as shown in Table 4.6. The probabilistic ANN used in this
research also outperformed the ANN used by Baldo et al. (2009) for dynamic channel
selection.

Chapter 5 consist of one of the major contribution of this thesis. ANN and SVM
models were used for segmenting short impaired speech utterance into silent/noise,
unvoiced, and voiced sections. Moreover, the proposed technique identifies those points
of the impaired speech where the spectrum becomes steady. The resulting technique
thus aims at detecting that limited section of the speech which contains the information
about the potential impairment. This section is of interest to the speech therapist as it
is likely to contain the information about the speech organs (articulators) responsible
for the impairment, Iliya and Neri (2016), Iliya et al. (2014d;c). Five speech features
consisting of both temporal (time) and spectral (frequency) features were extracted
from the speech signal as described in Section 5.4. These five feature are used as
inputs for training the models for identification of the three segments of the impaired
speech. When the models were tested with impaired speech from both male and female
subjects, the SVM segmentation models outperformed the ANN models with percentage
error (PE) of 1.28%, 1.24% and 1.95% while the PE for the ANN models are 1.57%,
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1.48% and 2.20% for detection of silence/noise, unvoiced and steady state segments
respectively. In the proposed disordered speech training system, the patient is requested
to speak only short utterances of the form vowel - consonant - vowel e.g. ASA. The
leading vowel sound is added to make it easier for the patient to pronounce the following
part. The steady state of interest is the segment within the second vowel where the
spectrum become steady in the frequency domain (i.e. the formants frequencies remain
constant). Within the steady state, there is no new spectral information. Hence the
most informative section of the impaired speech is likely to be at the beginning of the
unvoiced speech (consonant) and the first frame within the steady state. The proposed
training system, efficiently captured the informative segment of the impaired speech
which can be used for further analysis towards the realization of a standalone artificial
speech therapist.

In addition to this, a robust user friendly GUI tool was developed using matlab
for normal and impaired speech signal processing that contains both algorithmic signal
processing methods and computation intelligence framework approaches as presented in
Section 5.4.7. The recordings used for the training and testing of the models presented
in this thesis, were done in English language, to increase the robustness of the tool and
to cover a wide range of languages and voice types, the tool developed allow the user
to train the model using any language of their choice. The tool can also be used for
visualization of many speech features and to observe their dynamics as related to the
various sections of the impaired speech. This is very important as it enable the choice
of the most relevant features for training and prediction.

6.3 Future Work

Spectrum Occupancy Survey: The dataset used in this research was captured within
one fixed geographical location and at the same height for the entire period of the ex-
periment. This is not sufficient to provide a robust and generalised information about
the spectrum occupancy estimate of the studied environment. To provide a wider view
of spectrum occupancy estimate that can facilitate cognitive radio network implemen-
tation, spectrum measurements campaigns should be conducted simultaneously in more
than one geographical location at different heights within the same period of time. The
collation and analysis of the data obtained from the independent measurements will
give a more accurate estimate that can be used to identify underutilised bands with
reference to frequency, time and spatial domains.

Spectrum Hole Prediction: One of the initial objectives of this research is to
develop CI predictive models using historic data to predict in real time the current
channels statute i.e. either vacant (idle) of busy using a binary classifier. This will
enable the CR to predictively select idle channel (spectrum hole) for communication.
But after capturing the historic data for training the models, the actual channels statutes
(busy or idle) can only be known if the characteristics of the signal such as modulation
type, encoding schemes, etc is known. Since the characteristics of the signals captured
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are not known, the actual channels statute could not be determined. As a result, all the
prediction models implemented in this research can only be used to predict real world
RF power of the channels not the actual channels statute. This will help the cognitive
radio to avoid noisy channels, and if given the right threshold, the actual channel statute
can be known. That is, if the predicted power is above the threshold, the channel is
busy otherwise it is idle. The models implemented for prediction of channels statute
(spectrum holes) presented in Section 4.5.2 were designed using simulated data. Hence
spectrum sensing in search of spectrum holes without a priory knowledge of the primary
users signal type, is currently an active research field.

Realization of Standalone Artificial Speech Therapist: Having been able
to capture the parts of the impaired speech that are likely to contain the information
about the potential impairment, future work should aim at using other high dimensional
temporal (time) and frequency domain speech features along with other CI models, to
analysis in detail the informative sections of the impaired speech, and to identify in time
or near real time the speech organs (articulators) that are responsible for each segments
of the impaired speech, and possible correction measures. This will be followed by The
final phase which will focus on the development of a robust artificial speech therapist
that can serve as a self training system for speech disordered patient with reliable
feedback progress report in form of text and audiovisuals.
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