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Abstract— This paper develops a framework for responsible research and innovation (RRI) in robot design for roboticists from a study of the processes involved in the design and engineering of a range of robots including standard manufacturing robots, humanoid robots, environmental scanning robots and robot swarms. The importance of an iterative approach to design, the nature of transitions between design phases, and issues of uncertainty and complexity are examined for their ethical content. A cycle of RRI thinking based on reconnoitre, realisation, reflection, response and review is described which aligns with the general characterisation of robot engineering processes. Additionally the importance of supporting communities, knowledge bases and tools for assessment and analysis is noted.
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I. INTRODUCTION
In recent years interest in the ethics of robots has grown as advances in technology and changes in society have encouraged the exploration of their use. Significant interest in robots as autonomous machines with the potential for making autonomous ethical decisions in the field, spurred on by popular reference to Asimov’s rules for robots has taken attention away from the robot engineers themselves. 

While the nature of autonomy is a matter of debate, it is clear that the ability of the robot to make ethical decisions is determined by the capabilities engineered into the robot by roboticists. And those capabilities are influenced by the ethical frameworks subscribed to by the roboticists, by their ability to understand the environment within which the robot works,  to predict changes in that environment, and their willingness to engage in social and ethical reflection and debate beyond the physical and mechanical considerations.

The EPSRC rules, developed in 2010, besides recommending that robots should not be designed to kill humans except in the interests of national security, clearly state that robot engineers are responsible for robot behaviour, robots are products fundamentally like any other engineered product, and legal responsibility should be attributable to a robot’s creators [1]. Since it is robotics engineers carry significant social responsibility for the effects of their products along with clients and users, frameworks and approaches are needed that will encourage and enable robotics to engage with the society within which robots will operate and to develop products that are socially acceptable and promote social advancement. 

One such framework, currently being developed is that of responsible research and innovation (RRI). RRI is defined as a “transparent, interactive process by which societal actors and innovators become mutually responsive to each other with a view to the ethical acceptability, sustainability, and societal desirability of the innovation process and its marketable products in order to allow a proper embedding of scientific and technological advances in our society” [2]. RRI recognises that no technological advance, however great its potential to benefit society, will succeed unless it is accepted, socially and ethically embedded and aligns with society’s aspirations and culture.
RRI encourages responsiveness to society’s needs and engagement with society.  This requires continuous commitment to be anticipating, describing and analysing potential intended and unintended impacts; to reflect on the underlying purposes and motivation behind the technology; to deliberately open up dialogue with a diverse range of stakeholders and to respond through learning, design changes and the development of new capabilities [3]. 

Although RRI is promoted and supported by the European Union as part of the structure of the Horizon 2020 research programme, and is being developed by the UK’s EPSRC to underpin all research proposals, its structure and process are in their early stages of definition. While it is not intended that RRI should be prescriptive, the development of guidelines, example processes and tools is essential to its take up and success. RRI practice will be aligned and adapted to individual guidelines and technologies, but general principles will emerge and tools developed which will be of value across a range of technical platforms.

This paper sets out with two objectives. Firstly, it uses the concepts of RRI to identify process and practice which can be embedded in robot engineering to encourage social and ethical engagement throughout the robot design process. Secondly, an analysis of robot design processes is used to support the crystallisation of RRI processes. Hence robot engineering practice will feed into RRI and RRI practice into robot engineering.

The paper firstly considers the design processes in robot engineering, key themes are drawn out which identify possible alignments with RRI. Secondly the potential processes within RRI are discussed. This leads to a discussion of some key concepts in RRI which are critical for robot engineering. Finally a roadmap for robotics RRI is proposed which aligns the RRI principles with the robotics engineering practice.

II. Robot Engineering Processes.

In this section we explore the engineering design processes involved in the development of robots with a view to understanding the critical issues and identifying a strategy for wrapping robot engineering in responsible research and innovation. We also demonstrate an alignment between the principles and practice of RRI and the nature of robot engineering.

For the purposes of this paper, we define a robot as a programmable artefact, able to respond to its environment, capable of movement and changing aspects of its physical environment. See Winfield [4] for a detailed classification.

In many ways, a robot engineering project does not differ from a typical engineering project. Robots are physical artefacts engineering according to sound physical and mathematical principles. It is a complex assembly of sensors, processors and actuators which respond in adaptive ways to the environment it is designed for.  Each part requires individual design and its assembly into a whole. 

Robots may be differentiated from other engineering in a number of ways which might suggest that the design process is more complex and addresses greater uncertainty than a typical engineering project. Robots can adapt their response according to sensor data not only to change their behaviour but also to change the environment they are in. They may have the autonomy to carry out behaviour without the intervention or monitoring of a human supervisor. They will also encompass capabilities to move about in their environment and physically manipulate materials. Their interaction with humans may be more complex and uncertain, and extend beyond the computer screen to include physical interactions.
 We will first examine a classical robot engineering process. The discussion of robot process will identify points of ethical engagement in the processes and illustrate the nature of the design processes which RRI needs to engage with.  Adaptations and extensions depending on the characteristics of the robot and its working environment are examined to identify other points of ethical engagement.  Finally in this section, the distinctive nature of the design process in swarm robotics is discussed.

A.
Classical robot engineering design process

To describe the classical robotics design processes, Penfield Robotics approach is used [5], in a modified form. The modification involves the recognition that physical prototyping and testing of the physical prototype is an important step following virtual prototyping. The Penfield approach is a well-structured  approach in which critical steps of robotics design can be clearly identified.  It uses a physical mock up and a prototyping approach which is essentially complete once design is committed to a CAD platform. 
Classically CAD design is aimed at developing the final product in a way in which parts are brought together in a logical order which addresses and optimises the manufacturing process. NASA’s design approach, based on the design first approach [6], advocates the use of CAD as a prototyping approach in which ideas are refined and revised before starting the process of engineering and refining a physical prototype. Critically the aim is to delay the slow process of physical prototyping until the virtual prototype is fully worked through and understood.  

Identify the problem.  The start of a robot engineering process concerns the definition of the problem. This requires a clear understanding of the need, the environment and the purpose. Any description of the physical problem should be accompanied by a consideration of: who sees it as a problem? What is the goal of the robot engineering? For whom is that goal being pursued? What are the social and economic goals? What is the overall purpose of the engineering process?  Examining the purposes and motivation for the robot innovation at an early stage is critical. Purpose and motivation may be associated not only with the physical problem requiring a robot engineering solution, but also with the social and ethical environment. Hence the early steps of robot design concerning problem, purpose (telos) and goals immediately point towards a requirement for an ethical agenda.

Identify criteria and constraints. Identification of physical, logical and mathematical criteria and constraints should be accompanied by examination of social and ethical constraints. This will involve defining rules and boundaries for the robot’s activity which are socially and ethically influenced. Boundaries should be identified by examining the nature and limits of the community within which the robot will operate. These boundaries will inevitably be ethical and social as well as technical. 

Specification ranking.  Penfield suggests determining what is important for the robot’s purpose and function, using a formal weighted objectives approach. Clearly functional weighted objectives will need to be socially and ethically relevant as well as addressing the physical engineering problem.

Brainstorming ideas. This step concerns visualising how to solve the problem and the generation of ideas. Hence it involves the exercise of the engineer’s imagination which will only work in imagined contexts and environments which will have human dimensions. Additionally imagination is a key component in generating ethical awareness [7].

Selecting an approach. Out of brainstorming will emerge a series of different approaches to a robotic engineering problem. Selection involves deciding on the best approach. Penfield Robotics asks what is best? This is inevitably a decision which depends on the worldview of the engineer and the dimensions by which the best approach is judged. Critically a questioning of what those dimensions are is required; followed by a balancing and matching of those dimensions. Cost, safety, human involvement, ethical issues and the taking of a long term view must all be part of the selection process. 

Detailed design. This involves a critical role for Computer aided design and computer simulation. Such simulation will address the functions of the robot, its predicted behaviour in a defined environment and which will involve CAD, and taking into account how the robot might be assembled. Such simulation will have its social and ethical context, but will also be limited in its relation to the real world, an issue which is discussed below. Penfield robotics and other robotic engineers emphasise the importance of the CAD step and its value in unpacking the detailed design issues. RRI approaches should address how much ethical consideration can be embedded in the computer simulation.

Prototyping. While prototyping may be done with simple models made from simple materials such as paper and cardboard before the detailed design and prototyped within computer simulations, there will be a step where an engineered prototype is explored, using the materials which the manufactured robot will be eventually made of. The interaction of a material robot with the human material inevitably raises ethical issues. 

Testing robot at home. Prototype robots and initially manufactured robots need to be tested in their home environment. For many robotists this is the starting point for addressing social and ethical issues. The initial robot build needs home testing. This will involve a limited release into its environment in a controlled manner. Here there is a transition point between the confines of the laboratory and the manufacturing site and the operational environment, which will be discussed further below.  

Manufacture and release. Large scale manufacturing of the product will require a marketing plan, a maintenance plan and a user guide. Here social and ethical issues should be explicitly addressed in marketing, maintenance and user training which cannot be done unless their addressing has been integral to the design process. 

Refine design. The classical engineering design process will involve a continual refinement of design based on feedback from clients and users. Despite every consideration of the problems, the solution and the responsibility issues, emergent effects from the operation of the robot in contact with humans are inevitable. Engineering processes should be transparent enough to address such effects and to refine design and manufacturing.

Hence the classical robot engineering processes will involve the addressing of the environment and the social and ethical issues right from problem definition to implementation. However the nature of the robot and its environment, which will differ in each project, will give rise to additional design processes and steps and hence additional requirements to engage with a responsible research and innovation agenda. 

B. 
Examples of robots and their design processes

Further  complexities to the robot engineering design process may be identified from considering the design processes for particular types of robot or examples. These examples identify additional points of engagement with social and ethical issues. Each one carries a different strand of potential RRI engagement which extends or alters the requirements for ethical engagement highlighted in the classical robot design process. 

Humanoid robots raise additional design issues because they not only interact with the environment but also interact with humans in a social manner which requires the design of personality and character. Oh et al [8] suggest that new design processes are needed which develop the technical artefact concurrently with character design achieved through role playing. Character design will involve the social and ethical issues associated with the robot’s response to the human and with the human’s response to the robot.  It was also involve issues of transparency and the extent to which the human response elicited by the robot is grounded in ethical considerations.  Oh et al [8] advocate the development of scenarios describing character and personality in  specific situations. Scenarios themselves provide a valuable tool in RRI processes. 

Design processes for humanoid robots require the segmentation of the total system into subsystems [9], probably addressed by different teams. This segmentation runs the risk of a loss of a holistic overview. It is in the overview that RRI issues would be addressed. Key social and ethical issues might be lost in the segmentation process, leading to an unawareness of critical concepts which might affect the detailed design. In such a design process, continuous communication through meetings, use of knowledge bases and blogs will be essential for ensuring a coherent design and developing embedded consideration of RRI.  

Liquid robot’s Wave Glider SV autonomous surface vehicle [10] is a floating robot which can derive energy from wave power and the sun. It can stay out at sea for months, travelling hundreds of thousands of miles. Acting as a data centre at sea, it can track sea life, measure pollution, track storms and has been used by the US coastguard. Fleets of Wave Gliders could be used to provide large scale analysis of water temperature and other purposes.  In terms of the design process, the long-term nature of Wave Glider’s missions and tasks reduces the effectiveness of physical prototyping and increases the reliance on computer simulation, in which most of the design activity takes place. An extended use of simulation in the design process should require a greater attention to the purpose of the Wave Glider, the risks and the ethical issues around, for example, surveillance and environmental intervention and extended efforts to model potential social and ethical effects in the computer simulation.

Medical robots involved in surgery bring additional issues to the design process [11]. Such robots may aid surgery by helping with hand eye coordination, avoiding tremor and constraining instrument position. The basic design process will involve computer-aided simulation followed by iterations of prototyping and refinement. The design of surgical robots will emphasize constraint, limiting movement, specificity, and reducing task options.  Hence for medical robotics, as in much robot design, critical social and ethical issues will focus on the definitions of constraints, task and workflow definition. Indeed, the definition of constraints, both in ethical and safety terms will influence acceptance of the robot system both by the surgeon and the patients. 

Dora the explorer is a robot designed to work in a domestic or office environment which had the ability to create models of its environment  and develop qualitative spatial recognition. Dora was developed as part  of a EU project on cognitive systems that self-understand and self- extend [12]. Dora maps a kitchen to find cornflakes or an office to find a magazine, creating its own model of the environment it is in. The design of Dora depends on the definition of scenario. Principles in the design of Dora included dynamism, uncertainty, multiple modalities and retaskability [13]. It is recognised that the environment the robot in is constantly changing, so rapid adaptation is required; output from sensors is always uncertain and may result  in unintended results; information from multiple sensors must be combined to provide a basis for decisions and the robot must be able to switch task depending on internally or externally determined goals. On the basis of these principles, the design of Dora used a layered architecture in which the higher layers were deliberative and the lower layers analysed sensor data. The restricting of working memory to adjacent layers of architecture enabled the breaking down of functions such that function such as camera and object identification could be treated as a separate project. Strict decoupling meant that upper layers could be domain-independent. Hence the issues concerned with RRI could be considered at different levels, with upper layers considered at the level of the meta-responsibility while more domain specific social and ethical issues are considered in lower layers.

In the CogX project,  software and hardware tests were run every night. There was a continuous dialogue between the software engineers dealing with computer models and simulators and hardware builders. Hence the project is held together through the dialogue and interaction. Such robot design processes may result in the breaking down of component design and development in a way which distances the robot designer from the actual tasks of the robot in its environment which could result in less attention to social and ethical issues since these occur in the context of the whole robot. However, in such a project, RRI issues should be concentrated in the dialogues between functional design groups. 

The design process of Dora raises three other considerations. Firstly design involved the use of design patterns. As design patterns are developed an opportunity to produce RRI patterns should emerge. Secondly, some of the design involved the use of open source architecture such as the Peekabot architecture.  The use of open source architectures in robot design implies an association with the communities which develop the open source architecture.  As RRI concerned practice and  RRI principles and concepts should be embedded in practice, open source communities should provide the culture and environment to promote social and ethical practice to the developers and users of the open source software. Thirdly, a concept of the Peekabot architecture involves the mapping of environments and environmental information onto a server to which robot clients contribute. Hence several Doras, working in the same environment would return model information to a central server which they can all access. Not only can RRI issues be addressed at the central server, but this also raises the need to address social and ethical issues on central resources accessed by robots as well as the autonomous robots themselves.

The EU project Roboearth [14] provides one such example of the use of a central learning environment, accessible over the web by robots.  Use is made of cloud computing resources for knowledge management, intense processing and communication. For example, a robot analysing its environment compresses sensor data, streams it to the cloud for processing and received back results in real time. This reduces the processing power needed by the robots and frees it to concentrate on its main functions of mobility and responsiveness.  The cloud provides a platform for sharing information and building a knowledge base concerning object recognition, environmental mapping and action recipes which define tasks. The development of cloud robotics creates new design issues in robotics. Specifically, defining the split between client and server, agreeing standards and tasks across different robot architectures and structures and specifying a common language for use in the cloud require extensions to robot design processes. Since the architecture and structure of robots varies, definition of standards will be difficult. The definition of a common language is undertaken in Roboearth by using the semantic web and the OWL language. While the process of cloud robotics design will be iterative, it will also require new step concerning negotiation, the obtaining of a consensus and the development of standards which will involve committees. RRI activities need to be at the heart of such a process and embedded within the cloud robotics design process.  Such a process could encompass the development of an ethical semantic web which can be translated into ethical action scripts based on design patterns within the task for which action is required. Ethics action scripts may well work within the context of limited, constrained tasks for robots which the ethical variety is limited.

C.    Swarm Robotics Design Processes

The activities of robots working together, communicating, swopping information  and influencing each other is at the heart of swarm robotics. Teams of robots cooperating in a particular task such as rescuing a human from a burning building have particular characteristics. In swarm robotics there is no central control. The swarm is fully distributed and decentralised. Coherent behaviour must emerge from the combined results of the behaviour of individual robots. The behaviour emerges from the self-organisation of robots working together. The behaviour required from the system cannot be directly designed. Only the behaviour of the individual robots can be designed; this is design for emergence. 

Two design approaches are possible, each of limited success and encompassing high uncertainty. Firstly a trial and error approach can be adopted whereby individual robot behaviour is developed and the system run to see how the swarm behaves. Secondly a genetic algorithm approach can be adopted where by the behaviour is encoding in a genetic algorithm, testing against a fitness function and systemically evolved over a number of generations. Hence the problem is explored by traversing a problem space represented by the genetic algorithm.  While evolution is operating at the level of the phenotype of the individual robot, selection occurs at the level of the behaviour of the swarm as a whole; which is itself a complex variation of classical genetic programming.  This approach creates a whole set of different problems. 

The mechanics of this design process is highly iterative, iterating in hundreds of generations of reproduction. Since building and testing physical robots for each generation is prohibitive and impractical, there is a major reliance on computer simulations which have inherent problems which are discussed below.  Iterations of genetic programming occur within the constraints of the design of the problem and the fitness function, which themselves are likely to be subject to an iterative process. Hybrid approaches can be taken where the communications mechanism between members of the swarm is separately designed and kept constant, while the  behaviour of individual robots in the swarm is then evolved using genetic algorithms [15].

This means that the process of design of swarm robots is radically different to classical robot engineering processes. Engagement with RRI should be part of the iterative process of swarm robotics design. The key design points will concern the definition of the problem, the purpose and the goal of the swarm and the design of the fitness function. The fitness function acts as a constraint and hence its design is a key touchpoint for RRI activities. Swarm robotic ethics will concern the investigation of the ethical dimensions of the purpose and goal, the definition of boundaries and constraints and the exposing of the fitness function to ethical scrutiny.

Swarm robot design processes must contain a rigorous inspection phase which matches up the emergent behaviour with the defined purpose and goals and investigates the boundary effects on constraints. Furthermore ethical issues of traceability and transparency require that the provenance of the emergent behaviour can be traced to particular design update of individual robot functionality and particular design iterations.  

This survey and analysis of robot design processes has laid foundations for aligning and embedding RRI processes. A number of common strands which will influence RRI processes and strategy can be identified which are described next. Examination of a range of design processes for a range of robots suggest that engagement with social and ethical issues is not something to be considered at the end of the design process or as an add-on, but is intimately entangled with every step of the design process.  


III.
KEY THEMES AND IDEAS IN ROBOT ENGINEERING
A. Iteration

A key element of all robot engineering processes is that they involve many iterations. Prototyping and the evaluation and refinement of prototypes is a fundamental practice. Prototypes developed in the design process may be virtual or physical.  

As such the robot engineering process has parallels in agile development where prototypes are developed and usable functionality is build up from one prototype to another.  Engineering learning occurs from iterations of trying things out. However, such learning will only be sustainable if the underlying standards of documentation and the management of the change process is strong enough to enable learning. 

Iterations are necessary in moving towards the control of an unpredictable environment. Also feedback is critical to iteration. Reflection on the results of feedback may result in design and process changes in the next iteration. Without the input of feedback and changes as a result of that feedback, the design cycles round the same loop, making the same errors. Feedback is a critical element of RRI, the refection on the social and ethical effects of the design result in design and process changes. 

B. Computer simulation

The practical nature of robot engineering and the cost of building many physical prototyping move a greater emphasis to computer simulation and the development of the virtual robot before it is translated into a physical artefact.  Indeed, NASA’s design first approach accentuates the importance of simulation and testing within a virtual CAD- driven environment rather than wasting engineering time machining physical prototypes which may degenerate as corrections and adjustments build up.

The Cosmos process for simulating complex systems, which can be used in swarm robotics, envisages an iteration in which observation of the domain lead to an abstract domain model [16]. The abstract domain model is then instantiated for a particular robot platform, implemented as a computer simulation and the results evaluated with the purpose of changing the domain model. This process illustrates the key role of computer simulation. However it raises the issue that the simulation is a model and does not necessarily accurately reflect the real world. Here in the CoSMoS process, a simulated model is being used to modify another model with the risk of increasing drift away from the real-world domain.

Simulations of a computer designed robot in a 3D virtual world do not necessarily align with its use in the real world. Assumptions that a robot rendered in a virtual world works may depend more on the quality of the visualisation tool and the rendering of the simulation than the actual engineering viability if the robot.  The value of simulations depends more on the accuracy of the mathematical representation of robot structure, function and operating environment than the quality of the graphical representation. Additionally it should be noted that the more complex the robot and the more unstructured the environment, the less value will be obtained from simulations. 

Hence responsible use of simulation would require reflection on the limitations of the simulation and possible effects of moving from simulation to physical artefact. RRI would both help alert the robot engineer to the risks of believing the simulation and highlight the need to model social and ethical factors in the simulation. Both simulation and the exercise of RRI require the development and use of imagination and the eliciting of empathy (see [7]). Here RRI can support the robot design process in helping the development of realistic and appropriate scenarios. This further emphasises the potential alignment of the robot engineering design process and RRI.

C. Transition Points

A key aspect of robot design is the progression from simulation, to prototype artefact, to prototype operating in a controlled environment, to robot released into the wild. These transitions may not be sudden but  gradual. One issue for RRI will be determining when the transition has been made and hence when social and ethical issues come more to the fore. A transition within the robot design process will incur increased social and ethical risk and amplify the need for RRI practice. A transition will involve an increase both uncertainty and complexity as boundaries are widen and constraints removed. 

One problem in the robot design process is that of defining when the transition has actually occurred and when a boundary has been crossed.  Transition points should be a matter for discussion with a range of stakeholders and an issue for public engagement concerning the social acceptability of the robot artefact in the extended environment. Additionally, the crossing of a transition point will involve the development of strategies for backing up and returning the environment to the state it was in before the transition and procedures to ensure feedback of lessons to previous iterations of the robot design process. 

When a transition point is recognised, then safety engineering is addressed and human factors as well as economic and social impact need to be explicitly addressed. Each time a transition point is crossed environmental and ethical issues need to be revisited. Attention to RRI  transition points will be important not  only because a transition may result in new social and ethical concerns, but also because roles and stakeholders may change. Industrial experts may contribute their knowledge at a different point to the scientists who may be more concerned with the discovery and testing of new ideas [17]. Such role divisions may have a significant effect on the use of RRI if role divisions are such that the roboticists avoid involvement with commercialisation.
D. The issue of complexity and uncertainty

A key issue within robot design concerns the complexity and uncertainty of the environment within which the robot is to be employed. The management and constraining the environment, both in physical and social terms, may result in less ethical issues and lower level of RRI impact. Also more design effort can be achieved in a virtual simulations environment. However, the more complex the environment, the less value can be obtained from simulation. In complex environments there is a quicker transition to physical artefacts or even release into the environment. Hence social and ethical issues impinge on robot practice quicker just when they are becoming more complex; complex environments will require quicker RRI learning curves and more intense and immediate involvement with RRI.

E. Purpose, goals, environment and constraints as key to robot engineering
Critical to robot design is an understanding of the problem and a definition of the purpose and goal. Even a so-called general purpose robot would be operating towards a specific purpose and goal at any point in time, although the goal may be dynamically determined and designed and may be abandoned in favour of a different goal. 

Best engineering practice and good design will require a clear test specification which is defined as part of the design process. That test specification should be the subject of social and ethical reflection. At any point in the design process the robot engineer will have a good idea of what he or she expects as an outcome. An issue for RRI consideration concerns how you define a successful outcome. This should be clearly defined in a written form. RRI processes will need to engage with the development of the definition of success for a robot engineering project.

In addition to purpose and goal, the nature of the operating environment needs to be understood as a critical input to the design process. Social and ethical issues will be part of the environment and should be considered along with physical concerns. Defining the boundaries for robot operation and placing the constraints will necessitate addressing ethical concerns. 

IV. RESPONSIBLE RESEARCH AND INNOVATION
Responsible research and innovation aims to couple the scientists and innovators who are pressing the boundaries of technology with the societal users at organisational and individual level who will requisition the technology to improve lives and enhance human flourishing. This requires a dialogue both at the public and institutional level, between many stakeholders in society. 

Failure to engage may result in irresponsible innovation, such as was seen in the case of genetically modified organisms, the collapse of electronic patient record projects in the Netherlands and the UK, and the introduction of whole body scanners in airports [2]. In these cases the lack of RRI, including failure to mutually engage with the public and other stakeholders, crushed the technology. This was detrimental to both society and scientist, inhibited the development of the technology and purged any benefit to society. 

The development of transparent and interactive processes may result in technology advances that become embedded in society and yield benefits.  RRI will enable issues of acceptability, sustainability and desirability to be addressed, not only once the physical and mathematical problems are overcome, but in tandem as these problems are being tackled.

RRI involves a focus on purpose and on different groups and stakeholders view of the purpose of a robot. This will involve understanding the nature of the problem being tackled in social and ethical terms as well as the understanding of the technical problem.  For the roboticist this means developing a sensitivity to responsibilities and duties, by reflecting on her own values and beliefs, empathising with the lives and concerns of the humans who will interact with the robot and scanning  the societal and environmental context of the robot; adopting inwards, outwards and all around engagement [18]. 

RRI addresses both the product of research and innovation and the processes by which the product is developed. Study of the ICT products has produced classifications of types of technology and the exploration and definition of the ethical problems associated with new technologies. In ICT a range of technologies have been assessed [19]. Process concerns the steps and methodologies by which technology is researched, products developed and commercial implementation of those products is pursued.  Additionally, RRI requires an engagement with people and the creation of a dialogue with those outside the research and innovation circles in order to incorporate their interests into the product research and development process. The use of focus groups, questionnaires and workshops has been developed as part of RRI studies. These methods and others enable understanding of public and organisational perception of a new technology or innovation to be developed.

However, while RRI is generally non-prescriptive, little has been done to develop processes by which RRI can be embedded in the engineering process. At a governance and regulatory level, frameworks for the regulation of research projects and procedures for the governance of those projects are being developed, but governance at the level of institutions and projects does not ensure that RRI is adopted by practitioners at the coalface of research and innovation. Governance procedures may be interpreted as hurdles to be jumped over and administrative rituals to be fulfilled.

Additionally the pursuance of RRI is hindered by a lack of tools and support to achieve its social and ethical goals. RRI requires risk, impact and technology assessments [20]. It also requires the addressing of future impacts and issues that could arise many years down the line. This requires the practice of technology foresight using tools such as scenario planning and science fiction prototyping to imagine the futures at a society, environmental and individual level and tease out potential problems and threats which may influence technology in the future. Technology foresight is a notorious inaccurate and uncertain art. But successful RRI will require engagement with futures which will catalyse the questioning of present practice and design.  Both the tools and processes of RRI will act as vehicles for lively debate and discussion and mutual responsiveness through developing relationships between roboticists, regulators in institutions, clients and users. 

However, the practice of RRI will require the development of tailored processes which can be aligned and embedded in the engineering and research process. Little work has been carried out in this area. The understanding of the robot engineering process developed so far in this paper provides a basis for developing a strategic approach and mapping out process which will enable RRI to be embedded in robot engineering practice.

V.  STRATEGY FOR EMBEDDING RRI IN ROBOTIC ENGINEERING
Since robot design is a complex iterative process require the development of reflective skills, parallel cycles of learning in RRI, of developing social and ethical awareness can be embedded in the design process to run in parallel with the physical design.

The iterative process of robot engineering has its parallels in agile systems development where systems are developed in the context of short iterations, delivery and testing of functionality within short timescales of days, weeks or a few months.  The iterative pattern of Scrum involves a cycle of assess, select, review and develop; initiated by a defining objectives and closed by a release of the final software [21]. Additionally, agile methods are based on process frameworks and principles. Agile development methods are underpinned by the principles of the agile manifesto;  extreme programming is a set of principles, non-prescriptive methods and tools; the crystal methodology  [22] is based around a set of principles including safety, efficiency and habitability.  An approach to RRI which is integrative will similarly be agile, iterative and producing small outputs and incremental change. It will address processes, principles and tools to support the processes. 

In robot engineering, purpose and motivation are not only the initiators of engineering projects, but concepts which are revisited and reflected on in each engineering cycle. An RRI cycle, integrated with the engineering cycle will reflect on purposes and motivation in the context of the wider social and ethical environment.

The people doing the engineering are the responsible professionals for whom RRI support is required. They are on the cutting edge of iterative learning. A major problem for the robot engineer whose focus is naturally on the technical problems to be overcome in developing robot functionality is in coming to a realisation of the importance of social and ethical engagement before it is too late and before damage is done or, equally importantly, social and human benefit is lost. Additionally, the development of new science and technology without social context and value, or without a problem to be pursued may result in technology that does not function outside the research project and the laboratory and is consequently mothballed. Demonstrations of robot ability and development is not only limited if there is no social, practical or public problem for it to push against, but also misses potential catalysts for development.

A strategy is required which embeds RRI within the development iterations and project transitions of robot engineering analysed above. Such an approach needs to be iterative itself. It needs to provide feedback into the robot engineering and derive issues and concepts from the robot engineering process. 

Standard innovation practice involves stage-gating which introduces formal decision making points at the end of each phase of development and could be defined at the end of iterations of design process with in robot engineering. RRI considerations would then be embedded in stage-gating [3]. However, much iteration and decision making is more informal and not part of the formal project management process. Also, the transitions may not be clear cut.
 For many robot engineers, the recognition that social and ethical issue may impact on what is seen as a technical and scientific endeavour is a revelation. This requires some kind of ethical epiphany [23], a revelation that robot engineering carries ethical responsibilities and that particular issues will impact on development and innovation. The RRI process should encourage reflection on the social and ethical context of robotics with a view to initiating a revelation of consequences and duties which will result in new ways of thinking. Such a process will never be a one off event but rather a growing maturity and understanding which develops in each iteration and each transition. Hence RRI is developed within learning cycles, leading firstly to an alignment of technical processes and RRI processes and subsequently to an entanglement of the technical and social. Such progression from attachment as an afterthought through alignment to entanglement will require increasing reflective practice and resulting an increasing depth of critical social and ethical understanding. 

VI.  RRI ROADMAP FOR ROBOT ENGINEERING
A. Roadmap Process

The robot RRI roadmap is derived from a circular model based round cycles of prototyping and innovation across concept design, simulation, physical prototyping, laboratory testing, and environmental testing where environmental boundaries gradually expand.  

We propose here an RRI design cycle which runs in parallel with the design iterations in robot engineering. The length of a cycle will vary depending on the length of robot engineering cycle. As such, ideas concerning social and ethical effects will co-evolve with understanding of the design problems encountered in fitting the robot for its task. Robot design requirements and solutions will feed into the RRI cycle, as RRI developments feed into and influence robot design. 
We describe the process as a cycle because the steps are connected in such a way that revision of robot design leads to further social and technology watch to examine how the technology change matches with social change. However, steps in the cycle might be revisited several times within one cycle and there is no demand that the steps are done in order.

The Robot RRI cycles involves reconnoitre, realisation, reflection, reaction and revision. Each step should be characterised by dimensions which are anticipatory, reflective, deliberative and responsive. As successive RRI cycles are entered into during the robot engineering process, social and ethical engagement becomes more mature, robot engineers become more empathic and aware of the environment and human concerns addressed by the robot and the relationship between the researchers and the society served improves.

A robot RRI cycle is initiated by changes in the robot process, defined as transitions, changes in task, purpose or motivation, and external demands. RRI may be initiated by the launch of the project. Proposal requirements for social and ethical considerations, regulations, expert opinion and a ground swell of concern as well as enthusiasm for the project may also contribute to initiation. 

Reconnoitre  Awareness of the need for RRI, and the issues that may arise from the robot design being undertaken will require a looking outward into the social and ethical environment. This scanning, which may vary from simple Internet surfing to employing scanning tools, will create awareness of activity and opinions associated with the technology under consideration. Environmental scanning is combined with technology foresight exercises which pose possible scenarios and identify possible directions the use of robots in society could take. A general scanning of websites, Facebook groups, Twitter conversations, blogs etc., will show up what the issues of concern are. The environmental scanning can be made more specific to the tasks and human interaction which will involve the robot.

Realise. Environmental scanning may be an eye-opener that causes the engineer to consider social and ethical issues to be within the remit of the engineering project rather than outside it. Thus an epiphany or realisation may occur and the engineer, the project and the organisation now see robot ethics as a core concern of the project. Realisation will lead to impact assessment and risk assessment which asks, since there is something to consider here, what will be the effect of the robot on the practice and institutions within which it will operate and what will be the impact of the social environment on the conduct and outcome of the robot engineering project? 

Reflect. The understanding gained from environmental scanning which leads to the realisation of risk and impact requires a reflection on the consequences of the robot engineering, the motivation, the validity of purpose and the meaning of the tasks which the robot is being engineered for. The reflection step shifts the focus from the extrinsic nature of the project to the intrinsic motivation. It will involve understanding the concepts and themes underlying the robot’s purpose and the process by which the robot is engineered. It will involve pursuing the underlying philosophy and considering the internal goods which drive the practice [24]. The reflection step is focussed away from the institution  to the personal and professional. It will involve questions of professional identity and purpose, and reflection on concepts such as autonomy and freedom and the development of empathy.  
Response. At this point in the RRI cycle, a response to the reconnoitre, realise and reflect steps will involve a range of possible activities whose goal is to identify changes that need to be made. These changes may concern physical aspects of the robot, changes to the environment, and the redefinition of boundaries and constraints. Other responses may include a reconsidering of the validity of the problem and public consultation to consider the value of the project and whether the project is on track.
Revise.  The response will generate concrete changes to robot design and implementation. This may involve key design changes in the way the robot is constructed and programmed. However the revision may also be a revision of rules of engagement with the robot, safety parameters, technical and user manuals, training, definitions of who can use or interact with the robot and under what conditions. It could further involve the revision of the regulatory environment, the legal framework and changes to process as well as product design. These changes may give rise to further questions and issues which can then be fed into the reconnoitre step of the next RRI cycle. Thus through each cycle learning occurs, issues are refined and an increasing mature approach to robot engineering is developed.

B.  Roadmap Tools

The use of an RRI cycle within the robot design process will require a range of support mechanisms. A pool of case studies and previous research will help in reflection and response. These may be housed within an observatory to which practitioners can add case studies, scenarios and conduct the lively debate and interaction necessary for effective RRI within robotics. Such an RRI observatory or central repository will encourage cross-fertilisation and sharing of ideas, and contribute to the realisation and reflection stages of the RRI cycle.  

Scenarios can be developed and science fiction prototyping used to highlight both potential areas of concern and the processes by which those areas of concern might be addressed. For example, Stahl et al [25] use the radio play as a basis for exploring some issues around RRI and robotics. Frameworks such as ACTIVE ethics [26] which considers the ethics of IT around concerns of autonomy, community, transparency, identity, value and empathy, may be used to elicit debate and reflection and to trigger a realisation of the need to address RRI in robot engineering.

Software tools and practical frameworks can be used to help identify issues and track the progression of RRI in the robot project. Maturity frameworks may help identify how far understanding and engagement with RRI has progressed. 

Impact assessment grids for evaluating robot applications in health and medicine may be applied and connected to both governance and commercial demands for engagement with impact.

An RRI Dashboard for robot projects, could be developed using business intelligence concepts which encompasses the main ideas concepts and dimensions of RRI. This tool would enable robot engineers to self-assess and monitor in real time their progress in RRI.

A RRI Balanced Scorecard could be developed for robot engineering projects addressing extent of investment in RRI within a project (Financial), education provided on RRI to project members (Training), evidence and statistics to indicate the activation of RRI processes (Process) and evidence of engagement and feedback from potential customers (public, industry etc.).

A dynamic tool for environmental scanning for robot projects which given the concepts and ideas around specific to a robot application would track their referencing in real time in the Internet. Such a tool, based on tools such as have been developed by Castellanos et al [27], scan various part of the environment – media sites, social media, for references and comment on a particular area. Tools are also available within the sphere of sentic computing which analyse sentiment. Hence, rather than relying on limited analysis of focus groups, a clear idea of trends, views and ideas being promulgated around a robot application can be explored and use to effect the direction of the robot design.

The use of tools such as customer journey planning [28] with help robot engineers to understand the needs, history, connection and emotional journey associated with the adoption of a robot. 
Tools, wikis, discussion sites and conferences will be essential to enable the embedding of RRI as a culturally acceptable aspect of robot design processes which is accepted as being beneficial to the social take-up of robots, rather than a burden which constrains and limits.

VII.  CONCLUSIONS
This paper has laid out an approach to embedding RRI in robot engineering and design processes which matches the iterative approaches of robot engineering whether concerning traditional robot design or swarm robotics. The iterative cycle of reconnoitre, realise, reflect, respond and revise will enable RRI concepts to become a natural part of robot design.

Such an approach needs the support of tools, resources and communities to become part of practice. It supports a cycle of learning in which robot engineers develop a deeper understanding of the environment and the human-centred nature of robot practice. 

However, successful robot RRI will require a balance between the institution and the practice. Institutional tools of governance, regulation and accountability will be required by regulators and commerce. But practice will involve reflection, the pursuing of internal goods concerning excellence in engineering, the acceptance of individual responsibility within a community of practice and seeking satisfaction in the social good derived from the robot’s activities.

It will also require a balance between prescriptive structures and processes and the informal engagement of the robot engineering team. Ethical practice will be derived from learnt values and culture, but the realisation of the importance of social and ethical issues, the epiphany which lead to ethical reflection, response and review cannot be legislated for or regulated.
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