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ABSTRACT

In multimedia databases, data are images, audio, video, texts, etc. Research

interests in these types of databases have increased in the last decade or so,

especially with the advent of the Internet and Semantic Web. Fundamental

research issues vary from unified data modelling, retrieval of data items and

dynamic nature of updates.

The thesis builds on findings in Semantic Web and retrieval techniques and

explores novel tagging methods for identifying data items. Tagging systems

have become popular which enable the users to add tags to Internet resources

such as images, video and audio to make them more manageable. Collabora-

tive tagging is concerned with the relationship between people and resources.

Most of these resources have metadata in machine processable format and

enable users to use free- text keywords (so-called tags) as search techniques.

This research references some tagging systems, e.g. Flicker, delicious and my-

web2.0. The limitation with such techniques includes polysemy (one word
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and different meaning), synonymy (different words and one meaning), dif-

ferent lexical forms (singular, plural, and conjugated words) and misspelling

errors or alternate spellings. The work presented in this thesis introduces

semantic characterization of web resources that describes the structure and

organization of tagging, aiming to extend the existing Multimedia Query us-

ing similarity measures to cater for collaborative tagging. In addition, we

discuss the semantic difficulties of tagging systems, suggesting improvements

in their accuracies.

The scope of our work is classified as follows:

• Increase the accuracy and confidence of multimedia tagging systems.

• Increase the similarity measures of images by integrating varieties of

measures.

To address the first shortcoming, we use the WordNet based on a tagging

system for social sharing and retrieval of images as a semantic lingual ontol-

ogy resource. For the second shortcoming we use the similarity measures in

different ways to recognise the multimedia tagging system.

Fundamental to our work is the novel information model that we have con-

structed for our computation. This is based on the fact that an image is a

rich object that can be characterised and formulated in n-dimensions, each

dimension contains valuable information that will help in increasing the ac-
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curacy of the search. For example an image of a tree in a forest contains more

information than an image of the same tree but in a different environment.

In this thesis we characterise a data item (an image) by a primary descrip-

tion, followed by n-secondary descriptions. As n increases, the accuracy of

the search improves. We give various techniques to analyse data and its

associated query.

To increase the accuracy of the tagging system we have performed different

experiments on many images using similarity measures and various tech-

niques from VoI (Value of Information).

The findings have shown the linkage/integration between similarity measures

and that VoI improves searches and helps/guides a tagger in choosing the

most adequate of tags.
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Chapter 1

INTRODUCTION

Objectives

• Motivating the research work presented in the thesis.

• Articulating the research question and contribution to knowl-

edge.

• Outlining the research methodology.

• Giving a detail organisation of thesis

21
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1.1 Introduction

The ubiquity of the internet and the overwhelming success of mobile commu-

nications has affected the environment of individuals as well as organisations

[18]. The abundant availability of internet enabled mobile phones, desktops,

laptops, tablets, mini tablets, PDAs, set-top boxes, game consoles and smart

TVs has facilitated the ease of access for any user to upload and modify

content, images, video and audio media. For example, 7 Petabytes (one

Petabyte is equal to 1 million gigabytes) - is the amount of photo content

added to Facebook every day; 100 billion is the estimated number of photos

on Facebook by the middle of 2011 ([104]); 300 million is the number of new

photos added every day to Facebook during 2012; 4.5 million is the number

of photos uploaded to Flickr each day (2012); 6 billion is the number of

photos hosted on Flickr (as of August 2011); 5 billion is the total number

of photos uploaded to Instagram since its start, reached in September 2012

and 58 is the number of photos uploaded every second to Instagram. These

numbers illustrate the importance of accurate tagging and hence searching.

The user’s interaction with the internet has also been augmented by the

high availability and low cost of wireless communications (Wi-Fi) everywhere,

from Cafetarias and restaurants to universities, hotels, trains and airplanes.
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However, such an advancement in user generated content has caused per-

formance and accuracy issues for search engines due to the surge in volume of

the content and the poor annotation of text and media. To solve this issue,

Social (also known as user generated) tagging was introduced and gained

popularity with the launch of social sites such as Delicious and Flickr.

User generated tags were easy to generate and required to special skill

or training. Users could add one or more words to a content or to an im-

age, which would be grouped under a specific category. However, with the

absence of standards and guidelines, the user generated tags rapidly became

inconsistent and ambiguous.

The inconsistency of the tags was also compounded by the ambiguity of

uploaded images. Social photo sharing web sites such as Flickr and Delicious

contained a large number of inaccurate, ambiguous and poorly tagged images

which warrants a solution that would improve and increase the accuracy of

images’ Information Retrieval (IR) [42].

1.2 Motivation

The ambiguity of images may be attributed, in part, to polysemy, which can

be defined as ”the capacity for a word or phrase to have multiple related
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meanings”. As an example, consider a user searching for images that are

tagged as ’scales’ in Flickr. The search results returned contain images for

bathroom scales, reptile scales and fish scales. The search results in this

case may be deemed un-necessary and wasteful by the user, and thus, a need

exists that requires images to be tagged accurately, efficiently and relevantly.

One reason why such inaccurate and ambiguous tags were introduced

into Flickr, and other image sharing sites, can be gleaned from the users’

motivation to tag. These numerous motivations can be summarised as follows

[114]:

• Contribution to the community: Social tags can be used to share and

promote common aspects that would be of use to an on-line virtual

community.

• Self attention: Some users may attempt to exploit tags to promote

their own products and services, and hence, may add irrelevant tags,

which can be deemed as a form of ’spamming’.

• Sharing with other users: Tags can be used to share resources with

other users or groups of the same interests. Such tags could have a

higher level of accuracy than tags for personal reasons.

• Future Retrieval: Images can be tagged to act as a reminder or to ease
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future retrieval by oneself or by others. Such tags would have a high

level of descriptive text that act as metadata about the images that

have no other associated tags.

• Expressing one’s opinion: Tags can be used to reflect the user’s own

opinions and beliefs, which in turn will promote the user’s own standing

and reputation in the community. This can be considered as a form

of expert tagging which would be of high value to the images (or any

other objects) being uploaded.

• Organising one’s tasks: Tags can be used to organise a user’s daily

tasks. E.g. ”to-do”, ”to-reply”, ”to-schedule” and ”to-use”.

It is obvious from the above reasons that the motivation behind this

research, is not only to solve the issues arising from ambiguity, but also to

solve similar issues caused by misspelling, shorthand writing and slang or

abbreviated words, to name but a few. These issues are further complicated

by the users ability to annotate images freely with any chosen words (tags),

thus implicitly causing tags to appear random and unstructured [52].
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1.3 Research questions

As stated in the previous section, the main question concerning this research

is how to improve the accuracy of Information Retrieval for ambiguous images

that are uploaded to photo sharing sites. One possible solution is through

the use of similarity measures1, such that the tags from similar images will

be ”recommended” to users who intend to tag similar images to the ones

obeying the used similarity measures.

Tags that show no improved accuracy as a result of using one or more

similarity measures, will have a measured weight applied to them followed

by the application of the semantic ontology from WordNet.

The purpose of tag recommendation is to solve the problems arising from

the practice of tagging that were highlighted in the previous section.

The main questions and sub-questions that will be answered by this re-

search are discussed below:

• Question 1:

Why are the current images on photo sharing web sites inaccurate?

• Question 2:

1It is important to note the distinction between ”similarity” between objects and their
”semantic equivalence”. The later requires a complete characterisation of contexts and
intention of objects.
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How to improve the accuracy of Information Retrieval from existing

images?

– Can colours be extracted from existing images to help improve

tag-based search accuracy?

– Can the action depicted in the image be used to improve tag-based

search accuracy?

– Does a single similarity measure work?

– Is it possible to integrate two or more similarity measures in the

form of ”weighting” to improve the accuracy of tagging-based

search?

The above research questions will help us pinpoint the type and volume

of data required to complete the investigation.

1.4 Contribution to knowledge

The ultimate aim of this research is to contribute a deeper understanding of

the methods and approaches of image tagging and image information retrieval

to the community at large.

The current state of content related to image storage and retrieval is

random by nature, irrelevant in many cases, unstructured and haphazard.
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There have been many attempts by other researchers to improve the existing

knowledge base of multimedia tagging, however the research community is

still a long way away from achieving a thorough understanding of the un-

derlying knowledge infrastructure required to solve these issues, by offering

a multi-dimensional approach.

To achieve these stated objectives, this research will examine many exist-

ing approaches with the ultimate aim being the improvement of image search

accuracy within the existing Internet search engines such as Google Images,

Yahoo and Bing, as well as social image and content sharing sites such as

deli.cio.us, Flickr and Facebook.

1.5 Measures of success

To gauge the success of this research, the questions raised in section 1.3 must

be answered in an acceptable manner. The proposed approach of returning

search results based on recommended tags must yield images that have a high

degree of similarity to the images being searched for and compared against.

The proposed multi-dimensional approach must also return a much im-

proved search results when compared to existing image tagging and search

approaches.
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1.6 Research methodology

To ensure the success of this research, the following overview summarises the

methodology followed in this thesis:

• Research literature background:

The research starting point was the review of the existing literature in

the area of the early web, the current Social Web and upcoming Seman-

tic Web. Once the required background was gathered and analysed, a

new and original approach was planned and designed for applying sev-

eral similarity measures to existing image tags such that the existing

inaccuracies and ambiguities in social sites tagging systems can be ad-

dressed. Following that, the research identified the set of criteria for

an efficient approach in developing a tagging system.

• Classification of Research Methodology:

To bolster the knowledge acquired from examining the existing liter-

ature pertaining to this research, a detailed analysis of the current

methods that are utilised to improve the accuracy of image tagging

and information retrieval was carried out.

• Statistical and Experimental Analysis:

Having completed the classification of the research methodology and
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the review of the literature in the scope of this research, a detailed

analysis of the current statistics of uploaded images were carried out.

The role of aggregated usage statistics, the aggregation of usage voting

(i.e. selecting the same set of tags for tagging similar images) and the

influence of the crowd on tagging statistics were also examined.

A generic architecture of the experimental work flow was also carried

out to design the experiment by which tags will be selected and rec-

ommended to the users. An outline of the actual experiments to be

carried out during the research is also proposed.

The methodology and research architectures affords guidance and di-

rections for addressing the outlined image tagging issues and outlines

the challenges caused by the motivation and the diversity of cultures

of the interest group.

• Architecture:

The main methodology of the architecture was designed next, where

a model consisting of the main components was outlined. The main

components used in this model were a tag and content component, a

visual correlation component, a tag co-occurrence component, a visual

language component and a tag selection component.



CHAPTER 1. INTRODUCTION 31

To cement the choice of this architecture, an example was also identi-

fied, where a defined list of tags were classified by the types intended

to be used in this research, namely Primary object, Secondary object,

Action and Colour. User voting strategy acceptance ratios based on

WordNet were then applied to arrive at the final set of recommended

tags.

• Gather Corpuses of Images:

As this research is experimental in nature, image corpuses were gath-

ered from the Internet and used in the main body of the experiments.

Before starting the experiments, a benchmark for the proficient devel-

opment of an image tagging system was established.

• Experimentation:

In the first experiment, five similarity measures were combined to arrive

at a single value that may give an indication of how similar one image

is to another. Additionally, the method of using Domains, Values and

Thresholds were also examined in which sets were used to compare the

proximity (or distance) of the returned images.

In the second experiment, a weight measure was applied to only the

inaccurate results from the first experiment to further improve the ac-
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curacy of the tags.

Finally, in the third experiment, WordNet cognitive synonym sets (synsets)

were applied in addition to the weight measure that was applied in the

second experiment.

• Evaluation of Results:

The large sample of images collected from the Internet were all sub-

jected to the three aforementioned experiments to evaluate whether

there is a significant improvement in the accuracy of tags between the

results of the experiments and whether there is an overall improvement

over existing, previously published methods.

1.7 Thesis structure

The total number of chapters in this thesis, including this one, is seven. Below

is a summarised brief description of each chapter, starting from chapter 2:

• Chapter 2:

This chapter discusses and presents a time-line of the evolution of the

World Wide Web, starting with Web 1.0 to Web 3.0. There is also a

presentation of the methods of image metadata generation approaches,
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an overview of the various semantic similarity measures and the mea-

sures of relatedness. Finally, there will be an overview of the limitation

of the various versions of the web.

• Chapter 3:

This chapter provides a presentation of the equations that are used in

research methodology, the methods used to generate tag clouds, Clus-

tering, classification and n-dimension similarity measure. The chapter

also presents an overview of the main challenges that need to be ad-

dressed for social tagging and the extraction of relevance information

by the aggregation of user defined tags.

• Chapter 4:

This chapter presents an overview of the differences between image and

text tagging, the added value of information to tag values, symmetric

and asymmetric measures, tag ambiguity, the use of tag recommenda-

tion based on tag co-occurrence and the concept of tag clouds and their

use by photo sharing websites.

• Chapter 5:

This chapter presents a discussion of the issues associated with user

generated image tags, the benchmarks used for the development of
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image tagging system, the richness inherent of the image tag values, the

problems with the current image tags, an initial experiment combining

several similarity measures, the usability of values within image tags

and the domains and threshold associated with image tags.

• Chapter 6:

This chapter provides an overview of an integrated approach to accu-

racy improvement based on WordNet, comparative analyses of search

results and a follow up second experiment with improved results. There

is also a discussion on whether the visual objects and features that

constitutes the richness of images can be categorised as Bag of Words

representations for the purpose of image object recognition.

A third experiment was also carried out in a final attempt to meet the

research criteria and answer the research questions by further improving

the accuracy of the tags.

• Chapter 7:

This chapter provides a conclusion to this research, a summary of this

research’s achievement, the areas of limitation and the possible future

research areas and direction resulting from this research.



Chapter 2

TAGGING SYSTEMS:

STATE-OF-THE ART

Objectives

• Discussing the Evolution of the World Wide Web.

• Discussing the methods of Metadata generation.

• Discussing the various similarity measures.

• Discussing the Measures of Relatedness.

• Discussing the limitation of the various versions of the web.

35
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2.1 Introduction

The work in this chapter will entail a detailed presentation of how the web

has evolved since its inception more than two decades ago. We will also be

looking at Social Bookmarking, the methods used to generate image meta-

data, similarity measures and the use of WordNet for tagging and Semantic

Similarity Measures. The limitations of the different versions of the web will

also be detailed.

With reference to the measures for the relatedness of tags, we will present

three methods, namely the co-occurrence count, the cosine similarity of co-

occurrence distributions, and FolkRank. The benefits resulting from these

discussions will also be presented.

2.2 The Evolution of the Web

The ancient Greeks thought that all the knowledge were held by their Gods

and their only method of grasping this information was through the Oracles

who were thought to be portals through which the gods spoke directly to

the people. However, in today’s society, a lot of the knowledge is held by

computers, such as Web servers, Relational Databases and file systems. The

interaction of computers with this information has evolved since the inception
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of the Internet in the early nineties.

The bulk of this information is held on these computers in the form of

Natural Language, of which computers are neither able to understand, nor

able to access in a useful way to the users. The early form of the web (also

known as web 1.0) allowed users to search this information, but without the

ability to influence the results of the search. Hence, when users used the

internet to search for their required resources, most of the retrieved results

were irrelevant. This issue was further compounded by the fact that not all

the relevant results were retrieved.

Additionally, the Internet is now widely used as a social medium, where

users with similar interest are encouraged to participate in many of the wide

plethora of social networks that enables them to socialise and to exchange

and share ideas via multimedia, such as video and photos. This concept is

referred to as the Social Web or web 2.0.

The Semantic Web, on the other hand, attempts to address the prob-

lem of accessing the considerable amount of un-structured data stored on

the Internet by expressing Web content in machine processable forms which

software applications can maintain more efficiently. This would enable search

engines to enhance search precision and enable logical reasoning.
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2.3 Web 1.0

The early version of the web was characterised as a static read-only tech-

nology that allowed users to mainly search for textual information with very

little control over what other type of data, such as images, were returned.

This version of the web did not facilitate user or site interaction and

had little or no linking structure. It did not offer bookmarks or tagging

solutions and the returned results were in the main impersonal, descriptive

and statements of fact. Additionally, the search engine technologies were

characterised by large indexes but crude retrieval techniques and the search

results were focused purely on size of index with the relevance mostly ignored.

The web 1.0 issues highlighted the need for proactive research to further

evolve the web into an interactive and dynamic tool, thus web 2.0 was born.

2.4 Web 2.0 - The Social Web

The term, Web 2.0, began to rise in popularity in 2004 as a successor to the

early Web 1.0 version. This new version of the web, initially, enabled users

to interact with the visited sites, then evolved into a network of social sites.

Such sites offered users the opportunity to blog, chat, share photos, make

new friends, buy and sell goods and services, contribute to wikis and even
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plan and organise the recent ”Arab spring” in the middle east.

2.4.1 Social Bookmarking

Social bookmarking sites such as deli.cio.us allow their users to submit, share

and tags of web pages and images. The combination of links and tags become

part of the community pool and are made available for other users to browse.

The use of tag metadata can leverage the identification of keywords which

in turn will improve search engine rankings and web site navigation. Addi-

tionally, a significant fraction of the users provide tag metadata for their

content such as images and photographs. Semantic similarity measures of

tags and metadata among users based solely on their annotation patterns

can be employed to improve the accuracy of image searches.

Tag metadata annotations are provided mostly by the content creator,

i.e., the tags associated with an image are typically provided by the user

who posted that image. Alternatively, image metadata can be automatically

generated, as will be seen in the next sections.

2.4.2 Image metadata generation approaches

Automatic metadata generation approach:

With this approach, the metadata is automatically generated by analysing
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the content and text on the web pages [103]. This approach is efficient in

that it costs very little in terms of human effort. However, this statistical

model based approach is generally unsatisfying, as the metadata generated

may be of poorer quality than professionally generated metadata [46], due to

inaccuracy and general noise. This method is also are dependent on having

a large enough tagged corpus for training and, in some instances, does not

fare well with tagging at the sentence level.

Additionally, Esner [89] cites two examples that explain the inferiority

of automated annotation (and more so for automated image annotation).

Firstly, the so-called visibility limitation, attempts to describe how auto-

mated image tagging algorithms typically depend on successfully linking vis-

ible image features to words. It is very difficult for automated algorithms to

capture content and contextual information from images that do not have

any associated image features. Enser [89] provides the CBIR query, ”find a

picture of the first public engagement of Prince Charles” as a prime exam-

ple of content that would be hard to automatically extract from images. In

addition, the author goes on to mention another significant limitation in the

form of generic object limitation, which questions the use of very generic tags

for the images such as ”sun”, ”grass” and ”tiger” as ”they have the common

property of visual stimuli which require a minimally-interpretive response
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from the viewer.” [89].

Manual metadata generation approach :

The manual metadata generation approach is, potentially, more accurate

and practical than automatic annotation. A collaborative tagging systems

was described by Golder and Huberman (2006) [28]. Users tag primarily for

their own benefit, but the software makes it possible to see all the tags used

for a resource so that all users can utilise tags from each other.

With this approach, the folksonomy becomes a common vocabulary grown

from the ground up. As the number of uses increases, each resource develops

a ”tag cloud” or a cluster of tags denoting popularity. Furthermore, the most

popular resources are tagged the most frequently which, in turn, influences

other users in their choice of tags.

Users, tagging for themselves, collectively create useful sets of subject

descriptors in the form of tags for the resources they are tagging and this

user-added metadata can then be leveraged for information retrieval on a

general as well as a personal level.
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2.4.3 Similarity measures and the Semantics of Social

Tagging

The increased popularity of social bookmarking systems such as GiveALink.org,

BibSonomy.org, CiteULike.org and Delicious.com can be attributed to the

way that users share resources by adding keywords in the form of tags, thus

leading to the creation of an aggregated tag-index (folksonomy).

This system of social bookmarking has been built on 3 dimensions: R(Resource),

U(User) and T(Tags). Hotho et.al. [91] formally defines folksonomy as a Tu-

ple F := (U, T, R, Y) where U, T, and R are finite sets, whose elements are

users, tags, resources and Y is a ternary relation between them.

Figure 2.1: Example of Folksonomy represented as a Network
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A folksonomy can be represented as a network structure, as shown in

Figure 2.1. In this Figure there are 3 users, 3 resources and 4 tags. Each

dot in the Figure represents an annotation (tag posting). The similarity (or

relatedness) of the tags can be measured by Context (Distribution) which is

based on 3 different vector space representation for the tag: Tag Context,

Resource Context and User Context.

2.4.4 Measures of Relatedness

As there are multiple notions of explicitly representing folksonomies, they

can all be thought of as special cases of three-mode data. Since measures

for similarity and relatedness are not well developed for three-mode data

yet, only two and one-mode views on the data will be considered. These

two views will be complemented by a graph-based approach for discovering

related tags (FolkRank) which makes direct use of the three-mode structure.

Co-Occurrence

Given a folksonomy (U,T,R,Y), we define the tag-tag co-occurrence graph

as a weighted, undirected graph, whose set of vertices is the set T of tags,

and where two tags t1 and t2 are connected by an edge, if there is at least

one post (u,Tur , r). The weight of this edge is given by the number of posts

that contain both t1 and t2. Co-occurrence relatedness between tags is given
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directly by the edge weights.

Cosine Similarity

The method is a distributional measure of tag relatedness by computing

the cosine similarity of tag-tag co-occurrence distributions. Specifically, the

cosine similarity is computed in a vector space where each tag is represented

by a vector. The weight between a node and itself is given as zero as any

two tags are considered as related when they occur in a similar context, and

not when they occur together.

FolkRank

The PageRank algorithm reflects the idea that a web page is only important

if there are many pages linking to it, and if those pages are important them-

selves. The same principle was employed for folksonomies i.e. a resource

which is tagged with important tags by important users becomes important

itself. The same holds, symmetrically, for tags and users. By modifying the

weights for a given tag in the random surfer vector, FolkRank can compute

a ranked list of relevant tags.

One other similarity measure is the Jaccard coefficient which employs

the use of WordNet to unify the tags described by the users. The Jaccard
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measure can be used to work out the similarity between images based on a

set of words that represent tags containing certain criteria that would have

been specified by the search.

The Jaccard coefficient is a measure of the similarity between sample sets.

WordNet is a semantic network and will be described in more details in the

next section.

To illustrate the use of the Jaccard measure, we use an example of an im-

age search from Flickr, combined with add-on or core tagging/bookmarking

features that form an integral part of most of the currently popular web

browsers, such as Firefox, Internet Explorer or Chrome. If we search for

a photo of a Barking Dog using Flickr, then the search results will return

images that may or may not be relevant to the search. Examples include,

a dog barking up a tree, barking Sea Lion and a dog barking at a postman

(see examples 2.2).

The bookmarking feature would allow users to tag the images of a barking

dog in a more precise manner. This is achieved by displaying a form to the

user that exposes three fields, namely ’object, ’action’ and ’background’. The

object represents the name of the object within the image, i.e. dog in this

case. Similarly, the action would be barking and the background would be
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Figure 2.2: Examples of Flickr search for a barking dog

tree. The accuracy of the tagging would then be improved by developing

an application that compares the saved tags that are used to identify the

content of the image with the matching words that are stored on the WordNet

database.

When a user submits a search for an image, the tag information for the

potential returned images, which are normally stored in the alt property and

the surrounding innermost element content, would be compared with similar
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words stored in the WordNet database.

The contents of WordNet are stored on a relational database. One use-

ful function of the WordNet database is the grouping of stored words into

categories, which are defined as noun (object), adjective, adverb and verb

(action). Words are stored in a table with their own category identifiers that

references a synset table. When a word that identifies the tag of an image is

submitted, the WordNet database is queried to check if this specified word

exists. If it does exists, its category type is obtained from the database and

all similar words of the same category type are also returned. This process

is repeated for the all three tag fields, i.e. object, action and background.

If the majority of the words that have been returned are of a certain type

(more nouns than verbs, for example), then the tag word is accepted as being

of that majority type.

The returned list of words are then used to employ the Jaccard similarity

measure, which are applied two images at a time. Given a set of words as

tag information, we find the Jaccard similarity between two images in terms

of set of words as,

Jaccard similarity will give back a similarity score between 0 and 1. For

our example, the Jaccard similarity is modified. It uses WordNet to find the
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number of synonym words. As the number of synonym words increase, the

contribution of that word to similarity result decreases. This method is the

combination of WordNet and Jaccard similarity. In our example, given the

tags of image A and image B,

A = (dog, barking)

B = (dog, barking, tree)

The Jaccard similarity scored returned will be a number fraction between

0 and 1. In extreme cases, the score may be returned as 0, which indicates

no similarity is present between the images. However, the closer the score is

to 1, the more likely that the compared images are similar.

This process outlined in the above example illustrates how it would signif-

icantly enhance the search results of images. Figure (2.3) displays the search

results that would be returned if such a method was applied.
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Figure 2.3: Examples of Accurate search for a barking dog

2.4.5 Limitations of Web 2.0 tagging

Ambiguity:

As an uncontrolled vocabulary that is shared across an entire system, the

terms in a folksonomy have inherent ambiguity as different users apply terms

to documents in different ways. There are no explicit systematic guidelines

and no scope notes. Additionally, when users come together to collaborate

on the same interest, biases might emerge. This is because people with the

same tendencies and preferences when using classification methods might

encourage one another to propagate these biases. As a result, the objective
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view of content might suffer. Therefore, ambiguity might occur and become

prevalent.

Synonyms :

There is no synonym control in the tagging system. There is a possibility

that allowing freely annotated and distributed content can produce incon-

sistency and unreliability. Over a period of time, tags for a single concept

(synonyms), a single tag with multiple meanings (homonymy) and a single

tag for several different but related meanings (polysemy) might emerge. This

might lead to the problem of inefficiency in terms of content search and in-

dexing. Meta noise, which refers to tags that are irrelevant and imprecise,

might also increase.

These sorts of problems are the reasons why controlled vocabularies are

used in many settings. Generally, any of the classic problems that controlled

vocabularies help deal with will be present in these systems to varying de-

grees. However, it is likely that a controlled vocabulary would be impossible

in the context of systems like Delicious and Flickr.
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2.5 Web 3.0 - The Semantic Web

Tim Berners-Lee further defined the Semantic Web as ”the development of

machines to become much better able to process and understand the data

that they merely display at present” [5].

The architecture of the semantic web is based on ontologies and machine-

processable metadata. Additionally, it contains layers that refers to logical

reasoning, proof, and trust. Such layers are crucial to enable the exploita-

tion of information offered by ontologies and metadata for the delivery of

knowledge and to enable automated or semi-automated decision making.

The semantic web (also referred to as Web 3.0) can be thought of as the

existing social web (also referred to as web 2.0) with an offering to define ex-

tensible and flexible standards for information exchange and interoperability.

2.5.1 From Tags to Folksonomy

The eruption of the tagging phenomena over the last few years was caused

by many thousands of users adding tags to organise web resources. The tags

(natural language terms) can range from tagging bookmarks at deli.cio.us to

tagging photographs and images on Flickr. This has lead to the availability

of an enormous amount of tagged data on the web. Tagged data is usually for
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that data to be retrieved later and found by others, and so the scheme used

to classify the data is essentially a convention that is given a social meaning,

as ”People will in general use the minimum amount of convention to solve

their co-ordination problem. This rule-of-thumb might explain the slowness

of the Web community to embrace model-theoretic semantics.” [34]. Tagging

is popular precisely because it uses a minimal amount of convention: ”Groups

of users do not have to agree on a hierarchy of tags or detailed taxonomy,

they only need to agree, in a general sense, on the ”meaning” of a tag enough

to label similar material with terms for there to be cooperation and shared

value.” [69]. The low cognitive load of using tagging in comparison with

ontologies is one reason for its success, since ”picking topics from a pull-

down menu is arduous, the topics we currently employ are not sufficient, and

updating the tool with new topics is too time consuming” [71]. This lead

tagging to have a high cost-benefit analysis in terms of being able to retrieve

the data and share it in comparison with the time consumed classifying it:

”Free typing loose associations is just a lot easier than making a decision

about the degree of match to a pre-defined category (especially hierarchical

ones)[11].

One issue with tagging is due to the natural language nature of tags

themselves. Tags are not normalized for synonymity, morphology, or even
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just different manners of specifying the exact same meaning, such that ”if

you want to find all references to New York City on Del.icio.us, you’ll have

to look through nyc, newyork, and newyorkcity [71]. Second, heteronymity

runs rampant on tagging systems, with users employing ”the same term for

disparate concepts” such that words like ”flow” can mean either ”optimal ex-

perience” or the movement of liquids like rivers [71]. The lack of an explicit

hierarchy makes many of the tags redundant, such that a web-page about

pianos must be labelled both as about pianos and about music, despite the

fact that every piano is about music. Any sort of structured data becomes

impossible, yet certain types of data lead inevitably towards structure. For

example, the concept of a ”date” or ”time-stamp” of a URI makes no sense

without the actual date, such as ”February 18th 2006.” The fact that of-

ten data comes with a natural structure, as given by frame or facet-based

systems, is handled easily by the Semantic Web. It is also impossible to

express complex relationships using only tags. For example, a web-page may

inform the results of an election, but it can not distinguish by its tags alone

who won the election and by what margin. Unlike Semantic Web ontologies,

collaborative folksonomies that use tags alone cannot in general be shared

across collaborative tagging systems to another without the use of at least

an ontological layer to resolve the ”tags” to URIs and even then the prob-

lems cited above still make it impossible [32]. In that regard, each tagging



CHAPTER 2. TAGGING SYSTEMS: STATE-OF-THE ART 54

system is stranded from interaction with the greater Web, and the data itself

is usually held hostage behind firewalls.

The term ”folksonomy” was coined by Thomas Vander Wal and is a com-

bination of ”folk” and ”taxonomy.” hello world Collaborative folksonomies

utilises large scale human annotations of human of web resources and thus

plays a crucial role in the notion of similarity. The definition and analysis

of semantic similarity relationships and measures form the bulk of our work

and will be discussed in a later section.

An important aspect of a folksonomy is that is comprised of terms in

a flat namespace: that is, there is no hierarchy, and no directly specified

parent-child or sibling relationships between these terms. There are, how-

ever, automatically generated ”related” tags, which cluster tags based on

common URLs. This is unlike formal taxonomies and classification schemes

where there are multiple kind of explicit relationships between terms. These

relationships include things like broader, narrower, as well as related terms.

These folksonomies are simply the set of terms that a group of users tagged

content with, they are not a predetermined set of classification terms or la-

bels.
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2.5.2 Wordnet and Wordnet-Based Semantic Similar-

ity Measures

WordNet is a semantic network, which is organised in such a way that synsets

and wordsenses are the nodes of the network, and relations among the synsets

and wordsenses are the edges of the network. In WordNet, each meaning

of a word is represented by a unique wordsense of the word, and a synset

(stands for ”synonym set”) consisting of a group of wordsenses sharing the

same meaning. More than two thirds of the nodes in WordNet are synsets.

Hyponym is the key relationship for noun synsets in WordNet, which has

been widely used to estimate the semantic relatedness among nouns.

WordNet has been commonly used to measure semantic similarity among

words since it has the inherent advantages of being structured in the way

of simulating human recognition behaviours. There are currently three cat-

egories of WordNet-based semantic similarity measures.

A. Node-based methods

Node-based methods use the amount of information contained by related

nodes (i.e., related concepts) in WordNet to estimate semantic similarity

between the concepts of interest, i.e., c1 and c2. These kinds of methods are
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also called as information-based methods.

Most of node-based methods employ the information content to quantify

the amount of information that a concept contained. According to the defini-

tion in the information theory [95], the Information Content (IC) of a concept

c can be quantified by IC(c) = log(P(c)) , where P(c) is the probability of

c appearing in a corpus.

Resnik [86] believed that the similarity of c1 and c2 is determined by

the closest common superordinate concepts (i.e., hypernyms) of c1 and c2 in

WordNet. Thus, Resnik proposed to use the IC of the lowest hypernyms of

c1 and c2 to calculate the semantic relatedness between c1 and c2.

The drawbacks of node-based methods include: (i) it is a time-consuming

work to analysis the corpora for estimating the IC values; (ii) unbalanced

contents of the employed corpora may significantly decrease the accuracy of

the IC values.

B. Edge-based methods

Edge-based methods utilise the shortest path between concepts (i.e., c1

and c2) in WordNet to estimate the semantic relatedness between c1 and

c2. Lengths of all edges on the shortest path are accumulated to quantify
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the semantic similarity. It is the way of calculating the length of edges that

differentiates methods in this category.

C. Hybrid methods

Hybird methods combine the information from different resources to es-

timate the semantic similarity between concepts, e.g., combining the IC of

concepts with the structure information retrieved from WordNet to conduct

the estimation.

2.5.3 WordNet Based Tagging

The words and synsets of WordNet have been used for tagging. Tag content

is provided for end users and tag groups through WordNet’s definition in

it’s relational database. The synonym set of a word can be used by doing

inquiries on the database.

In the case of multimedia, such as images stored on a website, the contents

of the image can be identified by using the tag information of the said im-

age. This information is contained in the ’alt’ property and the surrounding

innermost content of the image.
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Whenever potential tag information has been received, each word that has

been obtained will be matched with similar words existing in the wordNet

database and potential tagging content is intended to be increased. Here,

type info keeps the type of the word(noun, verb, adverb, etc.) and superid

field keeps the broader meaning of word(apple is a fruit).

2.6 Summary

With the deep academic challenges associated with recognising real world

objects within images, it is not surprising to find that there has been great

interest amongst the computer vision and information retrieval communities

in the development of robust, accurate and efficient image tagging systems.

The main purpose of tagging images is to allow for the retrieval of images

based on the similarity measures of similarity among words. In this chapter,

we detailed the plethora of current literature about the methods used to

enhance image tagging systems along with the advantages and limitations of

employing such methods.

A background of the evolution of the Web and a comparison of its three

main versions, along with their limitations was also presented. The adoption

of similarity measures to enhance the accuracy of tagging images in current

and future versions of the web will, significantly, enhance user experiences.
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The current trend for instant image and video creation by means of mobile

devices, such as smart phones and tablets, and the ability to store such media,

instantly, on image sharing sites such as Facebook and MySpace is set to

increase, disproportionately, over the next few years due to the ease of use

facilitated by the advancement of technology.

The social study conducted by Ames et al. [2] provided some insights

into the motivations that drive private individuals to annotate their images.

This study revealed a changing opinion of the usefulness of tagging, from it

being nearly completely avoided for personal off-line collections through to it

being heartily embraced for on-line collections such as those on Flickr.com.

Additionally, for commercial organizations, the correct tagging of images

has a direct effect on their revenues and efficiency in satisfying the needs of

their consumers, as an incorrectly or insufficiently labelled or tagged image

is unlikely to be found, particularly within the stringent deadlines commonly

experienced within the commercial world, thereby leading to a loss in oper-

ational efficiency.

The above reasons highlight the need for further research into the im-

provement of the accuracy of image tagging, which will go some way towards

answering the criticism directed at the visual image retrieval research commu-
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nity by many other researchers, such as Jrgensen, who has expressed concern

that ”the emphasis in the computer science literature has been largely on

what is computationally possible, and not on discovering whether essential

generic visual primitives can in fact facilitate image retrieval in ’real-world’

applications.” [49].
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THE FRAMEWORK

Objectives

• Discussing the equations used in our work.

• Discussing the methods of Tag Clouds, Clustering,

classification and n-dimension similarity measure.

• Discussing the main challenges that need to be ad-

dressed for social tagging.

• Discussing the extraction of relevance information

by the aggregation of user defined tags.
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3.1 Introduction

Our recent Information Revolution has contributed to our accelerated scien-

tific progress which was, subsequently, driven by our ability as humans to

make sense of the enormous data collections, and harness the resulting find-

ings in a continued sense-making loop. Appropriately, humans were termed

informavores: species that consume information to accelerate their technical

evolution [27]. However, the rate of expansion of the information consump-

tion is limited by the organisation of underlying data, hence, it is important

to design and develop systematic and meaningful methods for data storage

and retrieval. To-date, significant progress has been made in the area of tex-

tual information retrieval, where numerous models, algorithms and systems

governing large text collections have been developed and published. Mul-

timedia, on the other hand, remain largely under-developed due to poorly-

understood theories of perception and cognition. In this thesis, our focus will

be on images to enable us to study the development of semantic understand-

ing of how the storage and retrieval of a large number of image collections

can be improved. Semantics, with respect to images, represent the associ-

ation between low-level visual features and high-level concepts that can be

described in words. Such knowledge possibly arises from the awareness of

the context in which photographs are shot. Thus, our objective of image
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understanding encompasses capturing abstract notions of events, locations,

and personalized references that situate images beyond the realm of visual

features.

In this chapter, we will briefly outline our approach which is experimentally-

based and give an account of similarity measures and statistical rationale that

are used.

3.2 Our General Approach and Experimental

Analyses

Our general approach is depicted in Figure 7.7 and in the next few chapters,

we will be carrying out 3 experiments for the purpose of evaluation and

validation.



CHAPTER 3. THE FRAMEWORK 64

Figure 3.1: General Approach
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- Experiment 1: The richness and variety of information embedded

within an image (also known as Value of Information), will be used to enrich

the value of the image tags and, thus increase their accuracy, as explained in

Figure 3.2.

Figure 3.2: Value of Tags (Experiment 1)
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Figure 3.3: General Approach
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- Experiment 2: The various similarity measures and weighting tech-

niques will be employed to increase the accuracy of image tags, as explained

in Figure 3.4.

Figure 3.4: Similarity Measures (Experiment 2)
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Figure 3.5: General Approach
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- Experiment 3: Finally, all the methods and resources listed above (or

n-dimensions) will be used as a single unified process to improve the accuracy

of the tags, as explained in Figure 3.6.

Figure 3.6: n dimensions (Experiment 3)
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Figure 3.7: General Approach
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3.3 Similarity Measures

In chapter 4, we will be discussing the employment of both a single method

and a combination of several methods to increase the accuracy of image tag-

ging and retrieval. Our main work will concentrate on evaluating and using

several forms similarity measures, which can be defined as the ’Measure of

distances between data or sets of data’. In the context of this work, the sim-

ilarity between two images can further be defined by the three assumptions

below:

- The similarity between two images A and B is related to their common-

ality. The more commonality of attributes they share, the more similar the

two images are.

- The similarity between two images A and B is related to the differences

between them. The more differences their attributes have, the less similar

the two images are.

- The maximum similarity between two images A and B can only be

reached when A and B are identical, no matter how much commonality they

share.
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3.3.1 Summary of Measures

In our case, we will use the various types of Similarity Measures to measure

the distance (or similarity) between the sets of attributes of two objects (or

photos). In this section, we start by listing and defining the measures that

will be used in the following chapters.

- Jaccard coefficient :

As discussed in the previous chapter, we use equations belonging to the

Jaccard coefficient to normalise the co-occurrence between two tags. The

Jaccard coefficient, sometimes referred to as the ”Jaccard similarity coeffi-

cient”, can be defined as a statistic used for comparing the similarity and

diversity of sample sets. That is, given two objects, X1 and X2, each with n

binary attributes, the Jaccard coefficient is a useful measure of the overlap

that X1 and X2 share with their attributes. Each attribute of X1 and X2

can either be 0 or 1.

σ(X1, X2) = |X1∩X2|
|X1∪X2|

For example if we consider the following attributes for a fruit: Sphere, sweet,

sour and crunchy. Then, an Apple (X1) and a Banana is represented as

Apple = {1, 1, 1, 1} and | Apple | = 4

Banana = {0, 1, 0, 0} and | Banana | = 4
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Here we have

Apple ∪ Banana = {1, 0} with | Apple ∪ Banana | = 2, and

Apple ∩ Banana = {1} with | Apple ∩ Banana | = 1 .

σ(Apple, Banana) = |Apple∩Banana|
|Apple∪Banana| = 0.5

- Dice :

For two sets, X and Y, we can define Dice similarity as:

sim (X, Y) = 2|X∩Y|
|X|+|Y|

In our example above, sim (Apple, Banana) =

0.25.

- Matching :

σ(x1, x2) = Σywx1ywx2y =| x1 ∩ x2 |

- Overlap coefficient :

Projection-aggregated overlap similarity can be defined as:

σ(x1, x2) = |X1∩X2|
min(|X1|,|X2|)

The overlap coefficient is a similarity measure that computes the overlap

between two sets, or the attributes of two images.

- Cosine coefficient :

The Cosine similarity for two tags t1, t2 can be defined as:
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σ(X1, X2) = X1√
|X1|

. X2√
|X2|

= X1∩X2√
|X1|.|X2|

The resulting similarity between two images ranges from 1 meaning the

images are exactly opposite, to 1 meaning the two images are exactly the

same, with 0 usually indicating independence, and in-between values indi-

cating intermediate similarity or dissimilarity.

- Mutual Information :

With projection and distributional aggregation we define the Mutual In-

formation measure as:

σ(X1, X2) =
∑

y1∈X1

∑
y2∈X2 p(y1, y2)log

p(y1,y2)

p(y1)p(y2)

where 0 < p(yi) ≤ 1.

where for the projection case the probabilities p(y) are defined to perform re-

source/tag normalization to prevent very popular items from dominating the

similarity, and the joint probabilities p(y1,y2) are also based on resource/tag

normalization.

3.3.2 Discussion

In our analysis of tag similarity, we can use this coefficient to work out the

similarity between the attributes of the tags of two images. Each of the

attributes, such as the image’s object, colour, action and background, can
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be compared separately to arrive at a final list of recommended image tags.

The Jaccard equation above can be used in two different measures:

• Symmetric, which calculates the most co-occurring (or voted) tags, and

• Asymmetric, which calculates the probability of an image being anno-

tated with a tag that is similar to the tag it already annotated by.

Another ”voting” method of refining the list of recommended tags, is

the concept of ’tag clouds’, where the size, colour and font of every tag is

determined by its frequency of occurrence (or votes).

The method of valuing tags is also employed, where each user defined tag

is ’valued’ against a set of criteria, such as Popularity, Topicality, Uniqueness

and spelling errors.

The next method to use is the classification of tags, where photos are

classified by their number of tags, which are grouped (or summed).

Finally, all of the methods defined above will be used in an n-dimensional

analysis, where the value of tags, the similarity measures, tag weights and

WordNet will be combined to produce the most accurate list of recommended

tags. This approach is further illustrated by Figure 3.8.
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Figure 3.8: Social Tagging Methods

3.4 Statistical Analysis

For social tagging to succeed, the methods employed must work across the

whole image tagging spectrum, including the enormous number of Flickr

images, which has surpassed 6 billion photos in August 2011 [25]. In April

2012, Flickr claimed that its users have uploaded more than 7 billion photos

[102].
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Figure 3.9: Flicker’s 6th billion milestone
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Figure 3.10: Flickr’s upload per month and year

Over the last few years, flickr’s upload have been increasing 20% year-

on-year [72] (Figure 3.9 and 3.10). Such a milestone [110] can be attributed

to how the uploads were organised in terms of tags, bookmarks and anno-

tations. Such an enormous amount of tags must be aggregated, clustered,

classified, promoted and recommended to the users to improve the efficiency

of searching through them [21].
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Figure 3.11: The long tail graph

The distribution of the tags within Flickr, Del.icio.us and many other

image hosting social sites will, generally, follow power law distribution (Fig-

ure 3.11), where a high number of tags are used in low frequency and a low

number of tags are used in high frequency. This was achieved in a study by

[88]. This study showed that, for a sufficient number of active users, over

a period of time, a stable distribution with a limited number of stable tags

and a much larger ”long-tail” of more idiosyncratic tags develops. Such a

development of the tags would be of great use to our intended objectives of

classifying and categorising image tags, such that further tagging will only

reinforce the pre-existing categorisation scheme given by the current number

of stable tags.
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The process of tag selection by users can further be explained by the flow

diagram in Figure 3.12.

Figure 3.12: The long tail graph
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Statistical Semantics

Large volumes of data containing tag vocabulary can be used to form patterns

once statistical regularity is reached. This can only be achieved once the

social tagging system reaches stability. Emerging patterns and trends can

be separated from noise by the volume of usage statistics and can be used

to understand the meaning of user defined tags, at a minimum to a level

sufficient for information access. The process of the studying of statistical

patterns of human word usage for semantic interpretation is referred to as

”statistical semantics”.

Usage statistics aggregated over a large number of independent users play

a pivotal role in a number of information retrieval applications. Using the

relevance feedback mechanism, user clicks on Web search results are used

to tune future result ranking. In our case, multiple users clicking on the

recommended tags that have been promoted by our solution is computed

and aggregated, such that it can be used to further improve the results of

tag recommendation, by acting as the input for further user tagging.

The extraction of relevance information by the aggregation of clicks per

user sessions has been utilised to cluster results with similar semantics, par-

ticularly in the reduction of the ambiguity of polysemous queries. The phe-

nomena of social actions and annotations share many similarities with the
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proposition of wisdom of crowds, that the aggregated verdict of a group of

independent people is closer to the truth than that of any individual in the

group. The origin of this theory goes back several decades. At a country

fair in 1906, Sir Francis Galton observed that when hundreds of people were

asked to guess the weight of an Ox, none of the individuals - even the cattle

experts, could correctly guess the weight. On the other hand, the average of

all estimates was closer to the real weight of the Ox. This occurrence has

since then become a famous anecdote for wisdom of crowds. In case of social

media annotations, similar analogy exists. When a tag is applied by a large

number of users to similar visual content, such relationship is significant from

the point of view of tag visual semantics. Drawing a parallel with wisdom of

crowds, four main characteristics must be discussed:

- Diversity of opinion - Every person is entitled to a personal opinion.

In case of social image tagging, each person is entitled to their own subjective

interpretation of image content and corresponding use of annotations.

- Independence - A person’s opinion is not influenced by that of the oth-

ers. In case of social image tagging, each person can independently provide

zero or more tags to zero or more images belonging to self and others. How-

ever, complete independence cannot be guaranteed when social influences are

strong.
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- Decentralization - Each person can operate in a local setting and have

a different view of the system. In case of social image tagging, decentraliza-

tion is ensured as users have control of their own tagging activity, without

being exposed to tags given by other users to content-similar images.

- Aggregation - A mechanism to convert the opinions into an aggregated

verdict must exist. As the population size increases, the confidence in the

verdict increases as well. Consider for example, the task to compute similarity

between two tags.

One simple mechanism is to count the number of images tagged with both

tags. Other mechanisms can be devised by considering complex relationships

of tags with other tags and users in folksonomy. The assumption of statistical

semantics is that a typical user makes rational choices. In such a case, the

actions and annotations of a few idiosyncratic users are reduced to noise

when a large number of users are considered.

Three statistical techniques will be used in the next chapter, namely co-

occurrence, clustering and classification.

The quality of tags that are assigned by various users are affected by their

personal choices and the context of the their social network. For example,

the type of tagging motivation is correlated with the number and types of
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tags by the user. Also, the number of tags is proportional to the size of the

user’s network and the number of social groups to which he belongs [138,

139]. An estimation of the idiosyncrasies helps assess the quality level of a

user’s annotations. In this section, we summarize a number of descriptive

features such as expertise, reputation and reliability.

- Expertise: An expert is a provider of high-quality annotated resources.

Topic experts can be identified by a substantive contribution of relevantly

tagged resources or by a membership to special interest groups related to that

topic. Noll et al. defined experts using the Hyperlink-Induced Topic Search

(HITS) algorithm and distinguished tag spammers from experts. Members

of special interest groups are expected to possess specialized knowledge as

compared to non-members. It is possible to identify the topic of expertise

and vocabulary by jointly analysing visual content and tagging behaviour of

group members using techniques like probabilistic latent semantic analysis.

- Reputation: Expertise is a topic-specific feature. Reputation, on the

other hand, is a more general property that assimilates overall activities

of networked users into a social order. The degree to which a member’s

work is recognized in the network and a user’s social influence can be used

as an indicator of reputation. For example, in the computation of Flickr

Interestingness, a user’s tagging and social activity plays a major role, such
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that professional and active members are qualitatively ranked higher. Tags,

comments and views by high ranked users are considered more useful and can

be employed in determining image interestingness. The prestige of special

interest groups in which the photo appears is also a contributing factor.

- Reliability: A tag assignment is considered reliable if similar associ-

ations are consistently observed over a large user collection. Unreliable tag

assignments should be treated carefully in relevance ranking applications.

The reliability of a specific user’s annotations can be modelled using game-

theoretic techniques as well.

3.5 Corpus

The API below was used to return tags from Flickr about any searched

word.

import java.io.IOException;

import java.util.ArrayList;

import org.xml.sax.SAXException;

import com.aetrion.flickr.*;

Import com.aetrion.flickr.tags.*;

public class FlickrJ_Test {

public static void main(String args[]) throws IOException,
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SAXException, FlickrException{

String word = "baby";

String apiKey = "d2dad4c83ffa2423d88ba197453341a9";

Flickr flickr = new Flickr(apiKey);

TagsInterface tag_interface =

flickr.getTagsInterface();

ClusterList cluster_list =

tag_interface.getClusters(word);

ArrayList<Cluster> cluster =

cluster_list.getClusters();

int tag_counter = 0;

for (Cluster each_cluster : cluster){

ArrayList<Tag> tag = each_cluster.getTags();

System.out.println("");

for (Tag each_tag : tag){

tag_counter++;

System.out.print(each_tag.getValue() +

" , ");

if (tag_counter == 20) break; // to

retrieve the first 10 tags only in

each cluster
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}

tag_counter = 0;

System.out.println("");

}// End of the outer loop

}// End of main

}// End of the class

Tables (3.13) and (3.14) represent a search for a tag that yields a correspond-

ing set of returned words when the API is used.
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Tag Tag From Flicker Examples of Images  

 
Tree  

 
 
 
 
 
 

 

sky , white , orange , blue , 

grass , sunset , snow , black 

, bw ,nature , trees , light 

, sun , autumn , forest , 

park , macro , shadow , 

leaves , green , fall , leaf 

, water , landscape , clouds 

, red , yellow , canon 

,spring , flower , blossom ,  

 

 

          
 

    
 

  
 

 
Animal  

 

cats , pets , kitten , kitty 

, kittens ,dog , dogs , puppy 

,nature , zoo , bird , canon 

, macro , wild , nikon , blue 

, closeup , tiger , monkey , 

lion , giraffe , flowers , 

bear , park , landscape , sky 

, trees , deer ,animal , cat 

, birds , pet , cute , water 

, wildlife , white , black , 

eyes , horse , portrait ,fish 

feline , green , horses , 

gato , ducks , gatto , baby ,  

 

 

   
 

   
 

   
 

 

Figure 3.13: Tree and Animal
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Tag  

 
Tags From Flickr 

 

 
Examples of images  

 
Baby  

 

girl , children , kids , 

pink , toddler , beautiful 

, daughter ,  

portrait , boy , family , 

newborn , mother , infant 

, love , kid , 

blackandwhite , canon , 

people , nikon , mom , son 

, cute , child , eyes , 

smile , bw , blue , white 

, happy , face , black , 

dog , adorable , sweet , 

animal , puppy , little , 

babies , funny ,  

 

 

   
 

   
 

 
Beautiful    

 
flowers , green , macro , 

flower , water , pink , 

yellow , ocean , rose , 

garden , sea , closeup ,  

portrait , eyes , pretty , 

beauty , cute , face , 

female , people , canon , 

nature , blue , sky , 

landscape , sun , orange , 

clouds , color , beach , 

trees , tree , hot, summer 

, girl , woman , model , 

black , red , fashion , 

hair , white , bw , lady , 

light , love ,  

 

 

    
 

   
 

Figure 3.14: Baby and Beautiful
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3.6 Summary

Since the start of the exponential increase of the image tagging phenomena,

many studies have been developed to explore the method of increasing the

accuracy of image tagging. The majority of the studies centre on using

various methods of promoting tags to users, who will accept and select one

or more recommended tags to add to their images.

In contrast, the bulk of our research will centre around employing any

number (or n-dimensions) of methods, as no other study has addressed the

development of such an approach. This approach will be developed, initially,

using similarity measures and weighting techniques, followed by an approach

that takes advantage of the rich value of information within an image and,

finally, using the n-dimensions approach.
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THE INFORMATION MODEL

Objectives

• Discussing the ways in which image tagging and text tagging

differ.

• Discussing the added value of information to tag values.

• Discussing the use of tag recommendation based on tag co-

occurrence.

• Discussing the concept of tag clouds and their use by photo

sharing websites.

91



CHAPTER 4. THE INFORMATION MODEL 92

4.1 Introduction

In Chapter 2, we looked at several attempts to solve the issues of the lack of

accuracy of image tagging. In this chapter, we will describe the adoption of

the similarity measures to improve the accuracy of image tagging. We will

also describe studies that the methods that have been used to promote tag

recommendation for user-defined tags, based on tag co-occurrence, tag visual

correlation and tag aggregation and promotion.

The information theory will detail the tag recommendation process by

employing either Symmetric or Asymmetric measures. An expansion of the

chapter 2 example that used the Jaccard coefficient will also be discussed, as

will as the concept of the Value of Information (or tags).

The Rationale section will explain why these ranking methods were se-

lected, and finally the Examples section will outline the method used to

combine many of the methods detailed in the previous sections.

Web browsers read HTML documents from top to bottom, left to right.

Whenever a browser finds a tag, the tag is rendered accordingly. Paragraph

tags render paragraph text, image tags render images, etc. A comparison

between these various tag types, namely the text and image tags, will be

carried out.
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The use of the tag cloud concept by photo sharing websites, such as Flickr

is emphasised with visual examples.

4.2 Tagging

To recall, tagging is the act of assigning a keyword (a tag) to a piece of

information, such as a web page content or a digital image. Tags are a type

of meta-data that allows an item to be described and thus, be found again by

search engines. This makes tags to be very useful, both to its creator and to

the larger community of web users. Tags are generally chosen informally and

personally by the item’s creator or by its viewer, depending on the system.

Websites that include tags often display collections of tags as tag clouds.

A tag cloud can be defined as a visual representation of text data. Such a

concept is typically used to depict keyword meta-data (tags) on websites, or

to visualize free form text. Tags are represented by single words, with the size

and colour of the font representing the importance of the tag. They can be

displayed on a website as navigation aids, where the terms are hyper-linked

to items associated with the tag.

There are many types of tag cloud applications. The main and most used

type, which is used by Flickr, is ”Frequency” type where size represents the
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number of items to which a tag has been applied, as a presentation of each

tag’s popularity. This is useful as a means of displaying meta-data about an

item that has been democratically ”voted” [112] [85].

The tag cloud image below represents Flickr’s all time most popular tags.

The tags are entered by the users who can assign up to 75 tags to each photo.

Figure 4.1: Flickr’s [24] all time most popular tags

Tag types on websites vary markedly between normal text tagging and

image tagging. In what follows we discuss both in detail.
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4.2.1 Text and Image Tagging

Text Tagging

A website’s contents are made up of words that are usually trawled and in-

dexed by most search engines for categorisation. For example, a food recipes

site that utilises words like ”tips”, ”baking” and ”cakes” several times within

its content, will feature high on the list of search results for anyone looking

for tips on bread baking. This type of tagging requires the user to use words

that are relevant to the contents and to the website audience, and not use too

many abbreviations or slang phrases. This is particularly true for article ti-

tles as vague or conceptual headlines will not be the exact phrases that people

are searching for. An example of a site that uses relevant keywords as tags to

climb up the search engines’ ranking is the about.com site for ’German Bak-

ing’, http://germanfood.about.com/od/breadbaking101/a/bread-baking-101.htm.

The keywords ’bread’, ’bake’ and ’tips’ are repeated 14 times, 8 times and 5

times respectively. Adding a good variation of the keywords to the website

may make a significant benefit to search engine optimization.
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Image Tagging

Images are not inserted into an HTML page. Instead, they are linked to the

HTML page by the source (”src”) attribute of the image tag. The value of

the src attribute is the URL of the image to be displayed. The URL points

to the location where the image is stored. The required ”alt” attribute of the

image tag, specifies an alternate text for an image, if the image cannot be

displayed. The value of the alt attribute is a user-defined text, and usually

contains the keywords pertaining to the image contents. The inclusion of

relevant keywords within the alt attribute and its surrounding innermost

element content will help search engines to find the image and the page that

contains it.

Digital images that are loaded to a web page can be more searchable if

they are tagged appropriately. Images are as searchable as the articles they

support, and can significantly improve a website’s ranking by increasing the

amount of traffic through search engines such as Google images. Images are

usually tagged when they are uploaded, so relevant captions (tags) will help

users to easily find them. Images that do not have titles or a caption with

the relevant tag, will be very difficult to find through a search engine.
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4.2.2 Tags Challenges

Social tagging classifications differ significantly from expert tagging as they

are often performed as a result of personal motivation or agenda. Addi-

tionally, community trends influence and affect the quality of tags. The

sub-sections below, will detail the main challenges that need to be addressed

before social tagging can be suitably utilised. We also look at the effect of

these challenges on the usage statistics.

- The influence of the users’ culture: Ethnicity and cultural dif-

ferences guide perception and cognition differently. For example, an analy-

sis of image tags created by European, American and Chinese participants

concluded that whereas Westerners focus more on foreground objects, the

Easterners have a more holistic way of viewing images early on. This was

discovered through the analysis of tag assignment order. For Easterners,

the specificity of tags increased from holistic scene description to individual

objects. On the other hand, the tags given by the Westerners focused on

individual objects first and then on overall scene content.

- The influence of Motivation: Motivation of, probably, forms a major

influence on the usability of tags for all purposes. Tags that arise from the

need for future retrieval and contribution, particularly for the benefit of an

external audience, are likely to be visually more relevant compared to tags
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used for personal references. Images that are annotated and shared within

special interest groups are very likely to be specifically annotated and heavily

monitored. They would also be heavily influenced by the motivation of the

interest group.

- The Users’ Domain knowledge: Some users who tag their images

with non-understandable words, characters, personal references or numeric

symbols, can only be thought of as doing so because they have a praticular

knowledge about the domain that caused them to save and annotate the

images in the first place. Such tags have no use or meaning to the wider

audience, and should be filtered out, so as not to affect usage statistics.

- The issue of Semantic loss: An annotator in folksonomies is not

obliged to associate all relevant tags with an image, leading to semantic

loss in the textual descriptions. The batch-tag option provided by most

photo sharing sites adds to this problem by allowing users to annotate an

entire collection of photos with a set of common tags. Even if such tags

are potentially useful to provide a broad personal context, they cannot be

used to identify image-level differences, thus leading to semantic loss. One

consequence of this fact is that the absence of a tag from an image description

cannot be used to confirm the absence of the concept in that image. Hence,

such images cannot be directly used as negative examples for training.
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- The issue of Vocabulary: The spontaneous choice of words to de-

scribe the same content varies among different people, and the probability

of two users using the same term is very little. Known as the vocabulary

problem, this issue is often cited as a common characteristic of folksonomic

annotations. The different word choices introduce problems of polysemy (one

word with multiple meanings), synonymy (different words with similar mean-

ings) and basic level variation (use of general versus specialized terms to refer

to the same concept).

4.2.3 Discussion

For both of the tag types above, repetition must be restricted to relevant

keywords only, as spamming with non-relevant keywords to force traffic to

the sites may force the search engine to penalise the site and lower its ranking.

For the most optimised search results, keywords should identify elements that

users are likely to use as search items. Keywords must be used strategically

and sparingly.

To illustrate the approach of manual metadata generation, we look at

social tagging, which requires all the users in the social network to label web

resources with their own keywords and share with others. This approach is
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best demonstrated on the social photo sharing site, Flickr, which has grown

into one of the premier photo hosting and sharing sites on the internet,

boasting an upload rate of up to 2,504 uploads per minute.

Flickr has simplified social tagging, such that users can enter any tag for

their photos. However, such a simplified approach has introduced the issue

of ambiguity, where different users may tag similar images with different

words and may also use a single general tag to represent different images.

Therefore, many images may not be effectively retrieved. A good example is

the search for ”jelly bean”, which retrieved the two images below:

Figure 4.2: Example of an Ambiguous search for ”jelly bean”

In general, it is quite difficult for the web users to realize the existence

of ambiguity, hence users continue to generate and retrieve many irrelevant
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tags.

Another issue associated with manually entered image tags is the problem

of misspelling. Users who enter incorrectly spelt tags will make the act of

finding these images very difficult for other users. It is estimated that, in the

Flickr tag distribution, around 60 % of tags in the tag corpus are misspelling

or meaningless words. Nardini et all [106] proposed a spell checking system on

tags to manage sets of terms (with their relative co-occurrence patterns). The

method exploits correlation between tags associated with the same resource.

This method is then able to detect and correct common variations of tags

by proposing the ”right”, i.e., the most commonly used, versions. However,

although such a method may increase photo tagging accuracy, it does not

completely eliminate the synonymy and tag ambiguity problems.

One good method to avoid noise and compensate for the semantic loss, is

the proposal of tag recommendation by combining both visual correlation in

concept level and tag co-occurrence information. The semantically or visually

related tags are recommended to the users to improve the tagging quality.

The recommendation system will remind the users of the alternative tags and

it can also help clarify the true semantic of the images. For example, when

the user tags an image with word ”la Sagrada Famlia”, the recommendations

system will list more rich and precise tags based on the input tags, such as
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”Gaudi”, ”Barcelona” and ”church”. These recommendations will help users

clarify the image content as well as reminding them of related semantics which

may otherwise be ignored. They will also help with tag misspelling, where

users can tag an image by choosing rather than typing, which effectively

avoids spelling errors.

The quality of tag recommendation is quite important to social tagging

and the consequent performance of image search. Firstly, high quality tag

recommendation will motivate users to contribute more useful tags to an

image. The average number of tags for each image on Flickr is relatively

small. One of the reasons for that is due to users not entering a large amount

of tags as they generally cannot think of too many words, and only a few

people would spend much time thinking about alternative tags very precise

tags. With the help of high quality tag recommendation, users can provide

many more of useful tags. Thus the average number of correct tags for each

image is expected to increase. Additionally, tag recommendation will remind

the users of more rich and specific tags. The distribution of tags on Flickr

follows a power law distribution. Most of the users only use the popular

keywords, which are only around 5.82% of the whole tag collection. These

tags are popular because they are common vocabulary and easily come to

mind. Another 33.21% of the tags which appear 50 to 5,000 times are also
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informative while generally ignored by most users, because these words are

more professional terms or only used for specific object or situations. The tag

recommendation will help remind the user to use both popular and specific

tags for social tagging. This reminder will also help to create more precise

tags.

4.3 Information theory and modelling

Our first approach for this thesis is to use a system of tag recommenda-

tion strategies by utilising a combination of different kinds of correlations to

rank image tags, namely tag co-occurrence, tag visual correlation and Tag

Aggregation and Promotion.

Our model of image ranking can further be detailed by the flowchart

above, where web users tag images with semantically related words, such as

”Jelly Bean” together with ”Android”. Within a large photo sharing social

website containing numerous independent users, such as Flickr, the semantic

relationship can be captured and utilised. However, this method alone is not

sufficient to all the relationships between the tags such as ”window” in the

photo of a ”house”. The photos containing both ”house” and particular style

of ”window” may be tagged as ”house” only. Such an issue can be solved by
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Figure 4.3: Social tagging recommendation system

applying tag visual correlation to measure the tags visual similarity. These

two methods of correlations only use the relation between tags, which can

be combined in the Rankboost framework [116] [26], which in turn uses the

order of instances rather than the absolute distance.

The tag recommendation process can be explained by an example, where

a selected photo with user-defined tags and an ordered list of candidate tags

is derived for each of the user-defined tags, based on tag co-occurrence. The

lists of candidate tags are then used as input for tag aggregation and rank-

ing, which ultimately produces the ranked list of recommended tags. For

example, the photo of Sacr-Coeur Figure(4.4) may have two user-defined

tags, namely Sacr-Coeur and Paris. Using Tag Co-occurrence, a list of co-
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occurring tags (church, architecture, montmarte, seine, Europe, travel and

night) is derived 4.4. They have some tags in common, such as France and

Paris. After aggregation and ranking four tags are recommended: Paris,

Church, Architecture and France. The actual number of tags being recom-

mended should, of course, depend on the relevancy of the tags, as we will see

in the example case of using the ’value of tags’ (section 5.3).

Tag co-occurrence is the pillar that the tag recommendation approach is

built upon, and as a consequence, only works reliably when a large quan-

tity of supporting data can be captured and accessed [96]. Fortunately, the

amount of user-generated content that is created by Flickr users, satisfies this

demand and provides the collective knowledge base that is needed to make

tag recommendation systems work in practice. There exists various methods

to calculate co-occurrence coefficients between two tags. The co-occurrence

between two tags is defined as the number of photos, in our collection, where

both tags are used in the same annotation.

Using the raw tag co-occurrence for computing the quality of the rela-

tionship between two tags is not very meaningful, as these values do not take

the frequency of the individual tags into account. Therefore it is common

to normalise the co-occurrence count with the overall frequency of the tags.

There are essentially two different normalisation methods: symmetric and
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asymmetric.

Figure 4.4: The tag recommendation process

Symmetric measures:

We use the Jaccard coefficient, introduced in chapter 2, to normalise the

co-occurrence of two tags ti and tj by calculating:

J(ti, tj) :=
|ti

⋂
tj |

|ti
⋃

tj |

The coefficient takes the number of intersections between the two tags,

divided by the union of the two tags. The Jaccard coefficient is known to be

useful to measure the similarity between two objects or sets. In general, we

can use symmetric measures, like Jaccard, to deduce whether two tags have
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a similar meaning.

Asymmetric measures:

Alternatively, tag co-occurrence can be normalised using the frequency of

one of the tags. We can use the equation:

P (tj|tj) :=
|ti

⋂
tj |

|tj |

The equation captures how often the tag tt co-occurs with tag tj nor-

malised by the total frequency of tag ti. This can be interpreted as the

probability of a photo being annotated with tag tj given that it was an-

notated with tag ti. Many other variations of asymmetric co-occurrence

measure have been proposed in the literature before to build tag (or term)

hierarchies.

To illustrate the difference between symmetric and asymmetric co-occurrence

measures consider the tag Eiffel Tower. For the symmetric measure we find

that the most co-occurring tags are (in order): Tour Eiffel, Eiffel, Seine, La

Tour Eiffel and Paris. When using the asymmetric measure the most co-

occurring tags are (in order): Paris, France, Tour Eiffel, Eiffel and Europe.

It shows that the Jaccard symmetric coefficient is good at identifying equiv-

alent tags, like Tour Eiffel, Eiffel, and La Tour Eiffel, or picking up a close

by landmark such as the Seine. Based on this observation, it is more likely
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that asymmetric tag co-occurrence will provide a more suitable diversity of

candidate tags than its symmetric opponent.

The next step in the process of tag aggregation is to merge the known

lists of candidate tags for each of the user-defined tags, into a single ranking.

There are two aggregation methods, based on voting (a strategy that com-

putes a score for each candidate tag) and summing (a strategy that takes the

union of all candidate tag lists) [96] that can be used along with a re-ranking

procedure (where tags are arranged in their order of high relatedness [55])

that promotes candidate tags containing certain properties and significance

values.

To achieve this, we use three different types of tags:

• User-defined tags U refer to the set of tags that the user assigned to a

photo.

• Candidate tags Cu is the ranked list with the top most co-occurring

tags, for a user-defined tag uεU . We denote C to refer to the union

of all candidate tags for each user-defined tag uεU .

• Recommended tags R is the ranked list of the most relevant tags pro-

duced by the tag recommendation system.
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For a given set of candidate tags (C) a tag aggregation step is needed to

produce the final list of recommended tags (R), whenever there is more than

one user-defined tag. In this section, we define two aggregation strategies.

One strategy is based on voting (a strategy that computes a score for each

candidate tag), and does not take the co-occurrence values of the candidate

tags into account, while the summing strategy (which takes the union of all

candidate tag lists) [96] uses the co-occurrence values to produce the final

ranking. In both cases, we apply the strategy to the top co-occurring (or

highly related) tags in the list.

Another method of increasing the accuracy of image tags starts by ex-

panding the example from chapter 2, where the Jaccard coefficient was em-

ployed along with WordNet to unify the tags described by the users. The 3

fields used in the example are expanded to four fields (or parameters), namely

’primary object’, ’secondary object’, ’action’ and ’primary colour’. However,

in this case, each potential tag information received will first be assessed for

its value. This is also referred to as Value of Information or Value of tags.

As an example of the implementation of the 4 fields method, consider the

search for a photo of a red sky at a lake. In normal circumstances, such a

search may return the non-relevant image Figure(4.5), which shows a lake

with red flowers but without the red sky at dusk.
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Figure 4.5: Lake with red flowers

However, our enhanced method (4.3) of tagging would allow users to enter

extra object names to further identify the tag. In this case, the primary

object would be ’lake’, the secondary object would be ’sky’, the action would

be ’dusk’, or more precisely, ’sunset’, and finally the colour would be ’red’.

In this method, before the WordNet database is queried to check if the

specified words stored in the tags and returned by the search do exist, each

tag returned is ’valued’ against a set of pre-defined criteria. Examples of this

criteria are:

• Popularity: What is the size of the tag on the Flickr tag cloud, i.e. how

many times has the tag been voted for?
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Figure 4.6: Lake with red sky at dusk

• Topicality: Is the tag suitable for the search topic? As an example,

consider a search for an image of the city of London. The returned

tags may represent London City or the novelist Jack London. In this

case, the results are compared to the categories on WordNet, where

London city belongs to ’noun.location’. This category is ranked higher

(as it has more tags per photo) than the London Novelist category

’noun.person’

• Uniqueness: Is the tag of the photo unique and unambiguous? For

example, a photo of a ’car’ which is also tagged ’car’ is unique and can

only refer to a car, irrespective of its type.

• Redundancy: Are there too many irrelevant and redundant tags? For
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example, a search for a photo of a cat that returns ’cat’, ’feline’, ’tabby’,

’fluff’, ’jinx’ (for a photo of a black cat) and ’cuddles’ is, obviously,

plagued by too many redundant tags, when ’cat’ or ’feline’ would suf-

fice.

• Simplicity: How simple is a photo tag? For example, a photo of a

Teapot that is tagged ’Teapot for brewing Darjeeling tea’ may be too

complex for search engines, as well as tag rankings algorithms (and the

word Darjeeling may also be classified as spam). Ideally, the photo

should be tagged as, simply, ’Teapot’.

• Spelling: Misspelled tags should, obviously, be excluded from the list

of returned tags.

• Recency: For this assessment, tags are ranked by age, such that an

image that has several possible tags, which were created over a long

period of time, would rank the most recent tags higher than the oldest

ones.

The returned list of tags is deemed to be much more accurate in terms of

the search query, and this can be used to more accurately return the image

in Figure(4.6), which represents exactly the criteria being searched for i.e. a

lake with a red sky.
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There are many other tag criteria that can be used to assess returned tag

values. However, the criteria of topicality and relevance is of more importance

as it answers the question ”What are users tagging?” This criteria is mapped

to WordNet categories, which are used to bind tags to the category with the

highest ranking. Figure 4.7 shows the distribution of Flickr tags over the

most common WordNet categories, which can be used to assess and classify

tags. When focussing on the set of classified tags, we find that locations are

tagged most frequent (28%); followed by artefacts or objects (16%), people

or groups (13%), actions or events (9%), and, finally, time (7%).

Figure 4.7: Flickr’s tags Most frequent WordNet categories

From this information, we can conclude that users do not only tag the
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visual contents of the photo, but to a large extent provide a broader context

in which the photo was taken, such as, location, time, and actions.

Another criteria that would be used to rank photo tags, is the classifica-

tion of tags as defined in table 4.3, which looks at classes of photos with one

tag, photos with 2-3 tags, 4-6 tags, and more than 6 tags, respectively. The

table can be used to compare voting strategies (i.e. photos with a high num-

ber of user tags) against summation strategies (photos with aggregated tags).

Experiments have shown that the increases in the accuracy of tag ranking is

proportional to the number of a photo’s user-defined tags [63]. This indicated

that only 13 % of all tagged photos have a higher degree of accuracy as they

contain more than six tags. The high number of tags will serve as an input

into the Jaccard measure of co-occurrence, as we will discuss in the Example

section.

Tags per Photo Photo%

Class I 1 31 %
Class II 2 - 3 33 %
Class III 4 - 6 23 %
Class IV > 6 13 %

Table 4.1: Definition of photo-tag classes and the percentage of pho-
tos in each class

Finally, below we will introduce an example that details how to increase

the accuracy of tagging by employing n-dimension of resources, i.e. as many
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of the above methods as possible.

4.4 Rationale

Our research work revolves around the improvements of image tagging, and

for this reason, we have opted to combine many of the methods discussed in

the previous sections. Users will be able to enter tags based on two searchable

objects, as well as the photos action and background. This will significantly

enhance the value added to the photo tags.

Once the user defined tags are saved with the photos, the returned list

of tags, from a search query, will be enhanced by comparing it against a set

pre-defined values (or criteria). Such an action would serve to filter out many

irrelevant results. The returned list would be further enhanced by promoting

the tags via the use of tag classes that utilise voting strategies.

The final filtered list of tags would then be used as recommended tags

for users to choose from, as this would reduce the introduction of irrelevant

tags that can be entered due to misspellings, inaccurate descriptions and

attempted spamming. Users would then select one or more tags from this

pre-defined list, without the ability to enter free text.
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Once we get a large number of photos that have been tagged by a pro-

moted and recommended set of tags, the set of results returned by a search

query would be highly accurate. This would allow us to accurately compare

similarity measures between photos using the Jaccard coefficient.

4.5 Example

In this chapter, we will use a single example that amalgamates all the n

methods (or dimensions) detailed in the above sections. The example we

will use is a photo of Big Ben’s tower. Initially, we allow users to enter their

tags into the four fields described in the previous sections; namely primary

object, secondary object, action and colour. However, before the tags can

be added, we use the Jaccard method to calculate co-occurrence coefficients.

Both normalisation methods; symmetric and asymmetric will be used for the

calculations.

For the primary object, we use the symmetric measure to find the most co-

occurring tags which returns (in order): Big Ben, Big Ben Tower, Westmin-

ster, Thames, London and England. These recommendations will be offered

to the users to populate the primary object field. Next, we use the asymmet-

ric measure to calculate the most co-occurring tags for the secondary object

which returns (in order): London, England, Clock, Tower, Westminster, Ar-
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chitecture and Europe. It is more likely that asymmetric tag co-occurrence

will provide a more suitable diversity of candidate tags than its symmetric

opponent. Therefore, it is more useful for returning the secondary object’s

recommended list. Similarly, the co-occurring tags for action would return:

Travel, Tour, Visit and Book. Finally, the colours returned are: Blue, Black

and White.

Figure 4.8: Big Ben’s Tag Recommendation
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In Figure 4.8, the list of tags produced by the symmetric and asymmetric

measures for each of the four fields are further aggregated to produce the final

list of recommended tags. We use two aggregation strategies. One strategy is

based on voting, and does not take the co-occurrence values of the candidate

tags into account, while the summing strategy uses the co-occurrence values

to produce the final ranking. In both cases, we applied the strategy to the

top co-occurring tags in the list.

The voting strategy computes a score for each candidate tag, where a vote

for that candidate is cast. A list of recommended tags is obtained by sorting

the candidate tags on the number of votes. The summing strategy also takes

the union of all candidate tag lists, and sums over the co-occurrence values

of the tags.

Figure 4.7 showed that users do not only tag the visual contents of the

photo, but to a large extent provide a broader context in which the photo was

taken, such as, location, time, and actions. The tags being recommended,

by our above strategy, and accepted by our users can now be analysed based

on vote aggregation (summing) and promotion (voting). At first, we can see

that the largest (most frequent) category in the Figure is ’Unclassified’ at

48%.
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WordNet Acceptance ratio %

Unclassified 39 %
Location 71 %

Artifact or Object 61 %
Person or Group 33 %
Action or Event 51 %

Time 46 %
Other 53 %

Table 4.2: Acceptance ratio of tags of different WordNet categories

However, when voting is taken into account, where users select one or

more of the tags recommended by our strategies, we can deduce that there

exists a gap between user-defined and accepted tags for those tags which can

not be classified using WordNet.

Table 4.2 shows the acceptance ratio for different WordNet categories. In

the Table we can see that locations, artifacts, and objects have a relatively

high acceptance ratio. However, people, groups and unclassified tags (tags

that do not appear in WordNet) have relatively low acceptance ratio. We

conclude that our system is particularly good at recommending additional

location, artifact, and object tags.

4.6 Summary

In conclusions, we assert that our strategy of recommending tags is more

effective than using only user defined tags. The strategy had a more positive
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effect on relevance and precision, particularly when the strategy is based on

voting. Additionally, the strategy was particularly good at recommending

locations, artifacts and objects, both in terms of volume and acceptance

ratio.



Chapter 5

VALUE OF INFORMATION

TAGS - ANALYSES

Objectives

• Discussing the issues with user generated image tags.

• Discussing the benchmarks used for the development of image

tagging system.

• Discussing the richness of image tag values.

• Discussing the inherent problems with image tags.

• Discussing the usability of values within image tags.

• Discussing the threshold associated with image tags.

121
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5.1 Introduction

In social tagging systems, users have different purposes when they annotate

items. Tags not only depict the content of the annotated items, for example

by listing the objects that appear in a photo, or express contextual infor-

mation about the items, for example by providing the location or the time

in which a photo was taken, but also describe subjective qualities and opin-

ions about the items, or can be related to organisational aspects, such as

self-references and personal tasks.

In this chapter, a thorough examination of the problems that have plagued

current image tagging techniques will be carried out. Once the problems

are identified, an examination of the information richness contained within

images will be carried out with the view to using such information to alleviate

the concerns raised by the above problems.

The properties of the images will also be mapped to a set of defined

property domains that utilises the resultant products of these sets to address

the solutions used to describe the image being tagged.
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5.2 Problems with Tags

It is assumed that the majority of the existing image tags contain ’noise’

within their contents and that personal agendas, motivations and intentions

during the user tagging process may be both beneficial and harmful to im-

proving the efficiency and accuracy of the image tag recommendation and

tag search.

Semantic noise (also known as ’red herring’) ([111]) can be defined as tags

and textual data that are associated with an image that may be interpreted

in such a way so as to distract from the actual meaning of the intended

purpose of the tag.

Table 5.2 lists some of the possible issues associated with image tags, as

well as the values existing within the tags, which in some cases, can be used

in tag searches and recommendations:

The items listed in the ’tag values’ column will be grouped in section

5.3 according to their simplicity, ease of use, availability, universality and

limitation or restriction.
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tag problems tag values

Missing tags Tag accuracy, precision and specificity

Missing values Tag age

Misspelled tags Tag topicality

Irrelevant tags Tag reuse value

Lack of integrity Tag complexity

Ambiguous tags Tag simplicity

Inconstant tags Tag acceptance and popularity

Personal choice Tag frequency

Erroneous entry Tag trustworthiness

Duplicated tags Tag length (number of words)

Rule violations Tag economic value (free vs proprietary)

Tag language

Tag recall-ability success

Tag searchability

Table 5.1: Tag problems and tags

5.2.1 Missing tags & the Semantic Loss:

New advances in technology has facilitated the creation, upload and anno-

tation of photos with relative ease. A user can take a snapshot with almost

any mobile device and immediately upload it to Flickr (or any other image

sharing social site). However, the user is not obliged to tag the uploaded im-

age. This is known as ’Semantic Loss’, the consequence of which will make it

near impossible for other users to find the image by using any of the available

search methods.
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5.2.2 Missing tag values:

Some photos may be annotated with the correct tag, but are missing other

useful tags that would help to further identify the photo during search and

comparison.

Figure 5.1: Hotel by a lake

Figure 5.1 has a single tag in Flickr, namely ’hotel’. However, a more

useful set of tags would also include background, colour and action, such as

’sky’, ’lake’ or ’sea’, ’blue’ and ’calm’. The extra tags would allow other users

to accurately find an image of a hotel with a view of a lake or a calm sea

situated in a resort with clear blue sky.

5.2.3 Misspelled tags:

User generated raw tags may contain spelling errors, context errors, slang

expressions or simply a regional variation of spelling. A simple search within
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Flickr tags revealed spelling errors, such as ’the boys in balck’, context errors

such as ’Male box’ insted of ’Mail Box’, slang expressions such as ’Luv’

instead of ’Love’ and regional variations such as ’color vs colour’. Such

errors can be overcome by this research’s proposed solution of tag suggestion

and can also include features such as auto word completion, spell checker

and word suggestion. The issue of regional spelling variation would require

the tagging application to match the user’s location to the applicable list of

suggested tags.

In some cases, the user may genuinely be unaware of the correct spelling

of a word (or a name). An example is the correct spelling of one of the

Benelux counties; ’Belguim’ or ’Belgium’.

5.2.4 Erroneous personal choice:

Image annotators have the choice to erroneously express their own opinion

when tagging a photo, which may or may not be of use to other users when

an image search is performed or when an application compares the tagged

image against other images. For example, a user may choose to label a

mobile phone as ’Orange’, which may not be useful for other users who wish

to search for this image. A proposed solution may entail suggesting extra

tags that further identify the image, such as ’Mobile’, ’Phone’ and ’Nokia’.
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5.2.5 Irrelevant Tags:

Users may over-tag their photos with too many irrelevant tags that would

render many of the image search results useless. Flickr allows a user to add

up to a maximum of 75 tags per photo. Many users choose to add a large

number of tags, even if the end result would cause the images’ comparison

and search results to be rendered inaccurate. As an example, a simple search

for a house photo on Flickr reveals extra images such as ’prefab’, ’faade’,

’site’, ’wood’ and ’courtyard’. Ideally, the most suitably used images would

be ’house’, ’construction’, ’architecture’ and, maybe, ’prefab’.

5.2.6 Tag Integrity:

A user’s decision to add a certain type of tag to a photo must be unimpaired

and completely independent and free of any pressure, coercion or influence.

For example, a user annotating a photo of a music festival or a music band

must be free to express his/her opinion with additional tags such as ’bad’

and ’uninspiring’. The organizers of the festival and the owners of the mu-

sic’s band record label should not be allowed to influence public opinion by

manipulating the available list of suggested tags.
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5.2.7 Ambiguous tags:

Many users tag their photo with words that are common and, thus, add little

information to the value of the annotation.

Figure 5.2: Photos tagged ambiguously as Paris Hilton

Examples of ambiguity include word-sense ambiguity as shown in Figure

5.2 such as ’Paris Hilton’. A simple search on Flickr for such an expression

returns, among other search results, two completely disparate images. One

image shows the celebrity model Paris Hilton, while the other shows the Paris

Hilton Hotel in Las Vegas. Other types of ambiguity include:

- Geographic ambiguity, such as ’Cambridge’, which can return results for

the city in both the United Kingdom and the USA.

- Temporal ambiguity, such as ’FA Cup’, which could be any FA cup game
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or any FA cup final from the early 1900’s till present.

- Language ambiguity, such as ’mist’, which means fog in the English

language and dung in the German language.

5.2.8 Inconsistent tags:

User generated annotations are highly personal and subjective and may cause

some issues regarding inconsistent vocabularies. For example, the tag ’Paris,

which has no visual content, may have been assigned to a photo of a hotel

room, a Paris restaurant or the Eiffel tower.

Even if the ’Paris’ tag had visual consistency as part of a set of tags,

consistency can not be guaranteed across the tags assigned by multiple users.

This is due to the fact that not all users share exactly the same thoughts on

visual categories.

5.2.9 Erroneous tag entry:

Users may enter the wrong text when assigning a tag to a photo without

realising. An example is when a user tags two photos from two different

events and erroneously assigns a ’wedding’ tag to ’birthday’ photo and a

’birthday’ tag to a ’wedding’ photo.
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5.2.10 Repeated, duplicated & plural tags:

The number of tags used to annotate an image may not necessarily indicate

that users are being fairly thorough in the tagging process. Users may be,

simply, adding the same tag (or its plural version) more than once to the

same image.

Figure 5.3: A Photo with repeated and plural tags

In Figure 5.3, an image of a tree was annotated with a repeated ’Tree’

tag twice and the repeated plural ’Trees’ also twice. Such an action has the

effect of generating ’semantic noise’, i.e. textual tags that may affect the

search and comparison of the image.

Tag repetition can be defined as assigning the same tag to two or more

images. The issue of tag duplication occurs when a Flickr user uploads a

large amount of images in a single session and chooses to assign the same
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set of tags to all of the images uploaded in that particular session. This will

result in a large number of images all with a high number of tags. However,

the tag sets assigned may not necessarily be appropriate for all of the images

which were uploaded in that session meaning the large number of tags may

hinder rather than help image searches as many of the tags may be irrelevant.

5.2.11 Rules violations:

Most image sharing web sites terms and conditions stipulate that uploaded

images and their tags must not encourage discrimination or hatred based

on gender, ethnicity, colour or disability. This also applies to images and

tags that encourages violence and crimes. In general, the combination of a

published photo and its tags must strive not to be provocative, revealing,

controversial or offensive.

Figure 5.4: A controversial photo of Cock Fighting
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An example of a controversial photo can be seen in Figure 5.4, where

some users may find such an image to be deeply offensive.

The site moderators will remove such images through a variety of content

filters, however, if this process fails, then the system being developed and

used to rank and recommend image tags must filter such images from the

final search results.

5.2.12 User’ Background:

When analysing user generated image tags, the important points to consider

are the user’s professional, academic and cultural background.

• Professional photographers who annotate their own photographs will

generate a much higher than average proportion of generally useful tags.

This group of users correspond to A1-B2 of the classification categories

in Table 5.3.

• Users who are experts within their domain knowledge will also annotate

their photos with domain relative tags. Such a group of users will,

generally, be aligned with A1-B2 of the classification categories in Table

5.3. However, in some cases where the motivation of the group is

directed solely for the benefit of the domain expert, the group will be
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more aligned towards C1-C5 of the classification categories in Table

5.3.

• Users with higher education and professional qualifications may use a

much richer vocabulary when annotating and describing their images.

The classification and tag expansion groups will be annotated with

highly descriptive terms that will render them to be very useful not

only to follow highly educated users, but also to the community of

image users as a whole.

This group of users will also correspond to A1-B2 of the classification

categories in Table 5.3.

• Tags generated by the general public are very likely to be aligned to

C1-C5 of the classification categories in Table 5.3, as most of the tags

will be useful only to the individual generating the tags or a narrow

group of users who will use the tags to organise and denote ownership

of said group.

Such tags are also likely to contain spelling errors and may not con-

tain any clear relationship to their parent photos and, hence, will also

conform to D1-D2 of the classification categories in Table 5.3.

• Users of different cultural and ethnic background may annotate the
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same photo with different tags, depending on the depth of their gram-

matical and vocabulary’s strength.

5.3 Value of Tags

Social annotators have an opportunity to add great value to the existing

value of tags within the photos being added to social photo sharing sites

and, hence, improve the ability of other users to search for these photos.

To appreciate the full value of the existing and added tags, it would

be best to categorize their classes, which can be further grouped by user

motivation [63].

The classes specified in Table 5.3 can be used establish the rules for a

definitive benchmark of an image tagging system, as will be discussed in the

next sub-section. This Table can be further extended by three types and four

categories:

• General types of items, people and events such as ’Storm’, ’Cat’, ’Roof’

or ’Winter’.

• Cultural knowledge of the background of the subject or the event of

the image, such as ’God’, ’the American Civil War’ or ’the battle of

Bosworth’.
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Classification
Category

Tag Motivation Usefulness

A1 Tag generically identifies what image is ’of’.

B1a Tag specifically identifies what image is ’of’.
(place names/events)

Useful to Flickr com-
munity as a whole.

B1b Tag specifically identifies what image is ’of’
(people/animals).

B2 Tag identifies what image is ’about’.

C1 Refining tag

C2 Self-reference tag

C3 Task-organising tag

C4 Tag which denotes ownership Useful only to individ-
ual/group

C5 Compound tag

D1 Misspelling

D2 Unable to determine relationship

Table 5.2: tag classification

• Items representing the image as an icon. Examples include mythical

creatures such as ’Dragon’, symbolic representations such as ’Youth’

and emotions such as ’Sadness’.

The four categories that are perpendicular to the types above are:

• Who: The tags represent the people or the objects within the photo,

such as ’Arabs’, ’Trees’ or ’Unicorn’.

• What: This category describes the events or actions associated with

the people of objects within the photo, such as ’Birth and Death’ or
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’The Industrial Revolution’.

• Where: This category represents and describes the photo (or its con-

tents) as a location, such as ’London’, ’Hell’, ’Heaven’ or ’beach’.

• When: This category describes periodic events as well as dates and

times, such as ’Today’, ’1966’ or ’the year of the Roses’.

The above categories and types can be further represented in Table:

General Specific Abstract

Who Types of people. Named people or items Mythical beings

What General events or Specific events Emotions or abstractions

state of being. Specific events

Where Types of location. Specific location Place symbols

When Cyclical time. Specific period of time Symbolised time

Table 5.3: 14 tag categories and types

5.3.1 Establishing a Benchmark for the proficient de-

velopment of an Image tagging system

To guarantee the success of the system being developed that would improve

tag recommendation and search, a set of rules that identify what makes a

successful tag must be identified.
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The rules can be deployed as ’constraints’ to enable the cleaning and

cleansing of user generated of tags, in a similar process that has widely been

used in data warehousing, where the data (or tags in this instance) are loaded

in a staging area to facilitate their cleansing, before being loaded into the

photos.

Simple and Easy

Tags must be simple and must represent the lowest level of granularity. For

example, a tag that read ’Jaguar’, will need extra tags to be more accurately

identified as in Figure 5.5.

Figure 5.5: Jaguar Types

Once a user enters a photo tag that specifies a ’Jaguar’, the tag recom-

mendation mechanism would also suggest ’Cat’ and ’Car’. If a user selects
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’Cat’, then a user has an option to further select from another recommended

list of tags, such as ’panthera’ and ’hernandesii’. Similarly, if a user selects

’Car’, then a user has an option to further select from another recommended

list of tags, such as ’e-type’ and ’XJ-S’.

Highly Available - Universal

Image relevant tags must be highly available, such that they are listed higher

up the tag suggestion list. Such a feature requires tags to be:

• Recent: Tags that have been used and referenced only a few times, a

long time ago, may be either not listed or only listed at the bottom of

the tag suggestion list and in the search engines. Examples are tags

for countries that no longer exist and may no longer be used, such as

’Yugoslavia’ which may have been used to tag images of ’Serbia’, but

is now no longer referenced. Ideally, the tag suggestion list should only

list the most recently used (MRU), highest frequency tags.

• Reusable: Tags that are popular and are frequently used are highly

reusable. Such tags must also have a high level of granularity and must

not use generalised terms, which renders them less usable. Examples

of such tags are ’Game console’, which is not as reusable as the more

specific tags of ’XBox’, ’Nintendo’ and ’PlayStation’.
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• Trustworthy: Tags that have been generated and used by domain ex-

perts will have a high level of trustworthiness. Examples are tags that

have been generated by professional photographers to tag their own

uploaded photographs.

• Recallable: Tags that are easily remembered or have a ’catchy’ name

will always be among the first to be selected from a tag suggestion list.

• Searchable: In the realm of Search Engine Optimisation (SEO), ”con-

tent is king” and such content must be relevant and recent. Tags that

conform to these criteria will always be in the top of a list of a search

engine and a tag suggestion list.

Free of Constraints

Images that are ’constrained’ in any manner may dissuade users from select-

ing them. Hence, unconstrained tags must be:

• Impersonal: Tags must not be subjective or constrained by the personal

views and preferences of the user generating them.

• Free: Tags must not be constrained by the high monetary or financial

value placed on them by the users generating them. Ideally, to encour-

age re-usability, tags must either be free or have a low price constraint.
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• Widely used language: The language used to generate the tag must

be widely used by a large number of other users, who can both read

and understand the context of the tag use. For example, a user who

generates tags in the Flemish language, for images to be consumed by

mainly Chinese users will face re-usability failure, due to the language

barrier constraint.

• Topical: Finally, tag contents must not stray outside of the topic rele-

vant to the images being tagged.

5.3.2 First experiment

The first experiment was the use of several similarity measures and combined

together to arrive at a single Figure that may give an indication of how similar

is one image is to another.

Five similarity measures were selected:

Sm1 = Jaccord

Sm2v = Dice

Sm3 = Matching

Sm4 = Cosine

Sm5 = Overlap
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N = Number of Tags

The Combined Similarity Measures can be expressed in the formula:

Σn
1
(SM1+SM2+SM3+SM4+SM5)

N

This formula can be applied to the tags belonging to seven

different objects to arrive at Table (5.4) below.

The main tag Combined Similarity Measures

Tree 0.1847

Nice 0.0506

Apple 0.11883

Baby 0.1205

Car 0.023

Dog 0.378

Dress 0.210

Table 5.4: Applying combined similarity measures

In this experiment, it can be deduced that the use of the com-

bined similarity measures by themselves is not enough, hence

more meaningful measures must be applied for the results to be

improved. In the next chapter, it will be demonstrated that the

further weights applied to these initial results will yield improved
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tag comparison results.

5.4 Domains and threshold

The contents of an image can be though of as a full description

written in prose, where the old adage ”A picture is worth 1000

words”. Alternatively, it might simply have a few keywords

describing spatial, temporal, or emotional aspects [83].

To reduce the semantic gap, these few keywords can be or-

ganised into groups that can be used to work out the sets of

domains for the image, then the product of the two sets can

determine the proximity (or distance) of the returned image(s).

The global semantic description of an image can be repre-

sented as a logic composition of the different sets of image prop-

erties. This presentation would enable the user to pose queries

in terms of natural language or by visual examples, then the sys-

tem returns the semantically closest images to the query [68].



CHAPTER 5. VALUE OF INFORMATION TAGS - ANALYSES 143

To illustrate this concept with a detailed example, consider

the image in Figure 5.6, which is tagged as ’Leslie’. From the

previous section that detailed the ’Problems with Tags’, it can

be deduced that the tag is highly ambiguous as it depicts a name

that can be applied to the boy, the girl or to the pet dog.

Figure 5.6: A person or pet named Leslie

A value of a tag, generated for an image, can take a value

between /0, 1/, where a value that is close to one is considered

to be accurately representing the image contents, while a value

close to zero is less likely to be an inaccurate representation of

the image contents.
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Thus, in Figure 5.6, the value of the tag will be approximately

0.3, as the probability that the name ’Leslie’ is earmarked for

anyone of the three objects in the image, is one third of 1. In

this case, a tag suggestion list or a search algorithm may ignore

such an image, if the threshold for image similarity is set to 0.5

.

In contrast, each of the images in Figure are tagged as ’Leslie’,

and thus, the value of each of the three individual tags is 1.

However, such tags may cause the wrong set of images to be re-

trieved as the search may specifically be looking for a girl named

’Leslie’ and not a boy or a dog by the same name. To improve

the returned search results, the values must be combined with

the tags, as discussed below.

The concept of tag valuation can be represented by the for-

mula:

Td −→ Dv
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Figure 5.7: All named Leslie

Where Td represents a set of tags for domain d, and Dv

represents a set of domain values. For example, consider a set

of possible tags for the animal domain:

TAnimal = {cat, dog, horse, sheep, goat, rabbit}

The set of values for any image containing one of the animals

in the set would be:

Dv = {high, low,medium} - such that the value:

Tanimal −→ Dvalue

Thus, the image of the cat in Figure 5.8, can be represented

as:

cat −→ high
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Figure 5.8: Cat with high tag weighting

The above example does not apply to image objects only, but

also to image background and colour. Consider the example of

Trose, which is a set of tags of roses 5.9. The set of tag values

for the roses tag would be:

Dvroses = {red, pink, purple, yellow,white, ....}

Figure 5.9: Red Rose

In this case, using natural language and visual queries, the

value of:
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Trose −→ Drose, which equates to:

rose −→ red

Further, to compare the tag similarity between two images,

two sets of tag values can be multiplied to deduce the probability

that the two images are similar. Consider the example where

one image has the tag values:

Dv = {dog, game, TV }

Figure 5.10: Dogs playing Nintendo and Eating

While the second image has the tag values:

Dv = {dog, bowl, food, biscuits}

A Cartesian product of the two sets of tag values can be used
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to work out the similarities, such that:

Ddogplay x Ddogfood = {(dog, dog), (dog, bowl),

(dog, food), (dog, biscuits),

(game, dog), (game, bowl), (game, food), (game, biscuits),

(TV, dog), (TV, bowl), (TV, food), (TV, biscuits)}

The resultant product set has value such as (dog,dog), (dog,bowl),

(dog,food) and (dog,biscuits), which indicates that the two im-

ages have a high degree of similarity and will, therefore, increase

the accuracy of the image search.

Additionally, other domain values can be used instead of

colour. For most images, the set of domain values to be used

may contain

{object, colour, background, fuzziness, ...}.

Ideally, ’Action’ must also be included, but may be difficult to

implement.
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5.5 Conclusions

This chapter has asserted that tags that are highly reusable,

simple, easy to use, recent and relevant, will have a rich set of

values inherent within their contents.

Highly valuable tags must be resistant to noise, topical, trust-

worthy, economical, searchable, recallable, popular, unique, non-

ambiguous and precise.

Further, tags must have a high level of granularity, be error

free and must not violate the rules set by the assigned tagging

community of the image sharing sites.

Additionally, tag values that are generated as a result of the

Cartesian product of two sets of values, must equate to a value

that is higher than the threshold set by the search algorithm of

the similarity method.

This chapter has also asserted that existing image tags may
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have very rich value, which lies hitherto, unused. Ideally, such

valuable tags must be extracted to a set of values, of which

the resulting product can be used to work out the numerical

accuracy of the searched images.



Chapter 6

WordNet-based approach

Objectives:

• Provide an integrated approach to accuracy improvement

based on WordNet.

• Provide a comparative analyses of search results.

• Provide a second experiment with improved results.

151
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6.1 Introduction

In chapter 5, the initial experiment developed to ascertain the

similarity between two images returned rather limited results

that will need to be improved on and expanded in this chapter.

The fact of the matter is that the astronomical number of current

images uploaded to internet sites means that similarity search

methods must be as accurate as they can be in order to return

nearly acceptable results. Such ”difficult to imagine” figures

dictates that every effort must be made to use the most effective

approaches to improve the accuracy of photo tags and, thus, the

accuracy of image search.

6.2 Corpuses/images

Images are naturally rich in information, even before tags are

added to them. The richness comes from the fact that visual

objects and features can be categorised in what is termed as
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bag-of-features or Bag of Words representations for image object

recognition. Such a technique has been studied by [7] [75] [15]

[65]. In one technique Wu et al [39], proposed improving these

techniques by limiting the loss of spatial information, where the

word representing a visual image may contain multiple semantic

meanings and the same semantic meaning may be represented

by multiple visual words each representing a single visual image.

Figure 6.1: Process of building the semantics-preserving bag-of-words model
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In Figure 6.1, objects within the photo are segmented, cat-

egorised and bagged by user tags. The Bag of Words model

used in the process outlined in Figure 6.1 is an approach that

attempts to resolve object recognition/image annotation prob-

lems by deriving it from natural language processing [58]. This

model maps each visual feature (that is of interest) within the

image to codewords that are grouped to generate a codebook.

Models can then be employed, which considers the distance be-

tween the semantically identical features as a measurement of

the semantic gap and, therefore, tries to learn a codebook.

Referring to Figure 6.1 again, the Metric Learning is a train-

ing process where segmented image objects have their features

extracted to represent these objects. Following that, the fre-

quency of the features (or tags) are calculated and used as a

weighting figure for other models.

Despite the drawbacks of the Bag of Words model, as dis-
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cussed by [13] [65] [90] [107] [57], the codebook learning proposed

by this model has been successfully employed to overcome the

limitation of semantics lost within earlier models.

Object categories that are mapped to bags of words can also

be extended to every day common items, such as names, food,

animals, habits, vehicles, jobs, schools, houses, habitats, colours

and clothes.

6.3 Approach

6.3.1 Applied weight:

In this first approach a weight measure is applied to the re-

sults achieved from the experiments in chapter 5 (5). Recall

that in chapter 3, six similarity measures where identified, of

which only five were used by the initial experiment in chapter 5,

namely Jaccard coefficient, Dice, Matching, Overlap coefficient

and Cosine.
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The applied weight measure [101] is derived form the simi-

larities of the four objects associated with each image, namely

’primary object’, ’secondary object’, ’action’ and ’colour’.

Let each similarity measure be SMn, such that the five

utilised measure would be SM1 .. SM5. Also, let the total

number of tags for the compared photos be N , such that:

SM1 = Jaccord

SM2 = Dice

SM3 = Matchibg

SM4 = Cosine

SM5 = Overlap

β = 1
N

If the applied weight is α, then the equation for the previous

chapter 5:

Algorithm1 = (SM1+SM2+SM3+SM4+SM5)
N

Can be modified to:
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(βSM1 + βSM2 + βSM3 + βSM4 + βSM5)

Thus, applying the weight to the equation:

Algorithm1 = (βSM1 +αβSM2 +βSM3 +αβSM4 +

βSM5)

OR,

Algorithm1 = 1
n
∗Σn

1SM1 +αSM2 +SM3 +αSM4 +

SM5

This ”weighting centric equation” can be used to work out

the third column in the table listed in the next section. The

third column formula ac be represented as:

Σn
i=1Wi ∗ SMi

The applied weight can take any value in the range:

1 ≤ α ≤ 0

In the experiment discussed in Chapter 5, any results that

yielded 0.5 or above will be considered successful, i.e. the im-

ages have adequate or high degree of similarities between them.

However, results that return less then 0.5 will have the weight
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applied to them.

In a first example, consider the six tree images in Figure 6.2

below. Each image is labelled starting from image1 onward

to image6 in a clockwise fashion. Table 6.1 displays the tags

belonging to each image:

Figure 6.2: Photos of trees from Flickr

When each of the five similarity measures above were applied

to yield the comparison between image1 and image2, the fol-

lowing results where obtained:

SM1(image1, image2) = 0.5
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Image Tag from Flickr

image1 Tree, Bushes, still, green.

image2 Tree, deer, blue, sky, grass, green, UK, Canon 350D, canon, land-
scape, polariser, favourite, field, fields, Dyrham Park, National
Trust.

image3 Tree, green, grass

image4 Tree, lake, water

image5 Tree, lake

image6 Trees

Table 6.1: Tags for each image in Figure 6.2

SM2(image1, image2) = 0.136

SM3(image1, image2) = 3.0

SM4(image1, image2) = 0.306

SM5(image1, image2) = 0.5

The result of applying Algorithm1 to the above Figures

yields:

Algorithm1 = 0.5+0.136+3.0+0.306+0.5
18

= 0.24

However, when applying the weight measure to the results

from Algorithm1, the following result is returned:
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Algorithm2 = SM1+αSM2+SM3+αSM4+SM5

18
= 0.36

Applying the weight measure to Algorithm1 has improved

the similarity between image1 and image2 from 0.24 to 0.36,

and such an approach can be applied to improve the results

of the similarity measures between the other images. The im-

provement in results can be seen in table 6.2 where the similarity

measure between each of the images is shown to improve when

a weighting measures is applied to the results yielded from the

first algorithm.

Compared Images Similarity measures
(algorithm1)

Similarity measures
(algorithm2)

image1, image2 0.24 0.36

image2, image3 0.99 0.99

image3, image4 0.89 0.89

image4, image5 0.37 0.89

image5, image6 0.30 0.45

Table 6.2: Similarity measures results (with and without applied
weights)

The table shows that where any results were below 0.5, then
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when the weight was applied, the final result of the similarity

measure was significantly improved.

In a second example, consider the six baby images in Fig-

ure 6.3. Each image is labelled baby1 onward to baby6 in a

clockwise fashion. Table 6.3 displays the tags belonging to each

image:

Figure 6.3: Photos of babies from Flickr

When each of the five similarity measures above were applied

to yield the comparison between baby1 and baby1, the following

results where obtained:
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Baby Im-
age

Tag from Flickr

baby1 Baby, India, wrap, hair, daughter.

baby2 Baby, cute, newborn, babies, basket.

baby3 Babies.

baby4 Baby.

baby5 Baby , open mouth, eyes, portrait, baby portrait, geotagged,
round, head, nares, nostrils, eat, bib, babies, eyelashes, round
head.

baby6 I love you, baby, girl, daughter, NADIA, canon, HELLO KITTY,
precious gift.

Table 6.3: Tags for each image in Figure 6.2

SM1(baby1, baby1) = 0.11

SM2(baby1, baby1) = 0.2

SM3(baby1, baby1) = 1.0

SM4(baby1, baby1) = 0.2

SM5(baby1, baby1) = 0.2

Again, applying Algorithm1 to the above five similarity

measures yields:

Algorithm1 = 0.11+0.2+1.0+0.2+0.2
9

= 0.19

However, when applying the weight measure to the results
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from Algorithm1, the following result is returned:

Algorithm2 = Σ5
i=1β ∗ SMi = 0.45

In this second example, it can be seen that applying the

weight measure to Algorithm1 has improved the similarity

between baby1 and baby2 from 0.19 to 0.45, which is a signif-

icant improvement. Again, such an approach can be applied to

improve the results of the similarity measures between the other

baby images. The improvement in results can be seen in table

6.4 where the similarity measure between each of the baby im-

ages is shown to improve when a weighting measures is applied

to the results yielded from the first algorithm.

6.3.2 Applied WordNet:

In the previous approach, applying weight measure to the results

extracted from the similarity measures improved the accuracy

of the similarity search. However, to add even extra meaning
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Compared baby
Images

Similarity measures
(algorithm1)

Similarity measures
(algorithm2)

baby1, baby2 0.19 0.45

baby2, baby3 0.14 0.42

baby3, baby4 0.50 0.99

baby4, baby5 0.27 0.54

baby5, baby6 0.02 0.24

baby1, baby6 0.36 0.56

Table 6.4: Baby similarity measures results (with and without ap-
plied weights)

to the tags, WordNet cognitive synonym sets (synsets) are ap-

plied on top of the weight measure. The synsets are applied to

the aforementioned properties of image tags, namely Primary

object, Secondary object, Action and Colour.

Recall that the Jaccard similarity measure between two im-

ages in terms of set of words can be defined as,

J = A
⋂
B

A
⋃
B

Where A=WA1, WA2, WA3, ...WAn and B=WB1,

WB2, WB3, ...WBn
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Referring back to Figure 6.2, table 6.5 below lists the values

of each of the four properties (Primary object, Secondary object,

Action and Colour) for each image within the Figure.

Image Tag Values

image1 Tree, Bushes, Still, Green.

image2 Tree, Sky, Still, Blue.

image3 Lake, Sky, Dusk, Red

image4 Mountain, Sea, Calm, Blue

image5 Tree, Sea, Windy, White

image6 Tree, Forest, Autumn, Brown

Table 6.5: Tags values for each image’s property in Figure 6.2

To apply the Jaccard similarity measure to compare image1

and image2, the four tags for image1 are:

image1 = {Tree, Bushes, Still, Green}

and for image2:

image2 = {Tree, sky, still, blue}, hence:

image1
⋂
image2 = {Tree, still}, and:

image1
⋃
image2 = {Tree, still, pushes, green, sky, blue}
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Now the Synonym for each of these tags can be extracted

from WordNet and grouped in table 6.6:

Words No. of Word Synonyms

Tree 8

Bushes 27

Still 47

Green 30

Sky 4

Blue 53

Table 6.6: Number of word synonyms

Now, employing Jaccard by utilising the tags and the num-

bers in table 6.6:

Jaccard = Tree+Still
T ree+Bushes+Still+Green+Sky+Blue

, hence:

Jaccard =
1
8
+ 1

47
1
8
+ 1

27
+ 1

47
+ 1

30
+1

4
+ 1

53

= 0.33

The synonyms for each word tag are extracted from the Word-

net search browser, as shown in Figure 6.4 for the ’blue’ tag and

in Figure 6.5 for the ’baby’ tag. The browser displays the senses

and synonyms for each of the searched words.
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Again, in a second example that applies WordNet on top of

the similarity measures, and utilising the six baby images 6.3,

table 6.5 below lists the values of each of the four properties

(Primary object, Secondary object, Action and Colour) for each

image in the Figure.

Image Tag Values

baby1 baby, mother, hug, black.

baby2 baby, basket, sleep, white.

baby3 baby, floor, sleep, white.

baby4 baby, bed, smiling, pink.

baby5 baby, mouth, open, white.

baby6 baby, posing, resting, red.

Table 6.7: Tags values for each image’s property in Figure 6.3

To apply the Jaccard similarity measure to compare the im-

ages names baby4 and baby5, the four tags for baby1 are:

baby1 = {baby, bed, smiling, pink}

And the four tags for baby5 are:

baby5 = {baby, mouth, open, white}, hence:

baby4
⋂
baby5 = {Baby}, and:
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Figure 6.4: WordNet Search Browser
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Figure 6.5: WordNet Search Browser for baby
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baby4
⋃
baby5 = {Baby, bed, smiling, pink , mouth, open,

white}

Now the Synonym for each of these tags can be extracted

from WordNet and grouped in table 6.8:

Words No. of Word Synonyms

Baby 13

Bed 43

Smiling 8

Pink 10

Mouth 22

Open 46

White 39

Table 6.8: Number of baby word synonyms

Now, employing Jaccard by utilising the tags and the num-

bers in table 6.8:

Jaccard = Baby
Baby+Bed+Smiling+Pink+Mouth+Open+White

, hence:

Jaccard =
1
13

1
13

+ 1
43

+1
8
+ 1

10
+ 1

22
+ 1

46
+ 1

39

= 0.18
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6.4 Results and analysis

The results in the previous section confirm the increased confi-

dence in using a combination of similarity measures, then apply-

ing a weight to the results, if the value is below 0.5, and finally

using a combination of WordNet synonyms to further improve

the similarity result between any two compared images.

In Appendix 7.3, Table 7.3 further enforces the conclusion of

this thesis, in that the application of the Combined Similarity

Measure alone is neither accurate nor sufficient to yield viable

similarity results.

During the research for this thesis, 130 images were analysed

to return the sample results in Table 7.3. These results were fur-

ther employed (7.3) to return a subset of relevant images, which

were further reduced to produce a smaller list of recommended

images.
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To further improve the comparisons of the analysed images,

the f-measure was used which relies on precision and recall val-

ues. The formulae for precision and recall can be expressed as:

precision = no. of correctly recommended images
no. of recommended images

recall = no. of correctly recommended images
no. of relevant images

The f-measure can be calculated from the above two formulae

as follows:

f −measure = 2×precision×recall
precision+recall

The f-measure was used in this research to carry out statisti-

cal analysis on the collected data. The results in scoring terms

is highest around 0.9 and lowest at around 0.2 (Table 6.9). The

f-measure also decreases as the scoring results increases (Figure

6.10). Hence the results of the f-measure are more promising

when 60 to 90 images are analysed by using precision and recall.
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To further distinguish between recommended and relevant

images, consider the example images below. In this example,

recommended images are required for an image of a baby and

an image of a tree. By using the WordNet approach, a similarity

of 0.7 was obtained for the two recommended images (6.6 and

6.7).

Figure 6.6: recommended tree image

Figure 6.7: recommended baby image
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However, ’relevant’ rather than ’recommended’ images, usu-

ally have a similarity of≤ 0.5, where the actual similarity score

for the image and image were 0.3

Figure 6.8: Relevant tree image

Figure 6.9: Relevant baby image
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Figure 6.10: f-measure for the analysed data



CHAPTER 6. WORDNET-BASED APPROACH 176

No of images F-measures

10 0.35

20 0.22

30 0.35

40 0.50

50 0.66

60 0.75

70 0.92

80 0.85

90 0.85

100 0.66

110 0.50

120 0.40

130 0.40

Table 6.9: Table of f-measures for the analysed data

However if we raise the threshold from 0.5 to 0.6 and 0.8 we

obtain the following f-measures, respectively.
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 Figure 6.12: f-measure for the analysed data at 0.6 threshold 
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Figure 6.11: F-measure for the analysed data at 0.6 threshold 
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Figure 6.13: f-measure for the analysed data at 0.8 threshold 
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Figure 6.14: F-measure for the analysed data at 0.8 threshold 
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From a careful analysis of the two F-measures, Figure(6.4

) and Figure ( 6.4), we observe the close similarity of both

compared with Figure ( 6.10). These results conclude that the

threshold of 0.5 is an optimal one and that the dataset is indeed

statistically significant.

6.5 Summary

In this chapter, further confirmation was detailed about the chal-

lenging and astronomical sizes of images uploaded to social and

image sharing sites. Such challenges dictate that every effort

must be made to improve the accuracy of image search results.

Among the solutions discussed were the ’Bag of Words’ model,

as well as the application of a combination of similarity mea-

sures, followed by the application of a pre-determined weight

measure and finally applying an algorithm containing WordNet’s

synonyms to the final results.
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Many examples were analysed in this chapter, including a

detailed workout of how the various algorithms were applied to

each of the initial results. The final results further increased the

confidence in the accuracy of the recommended algorithms.



Chapter 7

CONCLUSION AND

FUTURE WORK

Objectives

• Provide a conclusion to this research.

• Provide a summary of this research’s achievement.

• Discuss future research areas and direction result-

ing from this research.

183
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7.1 Introduction

The enormity of the challenge faced by this research can be

best explained in figure 7.1 ([79]) which is further complicated

by Facebook’s recent purchase and merger with Instagram [43].

Figure 7.1: The growth of images on Facebook

This buyout by Facebook has significantly increased the num-

bers of uploaded images as Instagram is now growing faster than

Flickr [16], and is expected to further bloat the total number of

images uploaded into Facebook.

The above numbers will further highlight the importance of
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the dissertation’s research questions, namely ’why are the cur-

rent images on photo sharing web sites inaccurately tagged?’

and ’How to improve the accuracy of Information Retrieval from

existing images?’.

The answer to the first question can best be illustrated by a

look at the purpose and motivation behind using Instagram.

Instagram allows users to take pictures, then enhance them

by applying a digital filter, before sharing them on a variety of

social networking such as Facebook and Twitter. Instagram will

not force its users to tag their uploaded photos, neither will it

enforce any rules or algorithms on users who do choose to tag

their photos.

This action, or lack of it, by Instagram and other photo shar-

ing social sites, enforces this research’s motivation to solve the

issues arising from the lack of tags, and where tags exist, tag am-

biguity, misspelling, shorthand writing, slang and abbreviated
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words.

7.2 Summary of research achievement

Once the literature review for semantically enhancing tagged im-

ages was completed, the dissertation successfully presented the

currently utilised similarity measures, the methods of metadata

generation and the current measures of image relatedness.

We have carried out three experiments for the purpose of

evaluation and validation. In the first experiment we utilised

the richness and variety of information embedded within an im-

age (also known as Value of Information), thus increase their

accuracy, as explained in Figure ( 7.2 ).
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Figure 7.2: Value of Tags (Experiment 1)

 

Figure 7.3: General Approach



CHAPTER 7. CONCLUSION AND FUTURE WORK 188

The various similarity measures and weighting techniques

have been employed to increase the accuracy of image tags, as

depicted in Figure (7.4).

Figure 7.4: Similarity Measures (Experiment 2)
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Figure 7.5: General Approach
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And finally, all the methods and resources listed above (or n-

dimensions) have been used as a single unified process to improve

the accuracy of the tags, as explained in Figure (7.6).

Figure 7.6: n dimensions (Experiment 3)
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Figure 7.7: General Approach
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The research was successful in highlighting the various equa-

tions and methods of tag clouds, tag clustering and tag clas-

sification that are currently used in industry and in academic

research methodology. Additionally, the various types of Simi-

larity Measures that are used to measures the distance (or sim-

ilarity) between the sets of attributes of two images were also

outlined. These similarity measures included the Jaccard coeffi-

cient, Dice, Matching, Overlap coefficient, Mutual Information

and Cosine coefficient.

Following this, a look at the main challenges of social tagging

and their effects on usage statistics and on the extraction of rel-

evance information was also completed. These included users’

culture, Motivation, Domain knowledge, Semantic loss and Vo-

cabulary, Diversity of opinion, Independence, Decentralization,

Aggregation, Expertise, Reputation and Reliability.

Next, the research looked into the ways in which image tag-
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ging and text tagging differ and the logical flow of data between

the components of a social tagging recommendation system.

There was also a comparison between Symmetric and Asymmet-

ric measures and the criteria governing the value of information

added to tags, such as Popularity, Topicality, Uniqueness, re-

dundancy, Simplicity, Spelling accuracy and Recency. A look at

the classification of tags by voting frequency was also completed.

The success of the research continued with an answer to the

first research question, namely the reason for the tag inaccuracy

of existing images that are uploaded to image sharing sites. The

reasons that constitute the answer include missing tags, seman-

tic loss, missing tags, misspelling, erroneous personal choice, ir-

relevancy, lack of integrity, ambiguity, inconsistency, erroneous

value entry, repetition, duplication, rule violation and user back-

ground. The research also stressed the benefits of establishing a

benchmark for the proficient development of an image tagging
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system, which includes simplicity, ease of use, availability, uni-

versality and free of constraints. An initial experiment, using

the collected research data, was also conducted by combining

five similarity measures (Jaccord, Dice, Matching, Cosine and

Overlap) to establish the relatedness of one image to another.

The second research question of how to extract information

from images is also answered by a looking at domains and tag

value sets, where the resultant product of tag sets can be ex-

tracted from a Cartesian product of the two sets of tag values,

hence returning a set of accurately similar tags that were ex-

tracted from the images attributes.

Finally, a second experiment that uses the bulk of the image

corpus to provide an integrated approach to accuracy improve-

ment was conducted. Three approaches were proposed of which

two were utilised. The initial approach of limiting the loss of

spatial information by categorising the visual objects and fea-
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tures into ’Bags of Words’ was discussed but not used.

The second approach used a calculated weight that was ap-

plied to the results for the first experiment to further improve

the accuracy of tags, while the third approach applied WordNet

to the results from the second approach for even more accurate

results.

Finally, the research successfully provided a comparative anal-

ysis of the resulting findings from the two experiments that used

the three selected approaches, namely ’combined similarity mea-

sures’, ’applied weight’ and ’applied WordNet’. The research

concludes by recommending the use of the selected approaches

to existing sites such as Flickr and Delicious.

7.3 Future Work

This research has been very successful in establishing the ap-

proaches required to increase tag accuracy in images. However,
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this work is by no means exhaustive and can be further extended

in the following fields:

• Video search and retrieval:

Much academic and research work has been done on the

use of the similarity measures approach for video retrieval

[94] [1] [64]. The work mainly centres around the retrieval

of the most relevant videos by a concept, such as ’vehicle’,

which can then be ranked based on their relevance to the

concept. The research work also involves the methods of

automatically annotating semantic videos and using simi-

larity based retrieval.

This can be further extended by using the same approaches

used in this research, namely the use of a combination of

similarity measures then applying a WordNet weighting to

further improve the accuracy of the tags for future retrieval.

• Audio search and retrieval:
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Similarly academic research has also been done on the use

of WordNet for overcoming the semantic gap in content

based audio search [12] [93]. Again, the use of combined

similarity measures and WordNet weighting for improving

the accuracy of semantic audio tags, can be used to extend

the work of this research.

• Using colour:

This research has, so far, relied on the input of primary ob-

ject, secondary object, action and background into the tags

descriptors, to add value to an image tags. Throughout all

the samples and the data and images collected for this re-

search, an assumption has been made that all images under

consideration were black and white. However, further ac-

curacy can be established by considering the plethora of

other properties within images, such as colour, texture and

shape [23].
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A suggested future research question would be:

’How to improve the accuracy of image tags by applying

a weight based on the similarity of every available image

attribute, such as action, background, colour, texture and

shape’.

• Image noise reduction:

Another future research extension would be reducing the

noise picked up by images such as sparse light and dark

disturbances. A typical source of image noise would be

specks of dust inside the camera or on the camera lens.

In such work, image processing is required to modify each

pixel in the image from its original value, such that it com-

plies with a normal distribution of noise. This will result in

a noise free, uniform image that can be further processed

to extract it rich and high value attributes, such as colour,

background and action.
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• Algorithm utilisation:

Finally, the algorithm developed from the approaches in

this research can be recommended to the image sharing

sites, since any improvements gained in the accuracy of

image tags can be translated to ease of image retrieval, and

hence, extra revenue from customers who require images

for commercial reasons.

Alternatively an SDK (Software Development Kit) or an

API (Application programming interface), can be devel-

oped, in further research, to enable users and commercial

entities to develop applications that utilises this research’s

algorithm.
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Figure 8: Example images of tree tags
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Figure 9: Example images of baby tags
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Figure 10: Example images of dog tags
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Figure 11: Example images of car tags
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Tag Combined Similarity
Measures

Weighted Combined
Similarity Measures

Combined Word-
Net with similarity
measures

Tree 0.24 0.36 0.37

Tree 0.19 0.25 0.26

Tree 0.12 0.21 0.23

Tree 0.26 0.45 0.48

Tree 0.01 0.10 0.12

Baby 0.37 0.56 0.55

Baby 0.22 0.34 0.35

Baby 0.42 0.81 0.81

Baby 0.37 0.55 0.57

Baby 0.03 0.13 0.14

Car 0.05 0.16 0.17

Car 0.14 0.29 0.31

Car 0.22 0.42 0.39

Car 0.54 0.89 0.88

Car 0.11 0.31 0.34

Boy 0.04 0.11 0.12

Boy 0.02 0.10 0.10

Boy 0.29 0.42 0.42

Boy 0.36 0.62 0.61

Boy 0.15 0.26 0.26

Green 0.04 0.12 0.11

Green 0.26 0.45 0.45

Green 0.53 0.75 0.75

Green 0.21 0.42 0.42

Green 0.55 0.81 0.81

Table 1: Results of some tags for the three experiments
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Figure 12: Relevant image of car tags

Figure 13: Relevant image of car tags
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Figure 14: recommended images of dog tags

Figure 15: recommended images of car tags
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