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Abstract. This study investigates the feasibility of a tool that allows digital fo-

rensics (DF) investigators to efficiently triage device datasets during the collec-

tion phase of an investigation. This tool utilises data visualisation techniques to 

display images found in near real-time to the end user.  Findings indicate that 

participants were able to accurately identify contraband material whilst using this 

tool, however, classification accuracy dropped slightly with larger datasets. Com-

bined with participant feedback, the results show that the proposed triage method 

is indeed feasible, and this tool provides a solid foundation for the continuation 

of further work. 

1 Introduction 

Digital forensics (DF) is considered an essential practice of law enforcement, often em-

ployed when crimes may have been committed with the aid of an electronic device. 

During the evidence collection phase of a DF investigation, data is recovered from dig-

ital devices that are suspected to be involved in a crime. Devices seized may include 

computers, external storage devices, storage media, and mobile devices—such as a 

smartphone or tablet. The evidence collection phase includes the recovery of deleted 

data that may be of forensic significance to the investigation, in a process known as file 

carving. A frequent objective of file carving when used in law enforcement is to recover 

photographic evidence that may be important to the case. 

 

The file carving stage of an investigation is generally a hands-off process where 

software is used to recover data. During recovery, the investigator cannot proceed with 

reviewing results until the file carving operation is complete. Currently available soft-

ware that is used to complete file carving operations tend to be slow and often provide 

the investigator with very little feedback about the content found on a device during 

processing. Previous work has been conducted that utilised Graphics Processing Units 

(GPUs) to accelerate computationally intensive pattern matching operations in the file 

carving process, significantly reducing the time required to perform the reconstruction 

mailto:e.bayne%7d@abertay.ac.uk


 

 

of evidence. However, visual feedback of evidence discovered during processing is an 

area that remains relatively unexplored and may benefit from further research. 

 

This work examines the possibility of applying information visualisation techniques 

to the collection stage of the investigation, in unison with GPU accelerated file carving, 

to allow the DF investigator to rapidly triage datasets. The motivation behind this work 

is the increasing average workload for DF investigators, specifically in the area of law 

enforcement. These ever-growing workloads lead to longer investigation times and de-

lays in the processing of cases. Through allowing the investigator to triage and prioritise 

relevant datasets at an earlier stage of the investigative process, it is hoped that this will 

reduce the time required to investigate. 

 

In this study, participants were shown 6 videos of a GPU accelerated file carving 

tool that recovers images from a disk and displays these in near real-time (assuming a 

small delay caused by on-screen rendering). To simulate a case where a suspect is in 

possession of illicit images, participants were informed that any photos of birds were 

to be considered “illegal” content. Half of the videos that were shown contained images 

of birds in varying proportions, and the other half of the videos only showed non-bird 

images. This methodology was utilised to assess the ability of the participants (n=30) 

to accurately identify datasets with potentially “illegal” content. 

 

The following sections present; the methodology that the study followed in order to 

answer whether visualisation techniques could be applied to the collection phase of a 

DF investigation, the results that were gathered from participants who undertook the 

experiment, followed by an analysis and conclusions based on these results. 

2 Background 

Over recent years, the number of computing devices owned by people has increased 

due to the growing adoption of portable devices such as smartphones, smart home prod-

ucts and digital assistants [1]. The ubiquity of such devices implies that they often play 

a central role in criminal activity such as extortion, cybercrime, identity theft, etc. Even 

where these devices are not the primary instruments of a crime, they frequently prove 

to be an invaluable source of information in other cases, providing information such as 

location history, call records, photo metadata, etc. Therefore, it is not uncommon for 

law enforcement to seize all digital devices from suspects. These devices, however, 

have not only become more prevalent, but have also continually grown in terms of 

storage capacity as shown by combining data in [2, 3 & 4] (depicted in Fig 1.). Devices 

with a storage capacity of 200GB+ would have previously been restricted to larger de-

vices, such as desktop computers and laptops, but recently developed smartphones reg-

ularly come with storage capacity options of 256GB or more. However, the technology 

used to examine devices in DF investigations has not kept pace with these increases in 

device storage, which presents significant challenges for investigators. A report by Her 



 

 

Majesty’s Inspectorate of Constabulary (HMIC) in 2015 reported that police investiga-

tions involving digital devices were commonly delayed up to 12 months or more after 

a review of 124 digital forensic cases from six UK police forces [5]. 

 

 

Fig. 1. Consumer hard drive capacity timeline 

 

The digital investigative methodology, as defined by the Digital Forensics Research 

Workshop [6], proposes 6 stages of DF investigation. The stages, as shown in Fig. 2, 

include the Examination stage, where the investigator will explore all of the data recov-

ered from devices and identify evidence that is relevant to the case. It is this stage of 

the investigative process that can take significant human input and time, which may be 

exacerbated by the increasing volumes of data involved in these cases. The tools fre-

quently used by the investigator to explore the data are traditionally text-based tools 

that do not lend themselves well to the efficient exploration of large datasets due to the 

variety of media found in these datasets. Hales [7] suggests the use of exploratory in-

formation visualisation techniques to construct a visual timeline of events on the digital 

device that could assist the investigator in creating a narrative of behaviour. The devel-

oped tool – Insight – takes the information from a popular DF tool – Autopsy – and 

presents it to the user as a visual timeline. Different types of information such as web 

browsing history and EXIF metadata are all presented on the same timeline; allowing 

the investigator to see a detailed picture of what the device owner was using the device 

for at any point in time. The research shows that participants reacted more positively to 

software that provides a timeline visualisation of the device data when comparing to 

traditional textual interfaces commonly used. Statistical analysis shows that the use of 

visualisations improve the ability of the investigator to make accurate conclusions re-

garding a narrative of suspect behaviour. User experience when utilising visualisation 

software is also judged to be equal to traditional DF software and significantly better 

when performing tasks such as corroborating evidence or determining user behaviour 

at a specific point in time. Visualisation techniques have also been successfully applied 

to other areas of computer security; such as network security [8, 9] and malware anal-

ysis [10, 11]. 

 

0.005 0.09 0.1 0.2 0.88 1.26 182 500 750 1000 1500 2000
3000

4000

6000

10000

0

2000

4000

6000

8000

10000

12000

1956 1961 1965 1974 1975 1981 2001 2005 2006 2007 2008 2009 2010 2012 2014 2016

Year
Space in GB



 

 

 

Fig. 2. DF investigative model [6] 

The previous research conducted into the application of information visualisation 

techniques suggests further exploration of the application of these techniques to earlier 

stages of the DF investigative process; specifically, the Collection phase. During this 

phase, file carving is performed on data that is retrieved from a device, attempting to 

recover data using physical information stored on the drive. Tools available to perform 

this step are generally automatic and require minimal human intervention, with output 

during the process generally limited to little more than a progress bar. Historically, this 

has also been a time-consuming process as all data from a device has to be processed 

on the CPU for patterns that indicate the beginning and end of files. Recent research 

conducted by Bayne et al. [12] demonstrates how pattern matching – a computationally 

intensive processes vital to file carving – can be moved to GPUs using an asynchronous 

processing approach to greatly reduce processing time when compared to traditional 

CPU processing approaches employed by other DF tools. The tool developed by this 

research – OpenForensics1 – showed time reductions of up to 97% when compared to 

performing the same file carving operation on other established DF tools that employ 

CPU processing. 

 

To explore the application of information visualisation techniques whilst performing 

file carving on the data under investigation, the OpenForensics tool was modified to 

create a visualisation prototype for this work. This prototype displays the images dis-

covered by the tool in near to real-time to the end user in a 4x4 grid on screen (Fig. 3). 

Due to the fast processing speed of the tool, the images displayed within this grid 

change quickly. The authors hypothesise that the display of near to real-time results 

within the application could be used to allow investigators to perform rapid triage of a 

dataset thereby reducing the examination time required to identify datasets that may 

contain information of forensic interest. 

 

Researchers have suggested machine learning solutions to perform automatic triage 

of data collected in DF cases by classifying any images found [13, 14]. Whilst it is 

acknowledged that indeed this may be a worthwhile route to pursue, for the purposes 

of law enforcement use, it would not be appropriate to allow a computer to be the sole 

decision maker as to whether datasets contain potentially valuable evidence, or whether 

any images should be examined in detail by a human or not. There are a number of 

legal and ethical ramifications potentially raised by such an approach. It should also be 

noted that whilst advances in machine learning have been significant, there are still 

areas where there are challenges. One challenge that remains problematic is the ability 
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of these systems to accurately differentiate between children, adolescents and adults. 

When used in law enforcement settings, in many cases these tools will be used to look 

for possession of illegal images, such as those depicting minors [15]. The automated 

recognition of images is an area of ongoing research and, as such, machine learning 

techniques are not explored as a part of this work at this time. 

 

Fig. 3. OpenForensics Visualisation Interface 

3 Methodology 

The purpose of this body of work is to ascertain whether end users can accurately iden-

tify “illegal” images in a dataset as they are being recovered and shown to them by a 

GPU accelerated file carving tool. The tool displays the images to the participant as it 

processes them in a 4x4 grid filling each row from left to right and moving rows up-

wards as the last row is filled. The approach followed by this research used the Open-

Forensics tool, which was modified to display acquired images to the end user in near 

real-time. This allowed the accuracy of the participant’s answers to be examined, in 

terms of the number of correct and incorrect responses. 



 

 

3.1 Dataset Design 

Six datasets were developed for use in this experiment, with the aim of closely reflect-

ing the type of content that may be found on a small USB storage device in an investi-

gation. To create these datasets, a tool was used to scrape random images from Google 

Images, using several different keywords, including “birds”. A USB storage device was 

securely wiped, and then a sample of these images was placed on the drive. The images 

were subsequently deleted, and a clone (disk image) of the USB storage device was 

acquired, as is standard practice in a DF investigation. Following this sequence pro-

vided a dataset in a format that the file carving tool could analyse and recover the de-

leted images from. The nature of the tool means that subsequent runs on different hard-

ware would produce a visualisation where the images change at different speeds. Al-

lowing the participants to use the tool directly would thus produce skewed results de-

pending on the hardware the experiment was conducted on. In order to counteract this, 

a video of the tool running on each dataset was created to ensure that each participant 

observed the visualisation in the exact same way, with images appearing onscreen at 

the same speed for each participant. During the video, each image remains on the screen 

for an average of 800ms. As the time taken for a human to perceive the content of an 

image is around 1/3 of a second (~333ms) [16], the images are ensured not to be ap-

pearing at a speed that is outside of the bounds of what can be perceived. 

 

These datasets were designed to have an increasing number of non-bird images, 

therefore decreasing the ratio of “illegal” bird images in the dataset. In 3 of the 6 da-

tasets, no bird images were included, and in the other 3 datasets, there were varying 

amounts of bird images included, as shown in Table 1. The ratio of bird images included 

in each of these 3 disk images was decreased to determine participant accuracy with 

increasing levels of visual “noise”. When creating the datasets, the images were manu-

ally checked by both authors to ensure that there were no images that were ambiguous 

(e.g. a cartoon image of the Linux penguin mascot “Tux”) or contained birds that were 

not the main subject of the image (e.g. a landscape photograph with a few small birds 

flying across the sky). 

 

Table 1.  Data File Summary 

Dataset Total Number of Images “Illegal” Images Incl? 

1 100 Yes – 10 (10%) 

2 100 No 

3 1000 No 

4 1000 Yes – 10 (1%) 

5 5000 Yes – 5 (0.1%) 

6 5000 No 

 



 

 

3.2 “Illegal” Image Detection 

Participants (n=30) were required to have a good knowledge of computing, with regular 

use of computers as part of their career. Due to the use of pre-recorded videos of the 

tool, a significant technical ability such as a background in computer science was not 

required. Each participant reported normal or corrected to normal vision and were asked 

if they were colour-blind. The participants were given information at the start of the 

experiment that informed them about the fact that images of birds were to be considered 

to be “illegal” during the experiment, and they should look out for any images of these 

in each video. They were told that they were not required to count the number of images 

they saw, or to try and remember what each image looked like; only that they would be 

asked to identify if there had been any images of birds, which would indicate it would 

be worthwhile for law enforcement to investigate further. The videos were played in 

full-screen mode to eliminate other distractions on screen and were conducted on dis-

plays with similar sizes and resolutions at as close to eye level as was feasible. 

 

Each participant was asked to watch each video only once, and to refrain from re-

winding or stopping the video once it had started. A video player was used to blank the 

screen after each video was played so that no images remained on the screen. To control 

for fatigue, a Latin Square design for the order of the videos was adopted (Table 2). 

This was essential, as both videos 5 and 6 were over 4 minutes in length, which could 

lead to fatigue when concentrating on the images appearing. Participants were allocated 

to a group when signing the consent form, and all groups had a total of 5 participants 

each. 

 

Table 2. Participant Group Video Order 

Group Video Order 

A 1 2 3 4 5 6 

B 6 1 2 3 4 5 

C 5 6 1 2 3 4 

D 4 5 6 1 2 3 

E 3 4 5 6 1 2 

F 2 3 4 5 6 1 

 

After watching each video, the participants were asked to complete 2 questions re-

lating to the video they had just watched. The first of these questions was simply “Did 

you see any pictures of birds?” with possible responses of simply “Yes” or “No”. The 

results of the question were used to determine metrics such as the hit rate and false 

alarm rate. They were also asked to give an indication of their confidence in their an-

swer. This was presented in the format “How confident are you that you saw/did not 

see pictures of birds in Video X?” and a response in the format of a Likert scale where 

1 represented “Not Very Confident” and 5 represented “Very Confident”. The results 

from this question were used to determine whether there was any correlation between 



 

 

the number of images being shown to the participants and the confidence in their an-

swer, or between false alarms/misses and confidence. Finally, to gauge the participant 

perception of the tool, and provide additional context to the triage results, the partici-

pants were asked to optionally respond to the question: “Now that you have watched 

all of the videos, how did you find the experience of searching for pictures of birds as 

they appeared?” Thematic analysis was conducted on the responses to this question. 

3.3 Interface Preference 

Upon the conclusion of the experiment, the participants were shown a few simple 

interfaces and asked to indicate their preferred interface. These questions were pro-

posed in order to inform future visualisation design based on the preference of the users. 

The first interface comparison displayed 2 interfaces to the participant (Fig. 4) and 

asked; “If you had a large gallery of photos on your computer and wanted to find a 

specific photo, how would you prefer to do this?” They were presented with 2 re-

sponses: “(Interface 1) Show one full-screen photo at a time, and keep pressing the next 

arrow until you found the photo” or “(Interface 2) Show all of your photos in a file 

browser with thumbnails and find it from there.” This question was asked to determine 

whether the participants were likely to prefer a “flashcard” approach or view multiple 

photos at the same time. 

 

Fig. 4. Flashcard vs Grid layout preference 

The second question presented the participant with 3 interfaces (Fig. 5). Each inter-

face depicted an image gallery, with varying sizes of images in each interface. This 

question was presented to determine whether the user is likely to prefer larger images 

with fewer shown at a time, or smaller images with more shown on screen at one time. 

The question was presented as “Which of the following interfaces do you prefer?” with 

a simple option to select Interface 1 or Interface 2. 

 



 

 

 

Fig. 5. Image browser size preference 

4 Results 

In this section, results from the experiment where participants were asked to detect 

images of birds will be presented and discussed, alongside the confidence ratings of 

participant responses  after watching each video. Responses provided on interface de-

sign preferences will also be discussed, together with a thematic analysis of the percep-

tual feedback provided by participants at the conclusion of the experiment. 

4.1 File Carving Triage Results 

Accuracy 

When exploring the results from the file carving tool experiment, the videos were 

grouped into pairs of datasets with the same number of images; one video with bird 



 

 

images present and one video without bird images present. The pairings, therefore, as 

per Table 1, are Videos 1 & 2, 3 & 4 and 5 & 6. 

 

The first of these pairs, which contained 100 images, 10% of which were birds in 

Video 1 showed a hit rate of 93%. The correct rejection rate for this pair is also 93%. 

These figures are high, as was expected by the researchers, as the relatively high num-

ber of bird images in the dataset led to many participants verbally commenting that they 

were “obvious”. The breakdown of participant responses to this video pair can be seen 

in Table 3. This shows that participants can accurately differentiate between the da-

tasets with and without bird images in a small dataset. 

Table 3. Video 1 & 2 detection results 

 Responded “Yes” Responded “No” 

Video 1 (Birds Present) 28 (93%) 2 (7%) 

Video 2 (Birds Absent) 2 (7%) 28 (93%) 

 

The second of the video pairs, containing 1000 images and 1% bird images in Video 

3 shows a hit rate of 83%. The correct rejection rate for this pair was 90%. The break-

down of the participant responses for this pair can be seen in Table 4. Although these 

figures still show a relatively high level of accuracy amongst the participants in identi-

fying bird images, this is a noticeable decrease from the previous video. 

Table 4. Video 3 & 4 detection results 

 Responded “Yes” Responded “No” 

Video 4 (Birds Present) 25 (83%) 5 (17%) 

Video 3 (Birds Absent) 3 (10%) 27 (90%) 

 

The final pair of videos that contain a total of 5000 images, 0.1% of which are of 

birds in Video 5, show again a hit rate of 83% and but a lower correct rejection rate of 

77%. As can be seen in Table 5, this means that the false alarm rate for this pair of 

videos is 23%. This value is relatively high and indicates a slightly decreasing level of 

accuracy from the participants in the longer videos with fewer bird images, this is also 

shown in Fig. 6. 

Table 5. Video 5 & 6 detection results 

 Responded “Yes” Responded “No” 

Video 5 (Birds Present) 25 (83%) 5 (17%) 

Video 6 (Birds Absent) 7 (23%) 23 (77%) 

 



 

 

 

Fig. 6. Hits and false alarm rates for each dataset size 

Participants’ answers between varying sizes of datasets were analysed. An exact 

McNemar’s test determined that there was no statistically significant difference in the 

proportion of answers given between videos with birds present within them—videos 1 

and 4 (𝑝 = .37), videos 4 and 5 (𝑝 = 1.00), and videos 1 and 5 (𝑝 = .45). An exact 

McNemar’s test similarly determined that there was no statistically significant differ-

ence in the proportion of answers given between videos without birds present within 

them—videos 2 and 3 (𝑝 = 1.00), videos 3 and 6 (𝑝 = .29), and videos 2 and 6 (𝑝 =
.12). 

 

It is interesting to note that, although not a large enough sample to analyse in depth, 

one participant that declared themselves as colour-blind (deuteranopia) gave as accu-

rate answers in the experiment as other participants. It was found that colour-blindness 

did not affect their ability to recognise the bird images. This participant succeeded at 

correctly identifying all videos with a 100% hit and correct rejection rate. It is not 

known whether the colour-blindness of the participant influenced their results, or 

whether this is coincidence. This may be an area for future research. 

4.2 Participant Confidence 

After watching each video and indicating whether they saw images of birds in the video, 

the participants were asked to rate on a Likert scale of 1 to 5, the confidence they had 

in the answer that they had given, where 1 indicated that they were “Not Very Confi-

dent” in their answer and 5 indicated that they were “Very Confident” in their answer. 

Fig. 7 shows a breakdown of the responses given by participants for this question for 

each video. Overall, for many of the videos, participants generally responded that they 

were confident with their responses. All participants were confident with their answer 

to Video 1, reinforcing the verbal comments that this video was “obvious”, although it 

was found that 2 participants answered this incorrectly with “no”. 



 

 

 

 

Fig. 7.  Participant confidence levels (From left: 1 – Not Very Confident to 5 – Very Confident) 

Using Friedman’s ANOVA test, the confidence ratings of the participants significantly 

differed over the six videos (𝑥^2 (5) = 8.00, 𝑝 < .001). 

 

Wilcoxon Signed Rank tests were used to measure the confidence of a participant’s 

answers between videos with bird images to those without. It appeared that a partici-

pant’s confidence significantly differs between videos 1 and 2 (𝑇 =
−3.91, 𝑁 for Test = 30, 𝑝 < .001, 𝑟 = −.5) , between videos 3 and 4 (𝑇 =
−3.96, 𝑁 for Test = 30, 𝑝 < .001, 𝑟 = −.51)  and between videos 5 and 6, (𝑇 =
−2.57, 𝑁 for Test = 30, 𝑝 = .01, 𝑟 = −.33). It can be concluded that a participant’s 

confidence significantly differs between videos with birds and videos without birds in 

them. 

 

Wilcoxon Signed Rank tests were also used to test a participant’s confidence in their 

answers between shorter and longer videos. It appeared that a participant’s confidence 

significantly differs between videos 1 and 4 (𝑇 = −2.89, 𝑁 for Test = 30, 𝑝 =
.004, 𝑟 = −.37)  and videos 2 and 3 (𝑇 = −3.40, 𝑁 for Test = 30, 𝑝 = .001, 𝑟 =
−.44). However, each participant’s confidence did not differ significantly between vid-

eos 4 and 5 (𝑇 = −1.20, 𝑁 for Test = 30, 𝑝 = .23)  and videos 3 and 6 (𝑇 =
1.04, 𝑁 for Test = 30, 𝑝 = .30). It can be concluded that a participant’s confidence in 



 

 

their answers weakened between watching the videos with 100 images and 1000 im-

ages, but each participant remained as confident with their answers between the videos 

with 1000 images and 5000 images. 

4.3 Interface Preference 

At the end of the experiment, the participants were shown different interfaces and 

asked to indicate which one they would prefer to use if they were looking for a specific 

photo on their computer (these interfaces can be seen in Figs. 4 & 5). The first of these 

questions presented the user with a single large full-screen image versus a grid of im-

ages. The response to this question was that all participants unanimously preferred In-

terface 2 that depicted a grid of images. As this was the format used for the visualisation 

of images in the file carving tool, it reinforces that this design decision was the correct 

to make instead of rapidly showing the users images one at a time. 

 

The second question was related to the sizing of the images displayed in a grid for-

mat, the purpose of which was to determine whether users prefer an interface with rel-

atively large images, average sized images (similar to the interface in the tool), or an 

interface with relatively small images. The results of this (Fig. 8) show that the majority 

of participants (86.67%) preferred the interface that showed averagely sized thumb-

nails, which was similar to the format and size of the images presented by the tool. 

Again, this reinforces the design decisions made when creating this tool. It should, 

however, be noted that these preferences may be due to a response bias as the partici-

pants were asked these questions after using the tool. In future, it may be of interest to 

test if these responses vary before exposure to the software. 

 

 

Fig. 8. Interface thumbnail size preference 



 

 

4.4 Qualitative Feedback 

After watching all of the videos in the experiment, the participants were asked to 

give feedback on how they found the experience of searching for pictures of birds as 

they appeared in the video. This was a free text field where they could leave any com-

ments they felt were relevant. Of the 30 participants, 29 provided responses to this 

question. Thematic analysis was conducted on the responses, where five common 

themes were identified. These themes can be seen in Table 6. 

Table 6. Themes in Participant Feedback 

Theme Participants comment-

ing on theme 

Example of comments 

Difficult 53% "Like looking for a needle 

in a haystack" 

"Quite difficult" 

Length of task 30% "Longer videos were dif-

ficult" 

"Difficult to keep track of 

all the images and the 

longer each video is the 

harder it was." 

Fast image speed 30% "...rather difficult to keep 

up with the image flow" 

"Very hard because the 

pictures came and went so 

fast" 

Fatigue 23% "Cognitively demanding" 

"Quite straining on the 

eyes during the longer 

videos." 

Variable rate of image ap-

pearance 

13% "The rate differences 

made it more challenging 

in some of the videos than 

others - I suspect the im-

ages appeared as they 

were carved rather than at 

a consistent rate." 

"Because the bulk image 

elections [sic] were not a 

consistent pace I felt it 

was much harder to see 

the birds, it would be 

smooth then jarring" 

 



 

 

As can be seen from the analysis of themes, many of the participants commented on 

how difficult they found the task to be. This comment was often made in combination 

with one of the other themes; specifically, participants also frequently identified that 

the difficulty they had with the task was caused by the fast speed that the images ap-

peared onscreen. The difficulty was also caused by the length of the 5000 image videos, 

which were over 4 minutes long. The length of the videos also appears as a theme in 

several responses where the participants mentioned a level of fatigue whilst undertaking 

the task. 

 

Some participants also commented that the inconsistent rate that the images were 

displayed on the screen posed a challenge and, in some cases, made it much harder to 

see the images of birds. This inconsistent rate at which the images appear is due to the 

way that the tool and file carving work. As images are being recovered from deleted 

data on a disk, there are times where the tool may find multiple images clustered in co-

located blocks of data; other times the tool may not find images for a period of time. 

This leads to points where the images stop populating, pause for a short time, and then 

continue populating rapidly. A buffer could be used to attempt to smoothen the display 

of these images to the end user, however, this was not implemented in the tool as it 

would add an artificial overhead to the process and make the process longer, which 

contradicts the motivation for this research. 

5 Analysis 

As can be seen from the ability of the participants to detect images of birds in a dataset, 

and correctly triage this dataset, generally the results are indicative of a potential benefit 

to the digital forensic investigative process, given further refinements based on the out-

comes of this work. Participants were found in most cases able to correctly identify the 

presence of ‘illegal’ images, however, as also shown by these results, the accuracy of 

the responses given starts to decline slightly in datasets with more images, and fewer 

bird images. In the videos with 5000 images, the number of correct hits is still relatively 

high at 83%, however, as shown in Fig. 6, the number of false alarms is also relatively 

high at 23%. The threshold at which the detection accuracy is too low is highly depend-

ent on the scenario that the tool is being utilised in. If the tool is being used to triage 

the data of someone accused of possession of inappropriate images of minors for ex-

ample, then law enforcement authorities are likely to reasonably demand a hit rate of 

very close to 100%. However, if the tool is being used to investigate a device in an 

organisation for an employee accused of photographing confidential property, for ex-

ample, a slightly lower accuracy rating may be acceptable. 

 

In this study, it was hypothesised that the length of time the investigator was required 

to watch a video for would have a direct impact on the confidence of their answer; with 

longer videos leading to lower confidence ratings. However, the findings do not support 

this hypothesis, as the confidence rating between videos with 1000 and 5000 images 

were not significantly different. Instead, it was found that there were consistent and 



 

 

significant differences between the confidence ratings of videos including images of 

birds, and those without, across all dataset sizes. Combined with the increasing false 

positive rate, it could be conjectured that as the participants become more uncertain 

whether they may have missed a bird image in the large datasets that did not contain 

bird images, they are more likely to respond indicating that they did see a bird image 

so that a dataset potentially containing evidence is not incorrectly dismissed, signifying 

a possible response bias. This is not necessarily an issue in law enforcement scenarios, 

as a suggestion of a false positive during the triage stage will lead to further investiga-

tion of an irrelevant dataset, thus simply decreasing the efficiency of the investigation. 

Incorrectly dismissing datasets that contain evidence (a “miss”) is more of an issue as 

in a law enforcement scenario, this could lead to failure to prosecute or acquit a suspect. 

 

Exploration of the feedback given by participants yield several themes that highlight 

some of the issues encountered by the participants. Notably, a significant number of 

participants (53%) indicated that they found the tasks “difficult” in some way. Explor-

ing the themes further revealed further core reasons for this difficulty. The speed that 

the images appeared on screen was mentioned by 30% of the participants, who gener-

ally said that the flow of images was difficult to keep up with. Artificially reducing the 

rate that the images appeared could be a solution to this, however, as mentioned previ-

ously, this would delay the overall investigation, which is contrary to the aim of this 

research. The relatively long time where the participants are required to look at the 

screen, and the high level of concentration that they must apply to the task led to 23% 

of the participants mentioning that some form of fatigue was experienced during the 

experiment. Some participants indicated that this was in the form of high cognitive 

demand, whilst others indicated it was in the form of eye strain. This would be exacer-

bated in lengthy DF investigations. Thus, an alternative visualisation may need to be 

explored that could allow the user to look away from the screen without the risk of 

missing large volumes of data. 

6 Conclusions and Future Work 

This work has explored a method of visualising the results of a GPU accelerated file 

carving tool in real time, to provide a rapid triaging tool for use in DF investigations. It 

was hypothesised that this tool would provide the user with a way to make accurate and 

timely decisions about the kind of images contained on a device, and thus decide as to 

whether investigating it at length would be necessary. 

 

In testing this tool with 30 participants, it was shown that the accuracy of the partic-

ipants in detecting contraband images is generally good, however, it begins to decline 

slightly (albeit not statistically significantly) with larger datasets containing fewer con-

traband images. This has indicated that the underlying idea of rapid triage using such a 

tool is feasible, however, further work will be required in refining the format of the 

visualisation tool. This conclusion is reinforced by participant feedback indicating that 

the task was difficult due to the high speed at which the images appeared and then 



 

 

disappeared from the screen, along with the fatigue experienced from having to con-

centrate on the screen for an extended period of time. Ideally, future work will allow a 

visualisation method to be developed where the information is displayed to the inves-

tigator for a longer period of time, allowing them to look away from the screen, while 

maintaining or improving upon the accuracy levels seen in this study. 

 

It would be of interest to apply machine learning techniques to aid identification of 

contraband material—not as a replacement for human analysis, but to augment it.  This 

approach could allow for certain pieces of data to be drawn more clearly to the attention 

of the human investigator if deemed by an image recognition algorithm to potentially 

be of interest. Such an approach would hypothetically reduce the strain on the investi-

gator and allow them to make more accurate and confident triage decisions, whilst still 

ensuring that no data is hidden; an important feature in DF tools.  
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