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of time is still required to search forensic data 
for evidence. 

To mitigate the computational strain 
associated with string searching, suggestions 
have been made to employ distributed 
computing techniques (Ayers, 2009); however, 
distributed computing setups can be somewhat 
expensive, complicated, and require specialist 
knowledge to configure and use efficiently. 
This study presents a more accessible model, 
extending on previous research by Bayne, 
Ferguson and Isaacs (2014), which employs 
parallel processing techniques and multiple 
GPUs on a single computer that may prove 
more efficient and cost-effective for DF 
professionals. Results ascertained from this 
study demonstrate that utilising multiple 
GPUs will yield significant improvements over 
deploying a single GPU, or traditional central 
processing units (CPUs), when searching for 
multiple objects within data. 

Dedicated GPUs were historically created 
to reduce stress on the CPU when rendering 
complex graphical images. The Nvidia GeForce 
980, a typical modern GPU, has 2048 
independent processing cores which are able to 
compute large amounts of mathematical 
instructions with ease due to the hardware’s 
efficient parallel processing design. Besides its 
primary function of rendering graphics, a 
GPU’s architecture and computational power 
make them an ideal platform to be employed 
to aid scientific investigations. Aside from 
dedicated GPUs, recent CPU architectures 
have commonly integrated its own dedicated 
graphics core— often referred to as an 
integrated graphics processor (IGP). IGPs 
found in modern CPUs share a lot of similar 
architecture that can be found on GPUs, 
however, lack the same processing power due 
to size limitations on CPU chips. Nevertheless, 
IGPs open up the possibility of employing a 
powerful parallel processing platform without 
the need for an additional discrete GPU. In 

order to have the broadest compatibility with 
GPUs and IGPs from all vendors, a widely 
adopted general purpose computing on 
graphics processing unit (GPGPU) framework, 
such as Open Computing Language (OpenCL), 
must be adopted. 

Previous research by Bayne, Ferguson and 
Isaacs (2014) has demonstrated that OpenCL 
offers comparable performance and ease of 
implementation to vendor-specific languages 
such as Complete Unified Device Architecture 
(CUDA), which is ideal to be used with the 
intensive processing workload associated with 
DF analysis. The results from the research also 
demonstrated negligible performance loss when 
compared to the more widely researched 
CUDA GPGPU framework; however, with 
technology trends indicating continued 
developments of more powerful IGPs on CPUs, 
the authors strongly believe that a more 
compatible and open-standard model of the 
OpenCL platform favours the scientific 
requirements and development needs of DF 
tools and analyses. Significantly, however, the 
research countered critique that achievable 
performance gains are not solely limited by 
storage device data transfer speeds, but 
actually a combination of data transfer speed 
and processing power. 

The case study presented in this paper 
extends upon the previous research by 
investigating whether employing multiple GPU 
or IGP devices could further improve the 
possible performance throughput by employing 
parallelisation techniques to string searching. 
The aim of the experiment undertaken in this 
paper attempts to measure the effectiveness of 
offloading string searching to multiple GPUs 
using OpenCL, while comparing the resulting 
performance with: a single GPU, a multi-
threaded CPU, and single-threaded CPU pro-
cessing techniques. Secondly, this paper 
discusses trends produced by running the 



Using Mu

© 2016 A

experime
varying s

 BA

Whilst th
seek to 
technique
from sim
CUDA h
results. 
assessing
CUDA a
Sips, 201
establishe
slight pe
standard 
OpenCL,
currently
across 
Conclusio
much of 
be relev
further 
comparab
each tech

A th
Skrbina 
discusses
involved 
accelerat
used to 
recognise
unstructu
explore h
the cont
the differ
pattern m
for GP
conclude 
for paral
(Boyer &
& Coras
single- an

ultiple GPU

ADFSL 

ents on thr
specifications

ACKGR
RELAT

here are no 
apply Op

es to accele
milar resea
have demon

Research 
 the poten
and OpenC
11; Karimi, 
es that the 
erfor-mance 

counterpart
, a minor 
y exists to ob

devices f
ons from th
the current

vant and tr
OpenCL 

ble parallel
hnology to in

heoretical i
and Stoj
the pre

in creating
e file carvin
reconstruct

e file struc
ured stream
how CUDA
text of DF 
rent charact
matching alg
GPU para
that the m

llel applicat
& Moore, 197
sick, 1975) 
nd multi-str

s to Accelera

ree different
s. 

ROUND
TED W
known relat
enCL para
erate DF an
arch that 
nstrated equ

specifically 
ntial differe
L (Fang, V
Dickson, & 
CUDA fram
advantage 
t. This indic
sacrifice in

btain a wide
from vario
ese studies 
t research o
ransferable 
research, 

l approache
nterface with

insight is 
janovski (

eparation a
g a GPGP
ng— a fore
t files by 
tures from 

m of data. 
A could be 

investigatio
eristics betw
gorithms th

allelisation. 
ost appropri
ions are the
77) and Aho-

algorithms 
ring searche

ate …

t machines

D AND
WORK

ed studies th
llel process
nalysis, resu
propose us

ually promis
focused 

ences betwe
Varbanescu, 

Hamze, 20
mework show

over its op
cates that w
n performan
er compatibil
ous vendo
also show th

on CUDA m
in facilitat
due to 

es utilised 
h the GPU.

presented 
2012), wh
and proces
U solution 

ensic techniq
attempting 
an otherw
The auth

utilised wit
ons, examin
ween string a
at are suita
The auth

iate algorith
e Boyer-Mo
-Corasick (A

for handl
s, respective

of 

D 

hat 
sing 
ults 
sing 
sing 

on 
een 

& 
10) 

ws a 
pen-
with 
nce 
lity 
ors. 
hat 

may 
ing 
the 
by 

by 
hich 
sses 

to 
que 
to 

wise 
hors 
hin 

ning 
and 
able 
hors 
hms 
oore 
Aho 
ling 
ely. 

The 
based
chara

A
Richa
the u
accele
carvin
taken
differ
unmo
Scalp
signif
accele
incor
optio
perfo
of t
frame
ackno
numb
fully 
limite
achie
resea

C
(2011
multi
perfo
is lim
from 
to co
autho
throu
incor
Coras
the C
that 
core 
proce
assum
other
condu
GPG

findings p
d on theoret
acteristics. 

An empirical 
ard and Rou
use of CUD
erate Scalpe
ng tool. Th
n to comple
rent sized 
odified and 
pel. Result
ficant imp
eration, whi
porating GP

on for signi
ormance in e
the resear
ework was 
owledge tha
ber of bugs 
optimise the
ed the pr
evable perfo
arch was con

Contrasting 
1) states th
i-pattern 

ormance gain
mited by th
the disk, as

onduct strin
ors similar
ugh modify
porated a se
sick algorith
CPU. The 
multi-thread
CPU did 

essing time, 
mption there
r accelerato
ucting no 

GPU process

SADFE

presented w
tical groundi

study cond
ussev (2007)
DA GPGPU
el, an existin
he study c
ete various 
forensic im
modified 

ts from t
provement 
ich clearly 
PU technolo
ificantly inc
existing DF 
rch, howev

still in b
at the beta r
and that th
e code; these
roposed so
formance a
ducted. 

research fro
at, when in
matching 

n achievable
he time requ
s opposed to

ng searching 
rly conduc
ying Scalp
eries of Boye
hms to aid s
authors’ ex
ded accelera

not impr
concluding 

e are no ad
ors such a
actual expe

sing. Later 

E Proceeding

 P

were, nevert
ing from alg

ducted by M
) investigate

U processing
ng open-sou
ompares th
searches t

mages usin
GPU versi

the study 
with G

demonstrate
ogy is a pr
creasing pro
tools. At th

ver, the 
beta. The a
release posse

he compiler d
e factors ma

olution’s po
t the tim

om Zha and
ncorporating 

algorithm,
e from file c
uired to rea
o the time re

on the dat
cted exper
pel, where 
er-Moore an
string match
periments in
ation using a
ove the re
with an ar

dvantages o
as GPUs, 
eriments inv
research fro

gs 2016 

Page 69 

theless, 
gorithm 

arziale, 
ed how 
g could 
urce file 
he time 
through 
ng the 
ions of 

show 
GPGPU 
ed that 
ractical 
ocessing 
he time 
CUDA 
authors 
essed a 
did not 
ay have 
otential 

me the 

d Sahni 
a fast 

 the 
carving 

ad data 
equired 
ta. The 
riments 

they 
nd Aho-
hing on 
ndicate 
a dual-
equired 
rguable 
f using 
despite 
volving 
om the 



SADFE Pr

Page 70  

same auth
shows tha
techniques 
notable im
CPU appr
processing 
later stud
previous r
Isaacs (201
and Sahn
techniques 
been thoro

Collang
method of 
identificati
use a CU
calculate 
identify po
on storage
their study
of the hard
on which t
potentially
identificati
Although 
requiremen
searching 
approach 
dependent 
found as 
slows the o
forensic im
of data. 

 

 IM
Extending 
question t
whether th
improveme
threaded 
implement
GPUs to s
order to a

roceedings 20

hors (Zha 
at incorpora

using GPG
mprovement
roaches, best
in some sce

dies from t
research by
14), form the
i’s earlier 
to improv

oughly explor

ge et al. (200
utilising GP

ion in DF in
UDA GPG
and compa

otential imag
e devices. T
y that, with 
dware, GPU
to perform p
y delivering a
ion techniqu

Collange 
nt of knowin
for file id
still requ
on the CP
valid imag

overall perfo
mages contai

MPLEM
on previo

that this st
here are any
ents over 
CPU, and
ation, whe
search foren
accomplish t

016 

& Sahni, 2
ating similar
GPU process
ts over sin
ting multith
enarios. Res
the authors
y Bayne, F
e argument 
research on

ve file carv
red. 

09) demonst
PU processin
nvestigation.
PU implem

are hashes 
ge file ident
he authors 
the computa
s make an id

parallel hash
a powerful a
ue for DF i
et al. el
g complete f

dentifiers, t
uires and 
U to verify 

ge files; thi
ormance whe
ning signific

MENTA
ous research
tudy aims t
y significant 
a single G

d single-thr
en employi
sic data for
this, an app

2011b, 2013
r algorithmi
ing produce
ngle-threade
hreaded CPU
sults of thes
s, and from

Ferguson an
that the Zh
n processin
ing had no

rated a nove
ng to aid fil
 The author

mentation t
of data t

tifiers locate
concluded i
ational powe
deal platform

h calculations
nd usable fil
investigation
iminate th
file hashes b
he propose

is heavil
the matche

s potentiall
en faced wit
cant amount

ATION
h, the mai
to answer i
performanc

GPU, mult
readed CPU
ng multipl

r patterns. I
plication wa

3) 
ic 
ed 
ed 
U 
se 
m 
nd 
ha 
ng 
ot 

el 
le 
rs 
to 
to 
ed 
in 
er 
m 
s, 
le 
n. 
he 
by 
ed 
ly 
es 
ly 
h 
ts 

in 
is 
ce 
i-
U 
le 
In 
as 

develop
both C

To att
C# ap
analyse
CPU a
and m
approa
in fig
implem
approa
forensic
single r
multipl
process
figure 
similar
(MiB) 
turn by

The
only w
the da
unique 
employ
acceler
similar 
is still
establis
This al
of data
the alg
of the 
the dat
of a s
referen
match,
signific
search 
matche
develop
force a
through

Using Mu

ped to demo
CPU and GP

 O

tempt to an
pplication w
e raw foren
and GPU. O

manage GPU
ach adopted 
gure 1. Bo
mentations fo
ach when p
c data. To 
read throug
le GPU and
sor acted au
2; in whi

ly divided i
segments, th
y one of the 

e CPU and 
when perform
ata, both i

algorithms
ys a modifie
ate searchin
 implementa
l currently 
shed open-so
lgorithm ope
a for the las
gorithm disc

target is v
ta stream is
skip table. 

nce on the ra
 depending

cantly redu
through th

es. The GPU
ped to be a 
algorithm; a
h each b

ultiple GPUs

 

onstrate str
PU devices. 

Our Appr

nswer this s
was develop
nsic data fi
OpenCL was
U operations

by the pro
oth the C
ollowed the 
performing 

perform an
gh the data 
d CPU test
utonomously
ich the for
nto a stack 
hen individu
available pr

GPU imple
ming string s
in which fo
s to comp
ed Boyer-Mo
ng through 
ation of the 
used in Fo

ource Linux-
erates by se
st byte of t
covers the la
validated. Se
s accelerated
The skip 

ange to find 
g on the v
ces the tim
he data st
U algorithm,
largely a sy

an algorithm
it of the 

s to Accelera

 © 2016 AD

ring searchin

roach 

tudy questio
ped which 
les on both
s used to pr
. The proce
ogram is det
CPU and 

same proce
analysis on
nalysis, only
was require
s, each ava
 as illustrat
rensic data 
of 100 meb

ually process
rocessors. 

mentations 
searching ag
ollow their 

plete. The 
oore algorith

data— usi
algorithm w

oremost, a 
-based file ca
earching a st
the target. W
ast byte, the
earching thr
d by the cre
table acts 
the next po
value read; 
me require
ream for t
, in contrast
ynchronous b
m which sea

data seg

ate … 

DFSL 

ng on 

on, a 
could 
h the 
rocess 
essing 
tailed 
GPU 

essing 
n the 
y one 
ed. In 
ailable 
ted in 

was 
bibyte 
sed in 

differ 
gainst 

own 
CPU 

hm to 
ing a 
which 
well-

arver. 
tream 
When 
e rest 
rough 
eation 
as a 
ssible 

this 
d to 
target 
t, was 
brute-
arches 
gment 



Using Mu

© 2016 A

individua
parallel 
accelerat
implemen

 

Figur

 

Figur

ultiple GPU

ADFSL 

ally, relying
nature of 
e searching. 
nted is by n

re 1. Process

re 2. Multi-p

s to Accelera

g on the ra
GPU hardw
While the G

no means e

sing model 

processor pro

ate …

aw power a
ware alone 
GPU algorit
fficient, it w

ocessing mod

and 
to 

hm 
was 

desig
ackno
any a
sophi

 

 

del 

 

gned to be si
owledge tha
additional be
isticated GP

SADFE

implistic in n
at future rese
enefits of im

PU algorithm

E Proceeding

 P

nature; the a
earch is nee

mplementing 
m. 

 

gs 2016 

Page 71 

authors 
eded on 
a more 

 



SADFE Pr

Page 72  

Table 1  
Test platfo

Test Platf

Type 

Operating 

Processor 

Processor 
Specificati

Processor 

Memory 

GPU 

GPU Spec

Storage D

Sequential
Performan

 

 

In an 
there are in
in alleviati
CPU; a 
processing 
configurati
threaded C
and lastly 
IGP. The
different co
hardware 
outlined in

It wa
perceivable
searching w
with the s
speed of t
processing 
transfer da

roceedings 20

orm specifica

form 

System 

 
ions 

IGP 

cifications 

evice 

l Read 
nce 

Experim

attempt to
n employing
ng processor
test was 

on the 
ions; a single
CPU, a sing
– if availabl

e tests wer
omputers wi
specification

n table 1. 

as expected
e performan
would be lim
slowest data
the processo
of forensic 

ata between

016 

ations 

D

Win

Intel Co

4 core @
t

Inte
(D

8GB DD

4x Nvid
(1.5GB

2048 cor
(co

120GB 

362

mental Eva

o answer w
g multiple G
r intensive ta
created to

following 
e-threaded C
le GPU, mu
e – the CPU
re complete
th varying h
ns of each 

d that the
nce to per
mited by th
a transfer ra
or itself. To

data, the 
n the storage

A 

Desktop 

ndows 8.1 

ore i7-3770K

@ 3.8GHz, 8 
hreads 
l HD4000 

Disabled) 

DR3 1600MHz

dia 580 GTX 
B GDDR5) 
re @ 612MHz
ombined) 

SATA3 SSD

2 MiB/s 

aluation 

hat bene-fit
PUs to assis
asks from th
 benchmar

processin
CPU, a mult
ultiple GPUs
U’s integrate
ed on thre
hardware, th
computer i

e maximum
rform strin

he componen
ate or by th
o enable th
system mus
e device, th

W

Intel 

4 core

Intel HD
3

z 16GB D

Nvidia 

z 2048 co

120GB

2

ts 
st 
he 
rk 
ng 
i-
s, 
ed 
ee 
he 
is 

m 
ng 
nt 
he 
he 
st 
he 

main sy
process
itself. A
system
betwee
tested 
device 
appare
bottlen
storage
recorde
benchm
(Crysta
the tes
results 
bottlen

The
searchi
image s
forensic
a large

Using Mu

B 

Desktop 

Windows 8.1 

Core i5-4690K

es @ 3.9GHz, 
threads 

D4600 (20 cor
350MHz) 

DDR3 1600M

980 GTX (3G
GDDR5) 

ore @ 1203MH

B SATA3 SSD

245 MiB/s 

ystem memo
sing – the m
As the theo

m memory, G
en the two 
are well be
used to r

nt to be th
neck. Measu
e device’s s
ed by sto
marking s
alMark, n.d
sts; to aid 

and iden
necks. 

e test cons
ing against 
stored on th
c image is o
e amount of 

ultiple GPUs

 

W

K Intel

4 4 co

re @ Intel H

MHz 16GB

GB Nvidia

Hz 1280

D 3x 256
(R

ory, and – if
memory on-

oretical tran
GPU memo
on all of th

eyond 10 Gi
ead the fo
he slowest 

urements of 
sequential re
orage devi
software, 
.), prior to 
in the inter
ntify possib

sisted of p
a 20 gibibyt
he computer
of a storage d

files of vary

s to Accelera

 © 2016 AD

C 

Laptop 

Windows 8.1

l Core i7-4700

ores @ 3.5GHz
threads 

HD4600 (20 c
400MHz) 

B DDR3 1866M

a 970M GTX 
GDDR5) 

0 core @ 924M

6GB mSATA
RAID0 Array

1305 MiB/s

f employing 
-board the 
sfer speed o

ory and tran
he three sys
iB/s, the st
rensic data 
and most 
each compu
ead speeds 
ice perform
CrystalDisk
running ea

rpretation o
ble perform

performing s
te (GiB) for
’s local disk
device conta
ying commo

ate … 

DFSL 

0HQ 

z, 8 

ore @ 

MHz 

(6GB 

MHz 

A SSD 
y) 

GPU 
GPU 

of the 
nsfers 
stems 
orage 

was 
likely 
uters’ 
were 

mance 
Mark 

ach of 
of the 
mance 

string 
rensic 
. The 
aining 
on file 



Using Mu

© 2016 A

formats. 
ground t
results s
assurance
device wa
to valida
find. Wh
in this st
of typica
forensic d
to exhau
providing
achievabl
forensic d

In o
processin
searches 
consisted
40 diffe
identifyin
comprise
the start
search of
time it t
 

Table 2  
Time take

5
1
4

5
1
4

5
1
4

ultiple GPU

ADFSL 

By simulat
truth is kno
should find
e, the foren
as additiona

ate what resu
hilst the size
tudy is smal
al modern 
data used in
ust the cach
g processing
le with ana
data. 

rder to tes
ng configu

were con
d of searchin
erent patter
ng a differ
s of a serie
t of a file. 
f patterns w
took to sear

en to conduct 

  
5 

19 
40 

  
5 

19 
40 

  
5 

19 
40 

s to Accelera

ing the fore
own on what
d; however, 
nsic data o
ally scanned 
ults the app
e of the fore
l in compari
day storage

n the study i
he on all te
 rates comp
alysing large

st the effic
uration, th
nducted. T
ng for a serie
rns, with 
rent file he
es of bytes 

The comp
would return 
rch the fore

string search

Single CPU 
367 

1897 
3858 

Single CPU 
400 

1907 
3888 

Single CPU 
392 

2172 
4458 

ate …

ensic data, 
t files the t

for accura
of the stora
with Forem

plication sho
ensic data u
ison to the s
e devices; 
is large enou
sted machin
parable to th
er amounts 

ciency of ea
hree differ
These searc
es of 5, 19, a

each patt
eader— wh
which ident

pletion of ea
with the to

ensic data, a

hing (secs.) 

Multi-C
72

385
781

Multi-C
113
485
992

Multi-C
71

456
924

the 
test 
acy 
age 

most 
uld 
sed 
size 
the 
ugh 
nes, 
hat 
of 

ach 
ent 
hes 
and 
ern 

hich 
tify 
ach 
otal 
and 

addit
withi
comp
the 
know
patte
which
produ
secon
produ
analy
elimin
betwe

In
multi
prese
test p
on th
table 
patte
comp

Test Platform A
CPU S

Test Platform 
CPU S

Test Platform 
CPU S

tionally the 
in the foren
plete the an
results wer

wn about the
erns were se
h it was obs
uced shown 
nd. Due to
uced, the me
ysis. Effect
nated by c
een each tes

 EXP

n this sectio
iple GPUs t
ented and d
platform too
he three tes
 2. From th

erns emerg
puters w

A 
Single GPU 

110 
125 
141 

B 
Single GPU 

115 
125 
141 

C 
Single GPU 

57 
74 
98 

SADFE

total of ea
nsic data. T
nalysis would
re validated
e forensic im
earched for 
served that e
minimal var
o the cons
ean average 
ts of dat
clearing the 
st. 

PERIME
RESUL

on, the perfo
to help strin
discussed. Th
ok to condu
st platforms

his table, it i
ging betw

which too

Multi-GPU
61 
61 
62 

Multi-GPU
85 
91 

110 

Multi-GPU
35 
53 
76 

E Proceeding

 P

ach pattern
The time ta
d be record
d with wha
mage. Each s

5 times ea
each of the 5
riation of up
sistency of 
 time was u
ta caching 

computer’s

ENTAL
LTS 
ormance of u
g searching 
he time tha

uct string sea
s are presen
is clear to se
ween the 
ok the 

U Sin

U Sin

U Sin

gs 2016 

Page 73 

n found 
aken to 
ed and 
at was 
eries of 
ach, in 
5 times 

p to one 
times 

used for 
were 

s cache 

L 

utilising 
will be 

at each 
arching 
nted in 
ee some 

three 
test.

ngle IGP 
n/a 
n/a 
n/a 

ngle IGP 
136 
192 
278 

ngle IGP 
72 

151 
267 



SADFE Proceedings 2016 Using Multiple GPUs to Accelerate … 

Page 74    © 2016 ADFSL 

 

Platform A, which had 4 discrete GPUs 
working in parallel in the multiple GPU test, 
produced the least time variation when 
searching for all pattern amounts; however, 
when only one of those GPUs were used in the 
single GPU test, the time taken gradually 
increased with the more patterns searched. 
Comparing the decline in performance between 
the 5 and 40 pattern searches, it is observed 
that the single GPU was still more capable 
than the multi-threaded CPU at processing 
higher amounts of patterns. The single GPU 
required an additional 21.9% time to search for 
the 35 extra patterns, which is significantly 
less than the 90.7% extra time that the multi-
threaded CPU required utilising all 8 threads. 
The variation in time to search for greater 
amounts of pat-terns from both CPU 
implementations were expected due to the 
limitations of the algorithm used; however, it is 
acknowledged that it may have performed 
better with the use of a different algorithm 
specifically designed for multi-pattern 
searching, such as the Aho-Corasick algorithm. 

Both platforms B and C also show very 
similar trends in their results, however, results 
from the multiple GPU test vary significantly 
to that obtained from platform A. This 
variation could be explained by the fact that 
that platforms A and B used only a pair of 
graphics units in the multiple GPU test; which 
consisted of a dedicated GPU, paired with the 
CPU’s IGP— the latter of which lacks the 
power of its discrete counterpart. Nevertheless, 
looking at single IGP performance, it boasts 
good results over CPU counterparts when 
tasked with searching for greater amounts of 
patterns. What is interesting to observe, 
however, is how considerable the IGP 
contributed during the multiple GPU tests; on 
average, the addition of an IGP improved 
reduced the time required to search by 27% 
over a single dedicated GPU. 

In contrast to the GPU results, the CPU 
results scaled very linearly with the amount of 
search patterns defined, with the single CPU 
tests producing the weakest times as 
anticipated. Results from running the modified 
Boyer-Moore algorithm over many threads in 
the multi-threaded CPU test saw analysis time 
drop to around a quarter of the time required 
by single-threaded CPU, and still 
demonstrated a steep linear increase in time 
and the amount of patterns searched for. This 
result was expected, however, the significance 
of this result demonstrates a limitation on how 
fast the CPU can, at its fullest capacity, search 
for multiple patterns in data. Whilst the 
authors acknowledge that the CPU results 
could hypothetically be improved upon with 
the use of a different algorithm; it could still 
be argued that the same trend would exist due 
to the underlying architecture. The CPU 
would still not be as capable of processing 
large amounts of data with repetitive 
instructions at the same levels that are 
produced by GPUs, and multiple GPUs 
respectively  

Figure 3 presents the processing rate (pr) 
from each test, which were calculated by =    to show the results by 
mebibytes per second— allowing easier 
comparison to the sequential read performance 
from each computer’s storage device. From 
these results we can see the effects that storage 
device transfer speeds have on the performed 
tests and the times produced. Platform A’s 
multiple GPU tests indicated that the results 
were limited to storage device transfer, and not 
by GPU performance limiting factors. 
Likewise, platform B, during the 5 pattern 
search appeared to have been affected by the 
same limitations; however, platform C’s 
superior storage device performance showed no 
obvious slowdown to the processing times 
produced by the processing techniques. 
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