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ABSTRACT

With the electricity market liberalisation in Indesia, the electricity companies will have the rightdevelop tariff
rates independently. Thus, precise knowledge af lpafile classifications of customers will becomssential for
designing a variety of tariff options, in which tkeriff rates are in line with efficient revenuengeation and will
encourage optimum take up of the available elattraupplies, by various types of customers. Siheecearly days of
the liberalisation of the Electricity Supply Indtiss (ESI) considerable efforts have been madentestigate
methodologies to form optimal tariffs based on cuostr classes, derived from various clustering dadsdication

techniques. Clustering technigues are analyticatgsses which are used to develop groups (clas$es)stomers
based on their behaviour and to derive represeatatts of load profiles and help build modelsdaily load shapes.
Whereas classification techniques are processdssthet by analysing load demand data (LDD) fromiows

customers and then identify the groups that thestomers’ LDD fall into. In this paper we will rew some of the
popular clustering algorithms, explain the differeretween each method.

Keywords : Electricity Load Profile Classification, Clusteg Methods, Hierarchical, K-Means, Follow The Laade
Fuzzy K-Means, Fuzzy Classification.
1 INTRODUCTION These methods are Hierarchical, K-means, Fuzzy K-
means, Follow the Leader and Fuzzy Relation clusger
techniques.
2 CLUSTERING METHODS

A new electricity act for electricity market libdisation
has been introduced by the Indonesian government,
which will allow regions to develop their own elgcity
systems, including tariff making powers. The clusig This section describes some of the reported clngter
and classification of customer load demand profiles techniques, which have been used to classify édgtr
becomes important, not only to design tariffs, &igb to consumers and are likely to be more appropriate and
identify representative sets of standard profilad o applicable to circumstances in Indonesia.
build models of daily load shapes. Various clusigri
techniques for classifying electricity customersvéha  All methods start by deriving a matrix of featurectors
been identified in the literature [1-12]. The aifadl for each load profile data set, followed by the
these clustering techniques is to develop groups ofprocedures as described below :
customers based on their behaviour and to ach@act |
profiling goals by starting with load demand datani 2.1 Hierarchical Clustering
these customers and then grouping them into severaHierarchical clustering groups data, simultaneouasigr
clusters, which have a similar profile. a variety of scales, by creating a cluster trees ffbe is

a multilevel hierarchy, where clusters at one lexed
In Indonesia, at present, there are no highly dpesd joined to clusters at the next level.
analytical methods used for electricity customer
classification. The current Indonesian Load Profile
Classification method uses a historical databadeasf
demand customer profiles, collected over severatsye
to group customers according to their load pattsuch
as industrial, business, public services and resuale
loads. Because of the geographic layout of Indanesi
which covers thousands of islands with differingiee
economic circumstances, the appropriate method of
customer classification may have to vary between The advantage of this method is that the origirsh ds

To perform hierarchical clustering, it is necesdarfind
the similarity or dissimilarity between every pairload
profiles in the data and then group them into hinar
clusters based on the previously computed simjlarit
matrix. The process is iteratively repeated by rimgrg
the clusters of each level into bigger ones atupeer
level until all samples are grouped into expectedters.

different locations.

This paper describes several clustering technidigts
could be considered relevant for applying in Indae

kept unchanged in the root of the cluster tree [5].

The hierarchical clustering algorithm can be désati
in the following steps [5-6] :



. Determine the similarity between every pair of load
profile data sets.

. Group into a pair and create a hierarchical clusesr
based on the determined similarity criterion.

. Determine the cutting position of the hierarchical
cluster tree.

Figure 1 illustrates the hierarchical cluster tredere
the horizontal axis represent the load profile dsdts
and the vertical axis represent the distance betwee
clusters. A possible cutting position is indicatieg a
dashed line.
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Figure 1 Hierarchical tree

Determining the similarity or the distance betwéeasd
profiles can be done in various ways such as Eeafid
distance, Mahalanobis distance, City Block metric,
Minkowski metric and Hamming distance.

Grouping can be processed by linking pairs of load
profiles that are in close proximity using linkage
criterion such as Shortest distance, Average distan
Centroid distance and Ward distance, which use the
previously calculated distance. As objects aregghiinto
binary clusters, the newly formed clusters are geau
into larger clusters until a hierarchical treeasnfied.

The number of groups is determined by the cutting
position in the binary tree which is chosen eithgrthe
maximum distance admissible or by selecting diyectl

of each cluster, each data set should be assignttet
nearest centre point then a recalculation of the ne
centre point will be done iteratively until the e of

the centre point is stable [5].

Assigning data to a centre point which is evaluated
using Euclidean, City Block, Cosine, Correlation, o
Hamming distance, automatically creates boundaries
between each data set. Each particular data sét wil
become a member of the nearest cluster after the fi
iteration. The next iteration only has the functioh
updating the centre point position.

The K-means clustering sequence is described by the

flowchart in Figure 2.
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Figure 2 K-Means Clustering

This method does not create a tree structure torides
the groupings of data, but rather creates a siegkd of
clusters.

the distance corresponding to the desired number ofK-means clustering uses the actual observations of

clusters.

The hierarchical clustering method is suitable hé t
specific number of groups is not predeterminedabt,
the cutting position will determine the number of
clusters.

2.2 K-means Clustering

The K-means clustering method groups load profiad
by determining a certain number of clusters andrare
point for each cluster. After determining the cergpint

objects or individual data and therefore is mori¢able
for clustering large amounts of data.

2.3 Fuzzy K-means Clustering

This method is similar to standard K-means desdribe
above, the difference is that each data set haged of
membership to each initial cluster [5], i.e. eacladset
belongs to all clusters to some degree.

The degrees of membership for each data set to all
clusters should sum to one.



The procedure starts with determining the number of number of clusters is automatically derived frone th
clusters and guessing the cluster centre point t{(mos determination of the distance threshold. The pmces

likely incorrect), which is intended to mark the ane
location of each cluster, then assigning every dataa
membership grade for each cluster.

The next step is updating each cluster centre pidt
membership grade iteratively until the positiontbhé

centre point is stable. In this step the clustetreepoint
moves iteratively to the correct position withirettlata
sets.

The Fuzzy K-means clustering technique does netiere
boundaries between data sets for the first itematio
because the clustering process involves all dake T
boundaries will automatically evolve when the
clustering process is completed.

Compared with the K-means method, the Fuzzy K-
means process is longer, because the iteratioregsas
not only updating the centre point but also therdegf
membership of each data set.

The flowchart for this procedure is shown in Fig@re
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Figure 3 Fuzzy K-Means Clustering

2.4 Follow the leader Clustering

The Follow the Leader clustering method has been
described in [7, 8]. This technique uses an itegeati
process to compute the cluster centres and it ts no
necessary to predetermine the number of clustdrs. T

stops when the cluster centre point is stable.

The function of the first iteration of the algomithis to

determine the number of clusters and their loadilpro
membership. It means that the first iteration alszates
boundaries between load profile data sets.

The subsequent iterations adjust the load profiliéepn

to the nearest cluster and then updates the clostare

point.

The selection of the distance threshold value shbel
done by trial and error until the expected numbgr o
clusters is produced.

Figure 4 shows the flowchart for the above process

described in [7].
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Figure 4 Follow the Leader Clustering



2.5 Fuzzy Relation Clustering
Another technique to classify electricity load dewha
profiles uses Fuzzy Relation clustering as deséntj8].

The differences between each method is summansed i
Table 1 below.

Actually, this is a complex iterative process tbah be
simplified into the following steps :

1. Determine the similarity of load profile data sets

using Cosine Amplitude Method.

2. Group the load profile data sets by using Max-Min

Composition Method.

3. Determine the number of clusters data by using the

Lambda-Cuts for fuzzy relation Method.

4. Obtain number of cluster.

Within the above process, there is an assignmettieof

degree of membership for each data set and a
adjustment to the cluster centre position after
determining the value of the threshold in the Laabd
Cuts process.

The number of clusters is dependent on the

determination of the threshold value in the Lamules
process. This value can be determined by trialexnar
to produce the required number of clusters.

This technique uses fuzzy relation to evaluate the
similarities and to group the data sets. Thereftie,
boundaries between data sets is created in the fina
iteration after the threshold value is determined.

This technique is suitable for handling large sets
fuzzy data with complex interactions. The numbefrs o
customer classes being decided by the Lambda-Cuts.

3 SUMMARY
The above clustering methods are summarised below :
The Hierarchical method is more suitable for depiig
new electricity customer classes, because the grgsip
can be decided by analysing the cluster tree.
Alternatively, the Fuzzy Relation classification
technique can be used, if there is a large seuzdyf
data. Customer classes can be decided by choosing a

appropriate threshold value using the Lambda-Cuts.

The Follow the Leader method seems appropriatthéor

cases where the approximate number of classes is

known before hand. In this case the Fuzzy Relation
technique is also applicable.

If the number of customer classes has been deeided

is relatively constant for the future, the K-meamshe
Fuzzy K-means clustering method could be applied
depending on the spread of data and the resultedee

In case of the data sets containing fuzzy datah bot
Fuzzy K-means and Fuzzy Relation clustering method
are better than Hierarchical and K-means.

Methods Number of Creates
clusters is boundaries
predetermined | between

data sets

Hierarchical No Yes

K-means Yes Yes

Fuzzy K-means Yes No

Follow the leader| If necessary Yes

Fuzzy relation If necessary No

Methods Requires Trial and
Iterative error
process approach

Hierarchical No No

K-means Yes No

Fuzzy K-means Yes No

Follow the leader| Yes Yes

Fuzzy relation Yes Yes

Table 1 Method Comparison
4 CONCLUSSIONS

Results of the above initial investigations can be
generalised that each clustering method has
characteristics. Therefore, to justify the apprateri
method which match to the circumstances of Indenesi
is necessary further investigation to determinéeda

for each clustering techniques.
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