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A B S T R A C T

Unconventional computing is an area of research in which novel materials and paradigms are utilised to
implement computation. Previously we have demonstrated how registers, logic gates and logic circuits
can be implemented, unconventionally, with a biocompatible molecular switch, NitroBIPS, embedded in
a polymer matrix. NitroBIPS and related molecules have been shown elsewhere to be capable of
modifying many biological processes in a manner that is dependent on its molecular form. Thus, one
possible application of this type of unconventional computing is to embed computational processes into
biological systems. Here we expand on our earlier proof-of-principle work and demonstrate that
universal computation can be implemented using NitroBIPS. We have previously shown that spatially
localised computational elements, including registers and logic gates, can be produced. We explain how
parallel registers can be implemented, then demonstrate an application of parallel registers in the formof
Turing machine tapes, and demonstrate both parallel registers and logic circuits in the form of
elementary cellular automata. The Turing machines and elementary cellular automata utilise the same
samples and same hardware to implement their registers, logic gates and logic circuits; and both
represent examples of universal computing paradigms. This shows that homogenous photochromic
computational devices can be dynamically repurposed without invasive reconfiguration. The result
represents an important, necessary step towards demonstrating the general feasibility of interfacial
computation embedded in biological systems or other unconventional materials and environments.
ã 2014 The Authors. Published by Elsevier Ireland Ltd. This is an open access article under the CC BY

license (http://creativecommons.org/licenses/by/3.0/).
1. Introduction

Conventional computing involves the implementation of
algorithmic processes to manipulate data on electronic hardware
using binary logic. Unconventional computing on the other hand,
uses new logical paradigms and new materials to build computa-
tional devices (Calude et al.,1998). Changing the physical materials
used to compute opens up the possibility of embedding computers
into biological systems at either a physiological or a cellular level.
This could be achieved using biologically compatible molecular
switches, for example. To demonstrate the feasibility of this
possibility we have recently implemented registers and logic gates
using photochromic molecular switches (Chaplin et al., 2012).
Photochromicmolecules (Exelby and Grinter,1965) are a species of
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and photophysics.

J.C. Chaplin),
ah.russell@nottingham.ac.uk

r Ireland Ltd. This is an open acce
molecule with multiple stable forms. They can be reversibly
switched between forms via the absorption of electromagnetic
radiation. Spiropyrans are an example family of such photochromic
molecules. (Berkovic et al., 2000). They possess a colourless leuco
spiropyran form (SP) and a coloured trans-merocyanine form (MC).
The transition of a sample of spiropyran molecules predominantly
occupying the SP state to theMC state is called colouration, and the
reverse is called decolouration.

One such spiropyran molecule is NitroBIPS (10,30-dihydro-
10,30,30-trimethyl-6-nitrospiro[2H-1-benzopyran-2-20-2H-indole]
or 6-nitro-BIPS or NBIPS). NitroBIPS is a spiropyran with a nitro
group on the 6-position of the benzopyran section (Görner et al.,
1996; Lenoble and Becker, 1986). The SP form absorption spectrum
of NitroBIPS has its peak at ultraviolet wavelengths while the MC
form absorption spectrum is in the visible range with a peak at
green (Wohl and Kuciauskas, 2005), causing a solution predomi-
nantly in the MC state to appear purple or pink.

Absorption of green light by the MC form molecule generates
the excited MC* fluorescent form, some molecules of which may
immediately decay back to the MC formwith the emission of a red
photon (Görner, 1997), or undergo isomerization back to the SP
ss article under the CC BY license (http://creativecommons.org/licenses/by/3.0/).
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Fig. 1. The two stable forms of NitroBIPS and the transitions between them. As the spiropyran form is the most thermodynamically stable form, a population of NitroBIPS
molecules will tend towards a majority-spiropyran equilibrium in the dark. A more detailed transition diagram can be found in Chaplin et al. (2012).
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form. A small number of the excited MC* molecules will undergo
irreversible bleaching. As fluorescence emission only occurs when
the molecule is in the MC* form, the population of MC-form
molecules can be estimated by the relative intensity of the emitted
fluorescence signal when the sample is exposed to green light.
These transitions are illustrated in Fig. 1. NitroBIPS is solvatochro-
mic so the peak wavelength of absorption and the quantum yields
(defined as the proportion of absorbed photons that cause a change
in molecular form) for each transition are solvent dependent. Note
that colouration and decolouration transitions also occur thermal-
ly. The SP to MC transition requires more energy than the reverse,
so the majority of molecules are in the SP form at equilibrium at
room temperature. The advantages of NitroBIPS (and other
spiropyrans) compared to other species of photochromic mole-
cules are that they possess higher quantum yields (Petchprayoon
and Marriott, 2010), can be used with a wide variety of solvents
(Görner andMatter, 2001) and are biologically compatible (Aizawa
et al., 1977; Sakata et al., 2005b; Koçer et al., 2005; Ohya et al.,
1998). However the MC form of NitroBIPS is subject to thermal
relaxation (defined as the spontaneous, thermally driven reversion
of a sample of molecules to an equilibrium state. For NitroBIPS the
majority of molecules are in the SP form at equilibrium) at a
moderate rate relative to other spiropyrans (Wojtyk et al., 2000).

We have previously shown that NitroBIPS can be used to
implement registers and logic gates (Chaplin et al., 2012). Here we
extend on this preliminary work and demonstrate an unconven-
tional implementation of both parallel registers in the form of a
Turing machine tape, as well as elementary cellular automata.
Turingmachine tapes and elementary cellular automata have been
implemented as they both represent universal computing para-
digms.

AlanTuring provided the first detailed theoretical description of
a simple computational device that was capable of running any
algorithm (Turing, 1936). Another simple universal computational
device, which has been proven to be Turing complete (Cook, 2004),
is the elementary cellular automaton. Elementary cellular autom-
ata consist of a one-dimensional array of ‘cells’where the states of
all cells are updated in parallel during each generation. Cells are
updated according to their current state, the state of its two
immediate neighbours and a predefined set of rules (Wolfram,
1983, 2002). Although Turing machines were introduced as
mechanical models of mental processes, attempts have been
made to mimic their structure via unconventional molecular
processes (Qian et al., 2011; Rothemund, 1996; Shapiro and
Karunaratne, 2001). Cellular automata, on the other hand, are
typically used for modelling purposes (Nagel and Schreckenberg,
1992) but purpose specific hardware has been engineered to
implement several versions of cellular automata (Shackleford et al.,
2002; Gers et al., 1997).

The remainder of this paper is divided into five sections. Firstly
we state the Objectives of this paper. Secondly, a Methods section
which explains the production of NitroBIPS samples and details the
illumination/detection hardware. The Implementation section,
which builds on the theoretical work in (Chaplin et al., 2012),
contains the theoretical basis for parallel registers, Turingmachine
tapes and cellular automata. Next, an Experiments section discusses
the results of experiments carried out involving Turing machine
tapes and elementary cellular automata. Lastly, aDiscussion section
discussing the strengths and weaknesses of this approach, and
possible future directions.

2. Objectives

Our previous paper details the implementation of singular
computational elements with photochromic molecules (Chaplin
et al., 2012). The molecules were embedded in a polymer matrix
and light pulses from LEDs were used to colourise and decolourise
them. Emitted fluorescence was recorded with a photodiode. This
allowed for data to be stored as the relative proportion of
fluorescent molecules, and for logic gates and logic circuits to
be executed by exploiting the floor and ceiling restrictions of the
colourisation and decolourisation processes. The objective of the
research in this paper was to expand upon this by designing and
executing parallel computational elements, and implementing
universal computation.

This paper builds multiple computational elements in parallel,
by allowing a movable illumination area to address multiple
regions in the polymer matrix. Parallel registers are implemented,
and then expanded upon to implement the tape in a photochromic
Turing machine. A combination of parallel registers and logic
circuits are then used to implement elementary cellular automata,
and hence a form of universal computation. Fig. 2 shows the
relationship between these sections and previous work. The
theoretical basis for each element is discussed first, followed by
the experiments demonstrating these computational processes
running on our experimental hardware.
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Fig. 2. An overview of this paper’s aim. This paper draws and expands upon our
previous paper (Chaplin et al., 2012), implementing newparallel functionality and a
universal computing paradigm.
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3. Methods

3.1. Samples

NitroBIPS in solution is difficult to work with over long periods
of time because the solvents used tend to be volatile and evaporate.
For our experiments, we require the volume and concentration to
remain constant. We therefore encapsulated NitroBIPS in a
polymer matrix to produce stable and easy to handle samples.
NitroBIPS (273619 Aldrich) was first dissolved in methanol (a
PDMS non-solvent) at a concentration of 4mM and then mixed
thoroughly at a ratio of 5:1 by volume with uncured polydime-
thylsiloxane (PDMS, DowCorning Sylgard 184) containing the base
and curing agent at a 10:1 ratio. The mixture was poured into a
90mm diameter plastic Petri dish, to a height of 1.15mm (weight
6900mg) and left to degas and cure at room temperature for 48h.
[(Fig._3)TD$FIG]

Fig. 3. Optical set-up used for the experiments in this paper. Uniform illumination
from two light emitting diodes is produced using Köhler illuminators, combined
with dichroicmirrors and imaged onto the sample. Fluorescence from the sample is
detected by a photodiode. The region of the sample being illuminated can be
controlled via the stepper motor, moving the sample relative to the illumination.
The cured samples of encapsulated NitroBIPS (eNBIPS) were then
cut into pieces for use with the optical set-up.

3.2. Optics

An optical system, Fig. 3, was constructed to illuminate the
eNBIPS samples using green (497–537nm full width at half
maximum bandwidth, 530nm peak, Cairn Research) and UV (362–
374nm full width at halfmaximumbandwidth, 365nmpeak, Cairn
Research) light emitting diode (LED) sources. An LED controller
(OptoLED Power Supply, Cairn Research) was used to control the
LED intensity and duration. A 507–543nmbandpass filterwas used
to limit the green LED’s emission spectrum. The green and UV
beams were combined using a dichroic mirror (T495lpxr 495nm
long-pass filter, Chroma) and directed towards the sample plane
using a second dichroic (565DCXR, 565nm long-pass filter,
Chroma). Köhler illuminatorswere constructed to create a uniform
disc of illumination fromeach LED. The Köhler illuminators contain
both aperture and field diaphragms. The aperture diaphragm was
adjusted to minimise stray light in the optical path. A slit aperture
(3.25mmwidth) was placed in the plane of both field diaphragms.
These slits were then imaged onto the eNBIPS sample, using a
Nikon M-Plan 20� 0.35 numerical aperture objective lens, at an
overall system demagnification of 8�, resulting in a 0.4mm thick
slit of illumination on the sample. Total illuminating power at the
sample is 0.974mW for green and 0.046mW for UV. This
rectangular slit aperture was used to achieve a high density of
Turingmachine and cellular automata cells; eachwith a larger area
than a disc and therefore achieving a larger dynamic range from
the sample. The eNBIPS sample was mounted to a Standa 8MS00-
10-28 stepper motor, with a 10mm travel range and a 0.156mm 1/
8th step size, which was controlled by a Standa 8SMC1-USBh
steppermotor controller. The stepper motor allowed the sample to
be translated so that the cell being illuminated could be rapidly
changed. This movement could be achieved with a high degree of
repeatability.

Fluorescence emission from the illuminated region of eNBIPS
was then collected back through the objective lens, via the second
dichroic, and imaged onto a photo-diode (FDS100, ThorLabs). A
photo-diode amplifier (PDA200C, ThorLabs) converted current to
voltage at a gain of 1�108V/A. The signal was filtered (<20Hz)
using an 8-pole Kemo Benchmaster 8.41 filter and acquired using a
National Instruments PCI-6221 data acquisition card. A custom
LabVIEW program was written to acquire the fluorescence signal
and to control the LEDs and the stepper motor.

4. Implementation

4.1. Photochromic parallel registers

Registers are fundamental computational components from
which more advanced components are derived. The registers we
implemented are described in terms of the proportion of
molecular forms within a sample of NitroBIPS. As only the MC
form is fluorescent, a higher proportion of MC-form molecules
results in a higher level of measured fluorescence when the
sample is exposed to excitatory (i.e. green) stimulus. As the
proportion of MC-form molecules in the sample, the fluorescence
emitted by the sample when exposed to excitatory stimulus, and
the voltage measured by the photodiode in the system are all
proportional we work with the measured voltages directly. The
measured voltage from the photodiode spans the range from a
minimally fluorescent state Vmin

MC� to a maximally fluorescent state
Vmax
MC� (Fig. 4). The voltage can be incremented with colouration

stimulus and decremented with decolouration stimulus between
these limits. Each state of the register is defined bya corresponding
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Fig. 4. Summary of register initialisation. The limits of the fluorescence range are
determined, as shown in (a). The top and bottom of the range are excluded, as
shown in (b) because colouration and decolouration are subject to diminishing
returns as molecules switch form. By limiting the extremities of the range, we
improve execution times at the expense of register range. The remaining
fluorescence range is then divided into values (c), distributed such that a fixed
duration read pulse always decolours by a single value. An additional �1 value is
required for when V0 is read.

Table 1
An example value transition table for a ternary register. The table is created by the
initialisation process in our experiments. Times are given in milliseconds. Positive
numbers are colouration times, negative numbers decolouration times. This table
accounts for the decrementation of a value by the read action i.e. the illumination
time from V1 to V0 is 0 as the read action already decremented the register by 1.

To

From V0 V1 V2

V0 1771 6067 22,746
V1 0 4296 20,975
V �168 0 16,679
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level of fluorescence, as well as an upper and lower bound to allow
for noise in the system.

As the fluorescence excitation stimulus wavelengths and the
decolouration wavelengths are the same, using an excitation
stimulus to read the register also decolours it. Two basic strategies
for dealing with this issue were discussed in our previous paper
(Chaplin et al., 2012). Herewe use an alternative advancedmethod
for parallel registers, which we refer to as decrement reading. This
method requires themodification of the reading protocol such that
a read pulse causes the sample to decolour by a single value, and so
the register remains in a known state. The speed of colouration
decreases exponentially as the sample colourises. Similarly, the
speed of decolouration decreases exponentially as the sample
decolours. As a result, the rate of decolouration is non-linear, and
as the value of the register is not known in advance the separation
of values must also be non-linear (Fig. 4).

As an additional refinement, we exclude the top and bottom
regions of the fluorescence range as these regions aremost affected
by the non-linearity of colouration/decolouration rates (Fig. 4). By
removing these regions, execution speed is improved at the cost of
reduced register capacity. The excluded range can be varied, butwe
typically exclude the bottom 1/3 and top 1/6 of the fluorescent
range (the larger exclusion at the bottom of the range is to account
for an additional �1 value detailed later). As the trend in
colouration/decolouration from V1=3

MC� to V5=6
MC� is approximately

linear, transition times between values are similar, although not
identical. To initialise a register, we first determine the rate of
colouration with increasing duration UV pulses, followed by long
green pulses that decolour to Vmin

MC�. The peak intensities can then
be fitted to the colouration and decolouration formulas that were
discussed in detail in Chaplin et al. (2012). These formulas describe
the recorded voltage at time t. For colouration:

VMC�ðtÞ ¼ Vmax
MC� � ðVmax

MC�e
�k2tÞ þ Voffset (1)

where k2 is a constant representing the rate of colouration. For
decolouration:
VMC�ðtÞ ¼ V0
MC�e

�k1t þ Voffset (2)

where k1 is a constant representing the rate of decolouration.
Secondly, we measured the noise in the fluorescence signal,

determined by the standard deviation of the signal. The noise
defines the dynamic range and imposes a limit on the capacity of
the registers, i.e.

DynamicRange ¼ Vmax
MC� � Vmin

MC�
noise

(3)

The register’s dynamic range is then divided into N distinguishable
values {V0,V1 . . . Vmax}, each separated by at least six standard
deviations to give an error rate of <0.1% for Gaussian noise. These
values were spaced over the range such that a fixed-duration
decolouration pulse will decrement the value by exactly one. An
additional value V�1 must also be calculated for cases where a
register in V0 is read. Values are also given upper and lower bounds,
as noise and thermal relaxationwill cause variation in fluorescence
measurements. A summary of the initialisation process can be seen
in Fig. 4.

In this way a value transition table can then be compiled
containing illumination times for colouration and decolouration
value transitions. For an example see Table 1. Decolouration by one
value is equal to the read time, and decolouration bymore than one
value is a multiple of the read time. The table accounts for
the decrementation in value of the register when reading it. This
places the restriction, however, that a register can only be read
once before having its value changed. Otherwise it could be
decolourised below V�1 where illumination times are no longer
defined. This transition table now allows the register to be
incremented or decremented arbitrarily by exposing it to the
appropriate duration of illumination.

By translating the area of illumination with the stepper motor,
sub-regions of the sample are able to be addressed. As the
NitroBIPS molecules are encapsulated in a polymer matrix, they
are not subject to diffusion. This allows us to store multiple values
in separate registers simultaneously along a single axis.

4.2. Photochromic Turing machine tape

The one-dimensional array of registers implemented as
described above can be easily extended to Turing’s model of a
minimal computing device. A Turing machine is classified by the
size of the alphabet, G, and the number of possible internal states
(I-states),Q, such that an ‘n-statem-symbolmachine’ (where n and
m are integers) corresponds to |Q|�1 (omitting the halting I-state)
and |G|, respectively. The creation of a Turing machine using
photochromic registers as the tape requires the implementation of
the four fundamental components: the tape, head, I-state register
and transition function as shown in Fig. 5. We have implemented
these as follows:
1.
 Tape: A Turing machine tape is a bidirectional, limitless
one-dimensional array of cells, with each cell storing a letter
from an alphabet. A one dimensional sample of eNBIPS can store
2
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Write Move Update Write Move Update

Fig. 5. Traditional Turing machine, with the four principle components. The tape is
bidirectionally limitless and divided into cells, and the read/write head addresses a
single cell at a time. The I-state register tracks the internal state of the Turing
machine, and the transition function is the program for the machine, determining
what actions to perform each step.
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multiple values along its length. By subdividing the eNBIPS
sample into non-overlapping cells, we can implement a register
at each cell, and store a symbol from a defined alphabet G,
provided d � jGj, where d is the capacity of the register. If
d < jGj, k registers with base d could comprise a cell with
capacity dk � jGj. The tape is not unbounded, but has a finite
length that is determined by the range of the stepper motor
travel. In this early study, our illumination width is 0.4mm and
themotor travel is 10mm, giving a total tape capacity of 25 cells.
This limits the possible algorithms which can be executed, but is
sufficient to demonstrate a proof-of-concept. We begin Turing
machine execution in the centre of the tape, and terminate
execution should the machine move outside the tape bounds.
2.
 Head: The head is the illuminating optical system. The tape is
moved relative to the head using the steppermotor, which alters
the illuminated cell.
3.
 I-state register: The internal state register stores one of a set of
possible internal states, Q, including a start I-state and a halt
I-state. Two options exist for implementation. Initiallywe stored
the I-state on the controlling computer and updated it in
response to the transition function update step. An alternative is
to store the I-state in an eNBIPS register on the tape itself. In this
case, we allocate the leftmost tape cell (or cells, if the register
capacity is less than |Q|) as the I-state register and read/write to
it during operation. An n-state m-symbol machine would
require logmnb c þ 1 I-state cells. If it is stored on tape, the
Turing machine I-state is stored at the leftmost end. For
simplicity we retain the same base as the rest of the Turing
machine so that the I-state cells do not need to be initialised
separately during the initialise action.
4.
 Transition function: A transition function, d, is a two-dimensional
table defining which operations to perform for each combina-
tion of observed cell value and current I-state. It consists of
3-tuples of instructions, to print, move and update. We store the
transition function on the controlling computer but it could also
be stored on the tape.

In addition to the Turing machine components, the atomic
actions observe, decide, print, move and update, as well as an
initialise and an output action, must be implemented to work with
the four components.
1.
 Initialise: The system must be initialised before use. This
involves initialising the registers as described above. As the
eNBIPS sample is homogenous, the initialisation process only
has to be run once and the values calculated for one register are
used for all registers. Additionally, all registersmust be set to the
Turing machine blank symbol or to a specified input sequence.
2.
 Observe: Reading the symbol on the tape cell currently
addressed by the head is equivalent to reading an eNBIPS
register. The read pulse decolourises the register by one value, so
a new symbol is always written during the subsequent print
action.
3.
 Decide: The decide action involves cross-referencing the observed
symbol and the I-state with d to determine the next course of
action. If the I-state is stored on tape, this requiresmoving to and
reading the leftmost register on the tape. Again, though reading
will decrement the I-state register(s), a new I-state is always
written during the update action (if the I-state is stored on the
tape). The result of the decide action is the three-tuple of actions
(print, move and update) taken from the transition function.
4.
 Print: Writing a symbol to a tape cell is the same as writing a
value to a register. A colouration or decolouration stimulus, with
a duration determined by the value transition table is used to set
the register. The current value of the register is known from the
preceding observe action, albeit decremented by one as a
consequence of decrement reading.
5.
 Move: Amove operation involvesmoving the head one cell left or
right on the tape by incrementing or decrementing the stepper
motor position by the cell width to address the next parallel
register. An attempt to move beyond the bounds of the tape
terminates execution with an ‘exceeded tape bound’ error. This
action is also extended to allow for movement to/from the
I-state register(s).
6.
 Update: This action updates the I-state in accordance with the
transition function. This requires changing a value in the
controlling computer, or moving to the leftmost cell(s) and
writing to the I-state register. Altering the I-state is the same as
writing to any other cell on the tape; the value is known from the
decide action, and the stimulation required is given by the value
transition table.
7.
 Output: The output of a Turing machine is given by the list of
symbols stored on the tape after the halt I-state has been
reached. Following a halt I-state, the output action reads every
cell on the tape (including the I-state if relevant) and outputs the
read value to the user (on screen or as a text file).
4.3. Photochromic elementary cellular automata

Cellular automata are discrete models often used in the
modelling of physical systems. Elementary cellular automata are
the simplest form of cellular automata. An elementary cellular
automaton is a bidirectional one-dimensional array, C, of cells, ci,
that each store an element from a binary set of states. The initial
conditions define the state each cell begins in. Every cell is updated
simultaneously once per iteration according to a transition
function, F which is dependent on the state of the cell and its
two immediate neighbours, ci�1 and ci + 1, i.e.
8i; c0 i ¼ Fðci�1; ci; ciþ1Þ. New iterations are calculated until a pre-
defined generation limit, gmax, is reached. Elementary cellular
automata have no other halting condition. As an example, the
famous universal Rule 110 (Cook, 2004) has the transition function
shown in Fig. 6. Rule 110 is the only elementary cellular automaton
that has been proven to be universal (apart from trivial reflections
and inversions of Rule 110). The universality of elementary cellular
automata makes them one of the simplest universal computing
paradigms, alongside Turing machines.



[(Fig._6)TD$FIG]

Fig. 6. General execution of an elementary cellular automaton. For each cell, the cell
and its two immediate neighbours are read, their values entered into the transition
function, and the cell updated with the new value for the subsequent generation.
The transition function can be represented as a truth table, a logic function or a logic
circuit. The transition functions shown here are for Rule 110. The result from this
function is then written to the corresponding cell in a duplicate array. In this
example, transition functions are being calculated from CL and written sequentially
to CR. Once a generation is complete, the origin array (CL here) will be cleared, and
the results of rule applications to cells in CR written to CL.
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Unlike Turing machines, the cell array, C, is not necessarily
limitless but instead has one of three possible boundary
conditions. The first possibility is for the cells immediately beyond
the boundary of the array to be held at a fixed value (typically 0).
For the second possibility the array wraps, such that c|C| = c0 and
c�1 = c|C|�1. The third possibility is for the array to be limitless and
cells are automatically added as the pattern grows.

The implementation of elementary cellular automata with our
system bears many resemblances to the implementation of Turing
machines. It requires the implementation of three key compo-
nents; the right/left arrays, the head and the transition function:
1.
 Right/left arrays: The cellular array C is implemented in the same
manner as the tape in the Turing machine. In the current
hardware implementation, the head cannot update all of the
cells simultaneously. The results of each cell update must
therefore be stored in a separate array. Therefore we define a
pair of duplicate arrays; a right and a left array (CR and CL). They
are implemented on a uniform eNBIPS sample, with parallel
registers addressed by the read/write head. Each register stores a
binary digit representing the value of the cell; 0 or 1.To improve
execution speed, the update process is altered to first copy the
results from CL into CR, then from CR back to CL. For both arrays,
the number of cells is finite as the eNBIPS sample is itself finite.
For a sample Swith a maximum capacity of |S|, the arrays CR and
CL are of size jSj=2b c.For finite samples a boundary condition
must be imposed; we chose that cells external to the sample
boundaries are always value 0.
2.
 Head: As mentioned, in the current hardware configuration the
head cannot address every element in the array simultaneously,
so instead updates one at a time. The head is the optical system,
and moves the sample relative to the optics to address specific
cells.
3.
 Transition function: The transition function, F can be expressed in
several forms as shown in Fig. 6. However, as logic circuits can be
executed in eNBIPS samples (Chaplin et al., 2012), we have
chosen to implement the transition functions as a three-input
logic circuit where the circuit is executed in ci and determines
the value of c0 i.

Implementation of elementary cellular automata also requires
four atomic actions in a manner similar to a Turing machine;move,
observe, execute and print:
1.
 Move: Though move is not present in traditional elementary
cellular automata definitions, the system requires the head to
move in order to address cells sequentially. Unlike the Turing
machine move, elementary cellular automata moves will not
necessarily move one cell at a time, as it must move between CR
and CL to write c0i.
2.
 Observe: The observe action involves reading the symbol written
to the tape cell the head is currently addressing. Like Turing
machine observe actions, this is equivalent to reading a register.
The state of the cell must be reset after the observe action, as
future cells will need to observe its value during their execute
action. As reading a cell causes it to be decremented by one,
observe actions also require the cell be incremented by one after
the read pulse.
3.
 Execute: To determine the next state of the cell, a logic circuit
that represents the transition function is executed, with the
states of ci�1, ci and ci +1 as inputs. The output of the logic circuit
is the new value for the cell.
4.
 Print: When the new value for ci is determined, print applies
colouration or decolouration stimulus to the cell to set the value
appropriately.

5. Experiments

5.1. Photochromic Turing machine

In order to demonstrate the Turing machine operation, we first
implemented busy beaver algorithms. Busy beavers (Radò, 1962)
are Turing machines with a state transition table that achieves the
maximum amount of work before halting when run on an
unbounded tape with all cells set to blank. Two measurements of
work are typically used. These are: the generalized busy beaver
function, S(n, m), which is the number of non-blank symbols on
the tape at the end of execution of an n-state, m-symbol machine;
and the generalized maximum shifts function, S(n, m), where the
work is defined by the number of shifts (i.e.move actions) made by
the n-state,m-symbolmachine. For each class of n-state,m-symbol
Turing machine, there is at least one champion machine for each
definition of work. The champion is the Turing machine which is
believed to be the machine for which S or S is the highest, and yet
which halts. Note that the busy beaver problem has been shown to
be equivalent to the halting problem, and hence is uncomputable
(Radò, 1962). As the busy beaver functions are uncomputable, the
only way to prove a champion is to enumerate all busy beavers of
that class. We chose busy beavers to test the system as they are the
smallest machines that produce the maximally long output,
requiring a complex series of move and print actions, while still
halting. The tape is initialised as described for parallel registers.



[(Fig._7)TD$FIG]

Fig. 7. A1-state2-symbolbusybeaverchampion forSandS. Thismachinehas values
S =1 and S =1. (a) is the transition function for this particular champion (there are
several tied champion machines) in table form, and (b) shows the execution of the
Turing machine as executed on our experimental system. Each row is a step in the
Turing machine’s execution, with the I-state (in this case stored on the controlling
computer), the tape and the position of the head (bold), the fluorescence recorded
during theobserveaction, and theactionsdeterminedbythe transition function. The
tape output section shows the state of the tape at the end of execution, the
fluorescencemeasuredduring theoutputactionandthesymbols thiscorrespondsto.
[(Fig._8)TD$FIG]

Fig. 8. The 2-state 2-symbol busy beaver champion for bothS and S. This machine has v
shows the execution of the Turing machine as executed on our experimental system a
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However, as the duration for which a value must be stored in a
Turing machine is not known in advance and varies, Turing tapes
are susceptible to thermal relaxation. To alleviate this, the
difference between V0 and V1 is increased, and long colouration
times used (60 s), to increase the time a register in V1 takes to
thermally relax to V0.

Examples of busy beavers as executed on our system can be
seen in Figs. 7–9, representing 1-state 2-symbol, 2-state 2-symbol,
and 3-state 2-symbol busy beavers. Each figure shows a; the
transition function for that Turing machine and b; the execution of
that Turing machine on our optical system with eNBIPS samples
prepared as described earlier. The left-most column shows the
value of the I-state and (for the latter two figures), the recorded
fluorescence from the I-state cells saved on-tape. The centre grid
shows the tape for each iteration, with the position of the head
(bold). As all the implemented Turing machines are two-symbol
machines, the cells are either V0 (white) or V1 (grey). Note that the
cell states are implicit as not all cells are read every iteration. To the
right of the tape are four columns, representing the fluorescence
waveform recordedwhen the current cell was observed, the symbol
that should be written to the cell (Vx, in accordance with the
transition function), the direction ofmovement of the head, and the
new I-state to be updated. The bottom section of each figure shows
the result of the output action; the cell values and recorded
waveforms.

Note that it is also possible to store the transition function on
the tape, although we did not do this because the number of cells
on our tape is limited. As the transition function is static, any
reads of the transition function would need to be followed by a
new reset action to undo the read decrement. Though previously
alues S =4 and S =6. (a) is the transition function for machine in table form, and (b)
s described in Fig. 7, but now with the I-state stored on tape.
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Fig. 9. The 3-state 2-symbol busy beaver champion forS (but not S). This machine has valuesS =6 and S =14. (a) is the transition function for machine in table form, and (b)
shows the execution of the Turing machine as described in Fig. 7.

[(Fig._10)TD$FIG]

Write WriteMove MoveUpdate Update

Fig. 10. One possible representation of a transition function stored on tape. This
approach has the transition function, I-state and Turing tape all on the same
encapsulated NitroBIPS sample. Two virtual boundaries (bold lines) subdivide the
tape into three. The tuples are unlabeled in this example – their position is implicit
– but tuples could also have labels at the cost of additional space. The L/R symbols
are represented as 0 (left) and 1 (right).
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we have rendered transition functions in the form of a table for
readability, it only needs to be expressed as a set of tuples. For
example, the 1-state, 2 symbol busy beaver transition function in
Fig. 7 could be rendered as 2 tuples: {(0, 0!1, R, 1), (0, 1!1, R, 1)}.
These tuples could then be transcribed to the tape, as shown in
Fig. 10.
5.2. Photochromic elementary cellular automata

We have implemented at least one elementary cellular
automaton from each Wolfram Class (Wolfram, 2002). Wolfram
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Fig.11. Execution of Rule 160. Rule 160 is a class 1 elementary cellular automaton, and rapidly converges to a uniform state of ‘off’ cells. The initial conditionwas two ‘on’ cells.
(a, b and c) show three versions of the transition function, as a table, logic function and logic circuit respectively. (d) shows the execution of the elementary cellular automata
as executed on our system. Generation shows the current generation (limit 10). The centre shows the current array and boundary virtual cells, the symbols written to it
(white =0, grey= 0 virtual cell, black =1), and the fluorescence measurements recorded when each cell and its neighbours are read. Left/Right array shows which array is
currently in use for that generation (see Fig. 6). e shows the expected and experimentally recorded results of the experiment.
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classes describe the complexity of the behaviour of an elementary
cellular automata rule. The four classes are defined as:

Class 1: Almost all initial states evolve into a uniform final state
or alternates between two states.

Class 2: Many uniform or repetitive final states exist, but they
exist of repeating simple structures.

Class 3: The elementary cellular automaton evolves in an
apparently random or unpredictable manner.

Class 4: Localised structures form and interact in ‘interesting’
ways.
Their executions are shownbelow in Figs.11–15. Each figure has
five components: a, b and c are three representations of the
transition function, as a table, Boolean function and logic circuit
respectively. d shows the execution of the elementary cellular
automata, with ten generations with an array size of 5 and with
two additional ‘virtual’ cells beyond the array boundary, fixed at
value 0. Each generation consists of two rows. The first is the
graphical representation of the cell states, either 0 (white), 1
(black) or a virtual cell (grey). The second consists of the three
waveforms recorded for each cell’s three necessary observe actions,



[(Fig._12)TD$FIG]

Fig. 12. Execution of Rule 250. Rule 250 is a class 1 elementary cellular automaton, though the fixed values of the boundary cells causes it to form a repeating alternating
pattern. This is a limitation of the chosen boundary condition. The initial condition was a single on cell. See Fig. 11 for a detailed description.
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showing the fluorescence from ci�1, ci and ci +1. To the left is the
generation number, and to the right is which array is being read
from. e is a comparison of the result given by execution, and the
expected result.

Unlike Turingmachine tapes, the time between reads of a cell in
an elementary cellular automaton is fixed, as each cell is observed
and written each generation. However, the time required to
execute the transition function increases with the complexity of
the circuit. For the most complex rule presented here – Rule 110 –

27min are required per generation. The array size of five for
experiments here is chosen as it’s the largest array size that can be
executed with Rule 110, without a cell thermally relaxing to an
incorrect value. For example, this effect can be seen in Fig. 15; the
peak fluorescencemeasured for c0 during the execution of c0 for all
generations >4 during Rule 110 is very close to background noise, as
the register is set but unread for a long period. This is a limitation of
the current hardware set-up, and is not intrinsic to the method.

6. Discussion

In this paper we have implemented photochromic molecular-
based parallel registers, used these to implement tapes in Turing
machines, and extended these techniques to implement elemen-
tary cellular automata. In combination with the illumination and
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Fig. 13. Execution of Rule 4. Rule 4 is a class 2 elementary cellular automaton, forming repetitive structures. The initial condition is alternating cell states. See Fig. 11 for a
detailed description.
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measurement system, these both provide examples of universal
computing paradigms (Turing, 1936). Parallel registers and Turing
machine tapes demonstrate the ability for eNBIPS samples to store
multiple values in sub-regions, and elementary cellular automata
build upon this by demonstrating how logic circuits can be
executed at the same site as registers, without sample alteration.
These techniques could be applied to other spiropyrans or
modified to work with other species of molecular switches.

There are several limitations with the hardware in its current
form, but these issues are surmountable. Colouration/decoloura-
tion times are long due to low light power at the sample, and as a
result registers may thermally relax. More powerful light sources
are available however. For example, cheap solid state lasers with at
least two orders of magnitude more power are readily available.
The efficiency of the optics could also be optimised. Smaller
illumination areas, two dimensional addressing of regions and
parallel illumination of multiple areas could be easily achieved
using a spatial light modulator and a camera to measure the
emitted fluorescence. Using this approach it would be possible to
implement parallel reconfigurable arrays of logic gates, circuits
and registers all in the same hardware. Three dimensional
addressing is also possible with two-photon excitation. (Parthe-
nopoulos and Rentzepis, 1989), although this would have to be
performed serially.

As demonstrated in this paper, it is possible to implement
universal computation using a combination of NitroBIPS and
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Fig.14. Execution of Rule 60. Rule 60 is a class 3 elementary cellular automaton, forming random structures. The initial condition is c0 = 1. See Fig.11 for a detailed description.
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external control hardware. By allowing the state of registers (either
independently, or as Turingmachine/elementary cellular automata
cells) within a computational device to affect, or be affected by
biological processes, the biological system can become embedded
in the computation. In principle embedded bio-molecular com-
puters could allow a more sophisticated exchange of information
between external systems and biological systems. This could be
useful for the monitoring and control of both healthy and diseased
cells and physiological systems. Photochromic components could
also offer input/output methods to synthetic biological chells
(Cronin et al., 2006), where the general purpose and reusable
nature of photochromic logic could allow for on-demand spatially
targeted alteration of chell behaviour or reporting of chell status.

Photochromic molecular switches show promise for biologi-
cally compatible embedded computational devices because they
can be observed and controlled remotely using light. Compared to
other potential molecular computing methods such as DNA
computing or enzymes, spiropyrans are small molecules that
can be coupled to a multitude of biological processes and the form
of these molecules can be used to affect those processes. For
example, proteins can have their binding properties altered (Sakata
et al., 2005b); membrane permeability can be perturbed to allow
molecules to cross (Ohya et al., 1998); and DNA sequences can be
blocked from transcription (Andersson et al., 2008). Many other
possibilities exist, both with NitroBIPS, other photochromic
molecules and other molecular switches.

As an example, a NitroBIPS molecule tethered to a protein is
subject to different dipolar forces depending on the form of the
molecule [12]. These dipolar interactions cause a change in the
NitroBIPS molecule’s orientation relative to the protein as it
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Fig. 15. Execution of Rule 110. Rule 110 is a class 4 elementary cellular automaton, and is proven to be capable of emulating a Turing machine, and hence of universal
computation (Cook, 2004). The initial condition is c5 = 1. See Fig. 11 for a detailed description.
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Fig. 16. NitroBIPS can be bound to proteins. A molecule in the MC form inhibits
protein binding more than a SP form molecule (Sakata et al., 2005a). Hence, in a
population of NitroBIPS-tagged proteins, a higher concentration of merocyanine-
form molecules will cause an overall reduction in the rate of protein binding. The
population could be addressed as a photochromic register, incrementing or
decrementing the value with light and the value of the register determines the rate
of protein binding.
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changes from SP to MC form; with the MC form having a greater
dipole moment. If this change in orientation were near a ligand
binding site on the protein, the association constant of ligand
binding could be reduced in the MC form, but not the SP form,
allowing for the reversible inhibition of protein functions (Sakata
et al., 2005a; Specht et al., 2009), as in Fig. 16. Alternatively, if the
quantum yields of NitroBIPS transitions can be biased due to
changing dipolar interactions resulting from protein binding or
structural reconfigurations then biological processes could directly
influence computations via changes to register values or logic gate
operation.

As an additional example, a small unilamellar vesicle (SUV)
composed of single chain lipids can have a spiropyran introduced
at the hydrophobic tail (Ohya et al., 1998). Spiropyrans bound in
this way preserve the hydrophilic–hydrophobic–hydrophilic bi-
layer formation of an SUV when in the SP form. However, upon
irradiation with UV light, the spiropyrans change form to the MC
form. MC-form molecules bound to lipids are hydrophilic and
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Fig. 17. A hypothetical spiropyran forms a liposome logic gate. This gate has a
thermal input and two optical inputs, one each for colouration and decolouration,
forming a three-input logic gate (A OR B) AND (NOT C). Raising the temperature or
applying a colouration stimulus causes the release of the contents of the liposome
(representing a True output). However, both processes would be inhibited by the
presence of decolouration stimulus (False output).

[(Fig._18)TD$FIG]

Fig. 18. The creation of a biologically-compatible logic circuit with a complex combinati
switches, sensitive to light (in L1), pH (in L2) and chemicals (M1) are used to control the bin
causing positive thermalmoderation (T). L1 is photosensitivewith a lowquantumyield. Tw
L2 is pH sensitive; the presence of acid is a negative stimulus. Positive thermal moderatio
Positive thermal moderationmeansM1 is open and inhibits P1 binding to the ligand by bl
This represents a (A AND B) NOR (NOT D) circuit.
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disrupt the bi-layer. This perturbation causes the release of the
contents of the SUV into the surrounding environment, but
crucially does not cause the complete breakdown of the liposome.
The release of internal contents can hence be controlled using
optical stimulation to increase or decrease the permeability of the
membrane. This mechanism could be utilised in two ways; in a
manner similar to photochromic registers, where the ‘value’ now
corresponds to permeability of the liposome; or in a manner
similar to logic gates, where a combination of input stimuli
determine the permeability. This latter option is particularly useful
if the molecular switch can be coupled to a biological signalling
pathway and act as an input to the gate; see Fig. 17 for an example.
Both mechanisms could allow for the targeted release of drugs e.g.
chemotherapeutic agents where the drugs are cytotoxic. Targeted
drug delivery using liposomes has already been shown (Gabizon
et al., 2004), but the combination of liposomal logic (Smaldon et al.,
2009, 2010) and external influence via photochromic logic gates
and registers could offer more complex targeting and condition
reactive options.

All examples shown here require external illumination and
fluorescence detection; however as the form of the spiropyran
on of molecular switches bound to liposomes and proteins. Hypothetical molecular
ding of protein P1 and a ligand. The temperature of the system also affects the circuit,
o positive optical inputs A and B are required for C1 to leak inmeaningful quantities.

n allows ameaningful amount of C2 to leak, but D will inhibit this. M1 is bound to P1.
ocking the active site. If either C1 or C2 are present, M1 folds and the ligand can bind.
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molecule bound to an internal cellular process can alter that
process, some reduction in reliance on external hardware could be
achieved. Despite this, it is unlikely that photochromic computa-
tion could operate independent of external control, nor as a
substitute for general-purpose computing ex vivo due to the slow
speed of colouration/decolouration reactions and the noise in
fluorescence readings. It is more likely that photochromic
computation would be used as an input/output method to
interface with biological processes or other molecular implemen-
tations of logic gates, allowing for the creation of complex
biologically compatible logic circuits e.g. Fig. 18.

In summary, we have demonstrated that universal computation
can be implemented, using photochromic molecular switches, in
the form of Turing machines and elementary cellular automata.
Furthermore these photochromic computational devices can be
dynamically repurposed without invasive reconfiguration and
have great potential for embedding within biological systems.
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