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Abstract

The Petrov solution (for Λ = 0) and the Kaigorodov-Ozsváth solution (for Λ < 0) provide

examples of vacuum solutions of the Einstein equations with simply-transitive isometry groups.

We calculate the boundary stress-tensor for the Kaigorodov-Ozsváth solution in the context of

the adS/CFT correspondence. By giving a matrix representation of the Killing algebra of the

Petrov solution, we determine left-invariant one-forms on the group. The algebra is shown to

admit a two-parameter family of linear deformations a special case of which gives the algebra

of the Kaigorodov-Ozsváth solution. By applying the method of non-linear realisations to both

algebras, we obtain a Lagrangian of Finsler type from the general first-order action in both cases.

Interpreting the Petrov solution as the exterior solution of a rigidly rotating dust cylinder, we

discuss the question of creation of CTCs by spinning up such a cylinder. We show geodesic

completeness of the Petrov and Kaigorodov-Ozsváth solutions and determine the behaviour of

geodesics in these spacetimes. The holonomy groups were shown to be given by the Lorentz

group in both cases.
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1 Introduction

Among the wide range of known exact solutions to Einstein’s field equations (the most compre-

hensive source is [1]), there are some with particularly interesting symmetry properties. In this

paper we will concentrate on homogeneous spacetimes, which by definition admit a transitive group

of motions; a group of motions (or isometry group) is a continuous (Lie) group of transformations

preserving the metric of a given spacetime. Its generators are the Killing vector fields ξA which

satisfy

(LξAg)ab = 0 ⇔ (ξA)a;b + (ξA)b;a = 0. (1.1)

That a group acts transitively means that the orbits under the group action are equal to the

manifold itself, i.e. for any two given points p and q there is a transformation which maps p to q.

If this transformation is unique, the action is said to be simply transitive, otherwise it is multiply

transitive; for a multiply transitive group action there exists for any given point a subgroup which

leaves this point invariant, which is called the stabilizer subgroup (or little group) of that point.

After choice of an “origin” one may identify each spacetime point with all elements of G that map

the origin to this point. Stabilizer groups of different points are different but isomorphic, and hence

one can identify the homogeneous space with the coset G/K, where G is the group of motions and

K the stabilizer.

Elementary examples are provided by n-spheres with isometry group SO(n + 1) and stabilizer

SO(n),

Sn ∼= SO(n+ 1)/SO(n), (1.2)

and by Minkowski space M
n

M
n ∼= E(n − 1, 1)/SO(n − 1, 1), (1.3)
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where E(n− 1, 1) is the Poincaré group.

The existence of such a transitive group of motions allows one to use group theoretic methods to

analyse the structure of the manifold.

In the particularly simple case of a simply transitive group of motions, the stabilizers are triv-

ial and hence there is a one-to-one correspondence between spacetime points and elements of the

group of motions. Therefore the spacetime is not only a manifold but also a Lie group. One ex-

ample, and in fact the only example among vacuum solutions without a cosmological constant, is

provided by the Petrov solution which will be analysed in this paper.

Our motivation to study homogeneous spacetimes comes from the method of non-linear realisations,

where one looks for a general prescription to write down an action on a spacetime, interpreted as

a coset X = G/K, that respects the given symmetry. It should be invariant under the action of a

subgroup H ⊂ K and transform in a “covariant” fashion under the action of G. One usually starts

by considering left-invariant one-forms on the group G, then writes down an action from these and

removes Lagrange multipliers from the action. We will give examples for this method when it is

discussed in Section 3.

Since one only needs to specify the groups G and K, the method promises to be very generally

applicable and may be of interest in the development of theories beyond M-theory.

The general theory of non-linear realisations applied to internal symmetries was introduced in [2].

We will present the Petrov solution with a possible physical interpretation as the exterior solu-

tion of an infinite rigidly rotating cylinder in Section 2, and also a related vacuum solution with

negative cosmological constant which we will refer to as the Kaigorodov-Ozsváth solution. For the

latter we compute the stress-energy tensor of the boundary theory in the context of the adS/CFT

correspondence from an expansion near the conformal boundary. The starting point of the analysis

in Section 3 will be the isometry group of the Petrov spacetime and its Lie algebra. We will give a

matrix representation of the group and the algebra and use it to construct left-invariant one-forms

on the group. This gives the form of a general first-order action. Eliminating the non-dynamical

variable from this action will give a Lagrangian of Finsler type, although we can not give an explicit

form.

Since the isometry group is the basic object of interest here, we will then look for extensions of the

Petrov solution by looking at deformations of the Lie algebra in Section 4. One of these deforma-

tions leads to the Killing algebra of the Kaigorodov-Ozsváth solution. When discussing non-linear

realisations for this case we will eliminate the non-dynamical variable and give an explicit form for

the resulting Lagrangian which again is of Finsler type.

The Petrov solution contains closed timelike curves (CTCs), and in the context of possible causality

violation by CTCs a central question is whether these can be created by some process in a spacetime

which did not exhibit CTCs initially. Hawking formulated the chronology protection conjecture

which asserts that the appearance of CTCs is forbidden by the laws of physics [3]. We will analyse

the possible appearance of CTCs by spinning up a rotating cylinder in Section 5.

In a more detailed analysis of the physical properties of the Petrov and Kaigorodov-Ozsváth so-

lutions in Section 6, we will show that they are geodesically complete and we will obtain general
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statements about geodesics in these spacetimes. We calculate the holonomy groups of the space-

times in Section 7. A few conclusions are given in Section 8.

2 Vacuum Solutions With Simply-Transitive Groups of Motions

Λ = 0 - The Petrov Solution

The Petrov solution is introduced in [1] in the following theorem: The only vacuum solution of

Einstein’s equations admitting a simply-transitive four-dimensional maximal group of motions is

given by

k2ds2 = dr2 + e−2rdz2 + er(cos
√
3r(dφ2 − dt2)− 2 sin

√
3r dφ dt), (2.1)

where k is an arbitrary constant, which shall be set equal to one, and we have relabelled the

coordinates compared to [1]. The solution was first given in [4] and also discussed in [5]. It

describes a hyperbolic plane H
2 (the (r, z)-plane) with a timelike two-plane attached to each point.

The isometry group is generated by the Killing vector fields

T ≡ ∂t, Φ ≡ ∂φ, Z ≡ ∂z, R ≡ ∂r + z∂z +
1

2
(
√
3t− φ)∂φ −

1

2
(t+

√
3φ)∂t, (2.2)

which satisfy the algebra

[R,T ] =
1

2
T −

√
3

2
Φ, [R,Φ] =

1

2
Φ +

√
3

2
T, [R,Z] = −Z. (2.3)

The isometry group contains three-dimensional subgroups of Bianchi Types I and V IIh acting in

timelike hypersurfaces, and the solution (2.1) is Petrov type I [1]. The first three Killing vectors

obviously generate translations while the action of the one-parameter subgroup generated by R on

spacetime is given by the integral curves of R, which satisfy

dxa(λ)

dλ
= Ra(x(λ)). (2.4)

These integral curves have the form

xa(λ) =

(

r0 + λ, z0e
λ, φ0e

−λ

2 cos

√
3

2
λ+ t0e

−λ

2 sin

√
3

2
λ,−φ0e−

λ

2 sin

√
3

2
λ+ t0e

−λ

2 cos

√
3

2
λ

)

,

(2.5)

where we label the coordinates by xa = (r, z, φ, t).

The metric components gφφ and gtt become zero at certain values1 of r, but as the determinant of

the metric in (2.1) is always −1, it is possible to extend the coordinates to infinite ranges and the

coordinates (r, z, φ, t) define a global chart. The manifold is also time-orientable, as the vector field

ta = (0, 0, sin
√
3
2 r, cos

√
3
2 r) defines a global arrow of time, though this amounts to t being future-

as well as past-directed at some points.

1these values of r can be shifted by a coordinate transformation φ → αφ+ βt, t → −βφ+ αt and hence have no

coordinate-independent significance
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Bonnor [6] pointed out that the solution can be viewed as a special case of the exterior part

of a Lanczos-van Stockum solution [7, 8] describing an infinite cylinder of rigidly rotating dust.

Since this allows a physical interpretation of (2.1), let us give the general solution for an infinite

rigidly rotating dust cylinder, which, in Weyl-Papapetrou form, is given by [9]

ds2 = H(ρ)(dρ2 + dz̃2) + L(ρ)dχ2 + 2M(ρ) dχ dτ − F (ρ)dτ2, (2.6)

where H, L, M, F are functions of the radial variable ρ containing two parameters a and R,

interpreted as the angular velocity and radius of the cylinder respectively.

The high energy case aR > 1
2 , which contains closed timelike curves (CTCs), is of interest here,

and with the choices R =
√
e and aR = 1 the exterior solution is given by

H(ρ) =
1

ρ2
, L(ρ) = −2

√

e

3
ρ sin

(√
3 log

ρ√
e

)

, M(ρ) =
2√
3
ρ sin

(

π

3
+

√
3 log

ρ√
e

)

, (2.7)

F (ρ) =
2√
3e
ρ sin

(

π

3
−

√
3 log

ρ√
e

)

,

where ρ is a radial coordinate in the exterior of the cylinder and so is restricted to

ρ ≥
√
e, (2.8)

and χ is an angular coordinate and periodically identified with period 2π; τ and z̃ are unconstrained.

Applying the coordinate transformations

z̃ =
√
e z, ρ =

√
e er, χ =

1
4
√
3
√
2e

(√

2 +
√
3φ+

√

2−
√
3t

)

, τ =
1
4
√
3
(φ− t)

to the line element (2.6) indeed gives back (2.1). Hence if we adopt the interpretation of (2.1) as

describing the exterior of a spinning cylinder, we restrict the coordinates to r ≥ 0 and identify
√

2 +
√
3φ+

√

2−
√
3t with

√

2 +
√
3φ+

√

2−
√
3t+ 2π 4

√
3
√
2e.

The general Lanczos-van Stockum solution has three linearly independent Killing vectors ∂χ, ∂τ
and ∂z but a fourth Killing vector is only present in the special case aR = 1 because the algebraic

invariants of the Riemann tensor are independent of ρ just in this case [10].

Let us finally present all non-vanishing Christoffel symbols for the metric (2.1)

Γrzz = e−2r, Γrφt = er

(

1

2
sin

√
3r +

√
3

2
cos

√
3r

)

, Γrφφ = er

(

−1

2
cos

√
3r +

√
3

2
sin

√
3r

)

,

(2.9)

Γrtt = er

(

1

2
cos

√
3r −

√
3

2
sin

√
3r

)

, Γzrz = −1, Γφrφ =
1

2
, Γφrt = −

√
3

2
, Γtrφ =

√
3

2
, Γtrt =

1

2
.
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Λ < 0 - The Kaigorodov-Ozsváth Solution

A solution of the vacuum Einstein equations with negative cosmological constant which has a simply-

transitive four-dimensional group of motions was first given by Kaigorodov [11] and rediscovered

by Ozsváth [12]. It has the line element

ds2 = − 3

Λ
dr2 + e−2r(dz2 + 2 dt dφ) + e4rdφ2 − 2

√
2er dz dφ. (2.10)

This solution was also given in [1] (with misprints, which were corrected in the second edition). It

is Petrov type III and the metric asymptotically (as r → −∞) approaches that of anti-de Sitter

space. Obvious Killing vectors are

Z ≡ ∂z, Φ ≡ ∂φ, T ≡ ∂t, (2.11)

and the metric (2.10) has a further isometry

r → r + λ, z → eλz, φ→ e−2λφ, t→ e4λt (2.12)

which is generated by the fourth Killing vector R ≡ ∂r + z∂z − 2φ∂φ + 4t∂t. The Killing vector

fields satisfy the algebra

[R,Z] = −Z, [R,Φ] = 2Φ, [R,T ] = −4T. (2.13)

No analogous solution for a positive cosmological constant exists [1, 12]. Because of the similarity

to (2.3) one would expect (2.13) to arise as a deformation of (2.3). Physically both algebras describe

the isometries of vacuum solutions of Einstein’s equations, one with Λ < 0 and one with Λ = 0,

and hence one might expect one of them to arise as some limit of the other.

This spacetime is also time-orientable, as the vector field ta = (0,− 1√
2
e3r,−1, 1) defines a global

arrow of time.

We can express (2.10) in coordinates corresponding to Poincaré coordinates on adS (with Λ = −3)

ds2 =
dρ2 + dz2 + dφ2 − dt2

ρ2
− 2ρ dz(dt + dφ) +

1

2
ρ4(dt+ dφ)2. (2.14)

The limit ρ → 0 in Poincaré coordinates corresponds to the timelike boundary I of anti-de Sitter

space. After setting ρ̃ = ρ2 the line element is

ds2 =
dρ̃2

4ρ̃2
+

1

ρ̃

(

dz2 + dφ2 − dt2 − 2ρ̃3/2 dz(dt+ dφ) +
1

2
ρ̃3(dt+ dφ)2

)

, (2.15)

and (2.15) is an expansion of the form

ds2 =
dρ̃2

4ρ̃2
+

1

ρ̃
gijdx

idxj , gij(x, ρ̃) = g
(0)
ij (x) + g

(2)
ij (x)ρ̃+ g

(3)
ij (x)ρ̃3/2 + . . . (2.16)

as given in [13]. The coefficient g
(3)
ij = −2(dz ⊗ (dt+ dφ))ij encodes the stress energy tensor of the

boundary dual theory in the context of the adS/CFT correspondence [13, 14]. It does not satisfy

even the null energy condition on the three-dimensional conformal boundary, since g
(3)
ij n

inj = −2
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for the null vector na = ( ∂∂t +
∂
∂z )

a. This presumably reflects causal pathologies of the bulk space-

time.

A general analysis of stationary cylindrically symmetric Einstein spaces was done in [15]. These

authors assume the Lewis form of the metric, where a cross term dz dφ would be absent. We did

not find it possible to bring (2.10) to the Lewis form. The theorem by Papapetrou [16] that any

solution with two commuting Killing vectors (one timelike, one spacelike with periodic orbits) can

be written in the Lewis form, only applies to solutions of the vacuum Einstein equations without

cosmological term. Hence one cannot make a connection with spaces of the Lewis form as was

possible for the Petrov solution.

3 Left-Invariant Forms and Non-Linear Realisations

For a given homogeneous spacetime, one can consider the Lie algebra of its isometry group, i.e.

the tangent space at the identity element, and construct left-invariant vector fields on the group

by applying the push-forward of the left-translation to elements of the tangent space. The group

structure of the manifold means that there is a global frame field of left-invariant vector fields

(under the action of the group on itself).

In case of a matrix Lie group one conveniently uses the Maurer-Cartan one-form to obtain a basis

of left-invariant covector fields (one-forms). The Maurer-Cartan form is defined by (Lg denotes

left-translation)

ωg(v) = (Lg−1)∗v = (g−1dg)(v) (3.1)

and by definition of a left-invariant vector field, applying ω to it returns the value of the vector

field at the identity. If {ea} is a basis of the Lie algebra which induces a basis of left-invariant

vector fields, and {λa} is a dual basis of left-invariant one-forms, the Maurer-Cartan form can, by

this reasoning, be written as

ωg = g−1dg = eaλ
a. (3.2)

Direct computation of g−1dg in a matrix representation gives a basis of left-invariant one-forms.

From a basis of left-invariant one-forms, one can construct general actions on a spacetime X = G/K,

where H ⊂ K is the stabilizer of a point, using non-linear realisations. A first order action has the

general form

S =

∫

(αiλ
i), (3.3)

where αi are constants. The method was successfully applied to the construction of brane and

superbrane actions in [17], where one uses

G = E(n − 1, 1), K = SO(n− 1, 1), H = SO(p, 1)× SO(n− 1− p)

for a p-brane, where H consists of unbroken Lorentz rotations. The case p = 0 will yield a point-

particle action.
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As an explicit example, consider the group SU(2) parametrised by Euler angles (ϕ, ϑ, ψ)

g = eψDzeϑDxeϕDz

where Dz and Dx generate rotations about the z- and x-axis, respectively2. We are looking for

non-linear realisations with G = SU(2) and H = K = id. By calculating the Maurer-Cartan form

one obtains the left-invariant forms

λ1 = cosϕdϑ + sinϑ sinϕdψ, λ2 = sinϕdϑ − sinϑ cosϕdψ, λ3 = dϕ+ cos ϑ dψ. (3.4)

A general action is then given by (here a dot denotes a derivative with respect to λ)

S =

∫

dλ
{

α1(cosϕϑ̇+ sinϑ sinϕψ̇) + α2(sinϕϑ̇− sinϑ cosϕψ̇) + α3(ϕ̇+ cosϑψ̇)
}

. (3.5)

Since α3ϕ̇ is a total derivative, it can be removed from the action. Then the field ϕ is non-dynamical

and can be removed using

0 =
∂L
∂ϕ

= sinϕ(−α1ϑ̇+ α2 sinϑψ̇) + cosϕ(α1 sinϑψ̇ + α2ϑ̇) ⇒ tanϕ =
α1 sinϑψ̇ + α2ϑ̇

α1ϑ̇− α2 sinϑψ̇
. (3.6)

The action becomes

S =

∫

dλ
±(α1ϑ̇− α2 sinϑψ̇)

2 ± (α2ϑ̇+ α1 sinϑψ̇)
2

√

(α2
1 + α2

2)ϑ̇
2 + (α2

1 + α2
2) sin

2 ϑψ̇2
+ α3 cos ϑψ̇, (3.7)

and by choosing the positive signs

S =

∫

dλ
√

(α2
1 + α2

2)

√

ϑ̇2 + sin2 ϑψ̇2 + α3 cos ϑψ̇. (3.8)

This action describes the motion of a point-particle on S2 = SU(2)/U(1) with a magnetic moment,

in the field of a magnetic monopole.3

Application to the Petrov Spacetime

Since the action of the elements of the group manifold on itself has already been described in the

introductory section, we can write down a matrix representation of this group of motions, with a

general element given by

g =















1 0 0 0 r

0 er 0 0 z

0 0 e−
r

2 cos(
√
3
2 r) e−

r

2 sin(
√
3
2 r) φ

0 0 −e− r

2 sin(
√
3
2 r) e−

r

2 cos(
√
3
2 r) t

0 0 0 0 1















. (3.9)

2Since the Lie algebras of SO(3) and SU(2) are identical, we think of these as generating rotations in three real

dimensions.
3We owe this example to Joaquim Gomis.
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The group is generated by

Z =















0 0 0 0 0

0 0 0 0 1

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0















, Φ =















0 0 0 0 0

0 0 0 0 0

0 0 0 0 1

0 0 0 0 0

0 0 0 0 0















, (3.10)

T =















0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 1

0 0 0 0 0















, R =















0 0 0 0 1

0 1 0 0 0

0 0 −1
2

√
3
2 0

0 0 −
√
3
2 −1

2 0

0 0 0 0 0















,

so that g = ezZ+φΦ+tT erR and (r, z, φ, t) are coordinates on the group. The generators satisfy the

algebra

[R,T ] = −1

2
T +

√
3

2
Φ, [R,Φ] = −1

2
Φ−

√
3

2
T, [R,Z] = Z. (3.11)

This differs from the Killing algebra (2.3) by the usual overall minus sign coming from the fact that

right-invariant vector fields generate left actions and vice versa.

The matrix representation (3.9) gives the group multiplication law

(r, z, φ, t) · (r′, z′, φ′, t′) =
(

r + r′, z + erz′, φ+ e−
r

2 (t′s+ φ′c), t+ e−
r

2 (t′c− φ′s)
)

, (3.12)

where s ≡ sin
√
3
2 r, c ≡ cos

√
3
2 r. The Maurer-Cartan form is

g−1dg = e−rR(Zdz +Φdφ+ Tdt)erR + drR = Rdr + (3.13)

e−rZdz + e
r

2

(

cos

(√
3

2
r

)

Φ+ sin

(√
3

2
r

)

T

)

dφ+ e
r

2

(

− sin

(√
3

2
r

)

Φ+ cos

(√
3

2
r

)

T

)

dt

which gives the desired basis of left-invariant one-forms:

λ1 = dr, λ2 = e−r dz, (3.14)

λ3 = e
r

2

(

cos

(√
3

2
r

)

dφ− sin

(√
3

2
r

)

dt

)

, λ4 = e
r

2

(

sin

(√
3

2
r

)

dφ+ cos

(√
3

2
r

)

dt

)

.

We obtain a left-invariant metric on the group

ds2 = ηµνλ
µ ⊗ λν = dr2 + e−2rdz2 + er

(

cos(
√
3r)(dφ2 − dt2)− 2 sin(

√
3r)dφ dt

)

with η = diag(1, 1, 1,−1), which is the same as (2.1) and shows that our chosen coordinates agree

with the initial Petrov coordinates. We see how to recover a metric on a group manifold; note that

one could obtain this metric by just starting from the algebra (2.3).

A general (first-order) action would have the form

S =

∫

dλ

[

αṙ + βe−rż + γe
r

2

(

cos

(√
3

2
r

)

φ̇− sin

(√
3

2
r

)

ṫ

)

(3.15)
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+δe
r

2

(

sin

(√
3

2
r

)

φ̇+ cos

(√
3

2
r

)

ṫ

)]

Since αṙ is a total derivative, an action without this term is equivalent to the given one. Then the

Lagrangian will not contain ṙ and hence r is a non-dynamical field corresponding to a Lagrange

multiplier. Removing it from the action will lead to an action on a torus T 3. However,

0 =
∂L
∂r

= −βe−rż + e
r

2 cos

(√
3

2
r

)

(

1

2
(γ +

√
3δ)φ̇ +

1

2
(δ −

√
3γ)ṫ

)

(3.16)

+e
r

2 sin

(√
3

2
r

)

(

1

2
(δ −

√
3γ)φ̇− 1

2
(γ +

√
3δ)ṫ

)

can not be solved algebraically for r and hence we are not able to give an explicit form of the

action without r. But although we have been unable to find an explicit Lagrangian depending

only on ż, φ̇, ṫ by eliminating r, we can see that the result must be homogeneous of degree one

(but highly non-linear) in ż, φ̇ and ṫ. This is because (3.16) is unchanged under the rescaling

(ż, φ̇, ṫ) → (λż, λφ̇, λṫ) with λ 6= 0. As a consequence r is a homogeneous function of degree zero in

(ż, φ̇, ṫ). It follows that if we now substitute r = r(ż, φ̇, ṫ) into (3.15) the result will be homogeneous

of degree one in (ż, φ̇, ṫ). The resulting Lagrangian is of course highly non-linear but it is of Finsler

type.

It is striking that in this case, as in that discussed in [19], that the method of non-linear realisations

leads to a Lagrangian of Finsler type.

The difficulties encountered here suggest that the method of non-linear realisations in general

does not always give an explicit implementation of arbitrary given isometries.

4 Deformations of Lie Algebras

A mathematical operation of interest in the context of Lie algebras is the deformation of a given

Lie algebra [18]. One can describe the action of the Lie bracket on the Lie algebra (with basis {ea})
by structure constants Ca

c
b, defined by

[ea, eb] = Ca
c
bec.

Then consider the algebraic manifold formed by the set of the possible collections of structure

constants of the Lie algebra and view a deformation of the Lie algebra as a curve in this manifold:

Ĉa
c
b(t) = Ca

c
b + tAa

c
b + t2Ba

c
b + . . .

The manifold is defined by the Jacobi equation, which in terms of the structure constants means

that for each t

Ĉd
e
[a(t)Ĉb

d
c](t) = 0, (4.1)

which at linear order leads to the requirement

Cd
e
[aAb

d
c] +Ad

e
[aCb

d
c] = 0. (4.2)
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A linear deformation only gives rises to a deformation if it is integrable, if the requirement (4.1)

can be satisfied at each order in t.

A deformation corresponding to a change of basis, i.e. a linear map S acting on the Lie algebra,

such that [a, b]∗ = S[S−1a, S−1b], for instance, will be regarded as trivial. In this case the structure

constants will change according to

Ĉa
b
c(t) = SbeCd

e
f (S

−1)da(S
−1)f c. (4.3)

Expanding Sab(t) = δab + tMa
b + . . ., this means that to first order a trivial deformation can be

written as

Aa
b
c =M b

eCa
e
c − Ce

b
cM

e
a −Ca

b
eM

e
c. (4.4)

The requirements (4.2) and (4.4) can be rephrased in the language of differential forms [19]; a

basis {λa} of left-invariant one-forms for the original algebra satisfies dλa = −1
2Cb

a
cλ
b ∧ λc; define

Ma =Ma
bλ
b and Aa = 1

2Ab
a
cλ
b ∧ λc to be vector-valued one- and two-forms and Cab = Cc

a
bλ
c to

be a matrix-valued one-form. Then (4.2) and (4.4) can be rewritten as

DA = 0, A 6= DM, where D = d+ C ∧ .

Therefore one can determine all general deformations of a given algebra by using cohomology theory

[20]. We will restrict ourselves to linear deformations.

Deformations of the Petrov Killing Algebra

We examine possible deformations of the four-dimensional Lie algebra. Equations (4.2) give the

following conditions on linear deformations:

0 = Az
r
φ +

√
3At

r
z = Az

r
t −

√
3Aφ

r
z = Aφ

r
t; (4.5)

0 = 2Aφ
r
r +Aφ

z
z +

√
3At

z
z = −

√
3Aφ

z
z + 2At

r
r +At

z
z = Aφ

z
t = Aφ

r
t;

0 = Ar
r
z + 2Aφ

φ
z +

√
3Az

t
φ −

√
3At

φ
z =

√
3Ar

r
z + 2Az

φ
t −

√
3Az

t
t −

√
3Aφ

φ
z

=
√
3Ar

r
φ +At

φ
φ −

√
3Aφ

t
t −At

r
r =

√
3Az

r
φ −At

r
z;

0 =
√
3Ar

r
z −

√
3Az

φ
φ − 2Az

t
φ −

√
3At

t
z = Ar

r
z −

√
3Az

φ
t + 2At

t
z +

√
3Aφ

t
z

= Ar
r
φ −

√
3Aφ

φ
t +

√
3At

r
r −At

t
φ = Az

r
φ +

√
3At

r
z.

These constraints for Aa
c
b reduce the number of free parameters from 24 to twelve. We list the

most general deformation parameters satisfying (4.5) in a table:

c = r c = z c = φ c = t

Ar
c
z 2C x1 x2 x3

Ar
c
φ −

√
3A−B x4 x5 x6

Ar
c
t −A+

√
3B x7 x8 x9

Az
c
φ 0 2B C

√
3C

Az
c
t 0 2A −

√
3C C

Aφ
c
t 0 0 −

√
3B −A B −

√
3A
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The parameters x1, x2, . . . , x9, A,B and C can be arbitrary real constants. We need to investi-

gate which of these correspond to trivial deformations. The conditions (4.4) mean that trivial

deformations can be written as

Ar
r
z = −M r

z, Ar
z
z = −M r

r, Ar
φ
z = −3

2
Mφ

z +

√
3

2
M t

z, Ar
t
z = −

√
3

2
Mφ

z −
3

2
M t

z. (4.6)

The parameters C, x1, x2 and x3 correspond to trivial deformations and can be set to zero by a

change of basis. Furthermore,

Ar
r
φ =

1

2
M r

φ +

√
3

2
M r

t, Ar
r
t = −

√
3

2
M r

φ +
1

2
M r

t, Az
z
φ = −M r

φ, Az
z
t = −M r

t (4.7)

etc., so that we can set A = B = 0,

Ar
z
φ =

3

2
Mz

φ+

√
3

2
Mz

t, Ar
φ
φ = −1

2
M r

r+

√
3

2
Mφ

t+

√
3

2
M t

φ, Ar
t
φ = −

√
3

2
M r

r−
√
3

2
Mφ

φ+

√
3

2
M t

t,

(4.8)

so that we can set x4 = x5 = x6 = 0,

Ar
z
t =

3

2
Mz

t−
√
3

2
Mz

φ, Ar
φ
t =

√
3

2
M r

r−
√
3

2
Mφ

φ+

√
3

2
M t

t, Ar
t
t = −1

2
M r

r−
√
3

2
Mφ

t−
√
3

2
M t

φ,

(4.9)

so that we can set x7 = 0, but must treat x8 and x9 as nontrivial perturbations. After a relabelling

of these parameters, the modified Lie algebra is now

[R,T ] = −aT − bΦ, [R,Φ] = −1

2
Φ−

√
3

2
T, [R,Z] = Z. (4.10)

These relations satisfy the full Jacobi identities and so the linear deformation indeed defines a

deformation of the Lie algebra. We may modify the matrix representation by setting

R =















0 0 0 0 1

0 1 0 0 0

0 0 −1
2 −b 0

0 0 −
√
3
2 −a 0

0 0 0 0 0















. (4.11)

In the case where a 6= 1
2 , one can always find a linear transformation of the basis vectors Φ and T

such that the algebra takes the more symmetric form

[R,T ] = a′T + b′Φ, [R,Φ] = a′Φ± b′T, [R,Z] = Z, (4.12)

with ± depending on the value of b in the original deformation. This means that there are three

distinct cases:

First case: Positive sign. Then a matrix representation of R is

R =















0 0 0 0 1

0 1 0 0 0

0 0 a′ b′ 0

0 0 b′ a′ 0

0 0 0 0 0















(4.13)
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and a general group element looks like

g = ezZ+φΦ+tT erR =















1 0 0 0 r

0 er 0 0 z

0 0 ea
′r cosh(b′r) ea

′r sinh(b′r) φ

0 0 ea
′r sinh(b′r) ea

′r cosh(b′r) t

0 0 0 0 1















. (4.14)

The Maurer-Cartan form is

g−1dg = Z e−rdz +Φ(e−ar(cosh(b′r)dφ− sinh(b′r)dt) + T (e−ar(cosh(b′r)dt− sinh(b′r)dφ) +Rdr

(4.15)

and a left-invariant metric will be given by

ds2 = ηµνλ
µ ⊗ λν = dr2 + e−2rdz2 + e−2a′r(dφ2 − dt2).

The special case a′ = 1, b′ = 3 gives the algebra of the Kaigorodov-Ozsváth solution (2.10), as can

be seen by setting Φ′ = Φ− T and T ′ = Φ+ T , which amounts to

[R,Φ] = Φ + 3T, [R,T ] = 3Φ + T ⇒ [R,Φ′] = −2Φ′, [R,T ′] = 4T ′, (4.16)

which is just the sign-reversed version of (2.13). One can recover the metric (2.10) by choosing the

symmetric matrix

hµν =









− 3
Λ 0 0 0

0 1 −
√
2

√
2

0 −
√
2 −1 −1

0
√
2 −1 3









(4.17)

and computing the left-invariant metric

hµνλ
µ ⊗ λν = − 3

Λ
dr2 + e−2rdz2 − 2e−2r(dφ2 − dt2) + e4r(dφ− dt)2 − 2

√
2erdz(dφ − dt), (4.18)

which after the coordinate transformations φ − t = φ′ and −φ − t = t′ reduces to (2.10). Since

the matrix (4.17) has one negative and three positive eigenvalues, there exists a (vierbein) basis of

left-invariant one-forms σµ such that ηµνσ
µ ⊗ σν gives the metric (2.10).

A general first-order action on the Kaigorodov-Ozsváth spacetime would have the form

S =

∫

dλ
[

αṙ + e−r
(

βż + γ
(

cosh(3r) φ̇− sinh(3r) ṫ
)

+ δ
(

− sinh(3r) φ̇+ cosh(3r) ṫ
))]

. (4.19)

As before, r is a non-dynamical field corresponding to a Lagrange multiplier. One could remove it

from the action by solving

0 =
∂L
∂r

= −e−r
(

βż + cosh(3r)((γ + 3δ)φ̇ + (δ + 3γ)ṫ)− sinh(3r)((γ + 3δ)ṫ + (δ + 3γ)φ̇)
)

(4.20)

for r, which can in this case be done explicitly; we obtain

r =
1

3
log





βż +

√

β2ż2 + 8(φ̇2 − ṫ2)(γ2 − δ2)

2(φ̇ − ṫ)(γ − δ)



 (4.21)
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and hence the action (4.19) becomes

S =

∫

dλ





2(φ̇− ṫ)(γ − δ)

βż +
√

β2ż2 + 8(φ̇2 − ṫ2)(γ2 − δ2)





1/3
{

5

4
βż +

1

4

√

β2ż2 + 8(φ̇2 − ṫ2)(γ2 − δ2)

(4.22)

+
(φ̇− ṫ)(γ − δ)

βż +
√

β2ż2 + 8(φ̇2 − ṫ2)(γ2 − δ2)







.

This action is still homogeneous of degree one since the expression for r is homogeneous of degree

zero; again we obtain a Lagrangian of Finsler type, just as in the case of the Petrov spacetime.

Since this new action, just as the original one, does not depend on z, φ or t, the associated conjugate

momenta are conserved quantities and the theory is integrable.

Second case: Negative sign.

R =















0 0 0 0 1

0 1 0 0 0

0 0 a′ b′ 0

0 0 −b′ a′ 0

0 0 0 0 0















, g = ezZ+φΦ+tT erR =















1 0 0 0 r

0 er 0 0 z

0 0 ea
′r cos(b′r) ea

′r sin(b′r) φ

0 0 −ea′r sin(b′r) ea
′r cos(b′r) t

0 0 0 0 1















.

(4.23)

The Maurer-Cartan form is

g−1dg = Z e−rdz+Φ(e−ar(cos(b′r)dφ− sin(b′r)dt)+T (e−ar(cos(b′r)dt+sin(b′r)dφ) +Rdr (4.24)

and a left-invariant metric will be given by

ds2 = ηµνλ
µ ⊗ λν = dr2 + e−2rdz2 + e−2a′r(cos(2b′r)(dφ2 − dt2)− 2 sin(2b′r)dφ dt). (4.25)

The original Petrov algebra is of course the special case a′ = −1
2 , b

′ =
√
3
2 .

For the metric (4.25) the Ricci tensor has non-vanishing components

Rrr = −1− 2a′2 + 2b′2, Rzz = −(1 + 2a′)e−2r, Rφφ = −(1 + 2a′)e−2a′r(a′ cos(2b′r) + b′ sin(2b′r)),

Rφt = (1 + 2a′)e−2a′r(a′ sin(2b′r)− b′ cos(2b′r)), Rtt = (1 + 2a′)e−2a′r(a′ cos(2b′r) + b′ sin(2b′r)).

The manifold is an Einstein manifold only if a′ = −1
2 and b′ = ±

√
3
2 (Λ = 0) or a′ = 1 and

b′ = 0 (Λ = −3, anti-de Sitter space). In the general case the energy-momentum tensor defined

by Tab = 1
8πGGab does not satisfy the weak energy condition; without loss of generality assume

sin(
√
3r) = 0 and cos(

√
3r) = 1 and choose a timelike vector ta = (0, 0, t3, t4) (t

2
4 ≥ t23), then

Gabt
atb = (1 + a′ + a′2 − b′2)(t23 − t24)− 2(1 + 2a′)b′t3t4 (4.26)

can be made arbitrarily negative by letting t3, t4 → ±∞ while keeping t24 − t23 small and positive,

unless a′ = −1
2 and b′2 ≥ 3

4 . In the case a′ = −1
2 and b′2 ≥ 3

4 , the Einstein tensor can be written as

Gab = −λgab + 2λuaub, λ ≡ b′2 − 3

4
≥ 0, ua = (1, 0, 0, 0), uau

a = 1. (4.27)
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This would resemble the energy-momentum tensor of a perfect fluid for a timelike vector ua, but

here ua is spacelike. Hence we can not give an obvious physical interpretation to this spacetime.

The Einstein tensor defined by (4.27) satisfies the dominant energy condition as 2trvr − tava ≥ 0

for any timelike and future-directed t, v. These statements are independent of the choice of the

arrow of time, i.e. hold for both t4 < 0 or t4 > 0.

Third case: a = 1
2 . Let us introduce a new parameter c, so that

[R,T ] = −1

2
T − 2√

3
c2Φ, [R,Φ] = −1

2
Φ−

√
3

2
T, [R,Z] = Z (4.28)

for positive b which gives

R =















0 0 0 0 1

0 1 0 0 0

0 0 −1
2 −2c2√

3
0

0 0 −
√
3
2 −1

2 0

0 0 0 0 0















and a general group element looks like

g = ezZ+φΦ+tT erR =















1 0 0 0 r

0 er 0 0 z

0 0 e−
r

2 cosh(cr) − 2c√
3
e−

r

2 sinh(cr) φ

0 0 −
√
3

2c e
− r

2 sinh(cr) e−
r

2 cosh(cr) t

0 0 0 0 1















. (4.29)

The Maurer-Cartan form is

g−1dg = Rdr+Z e−r dz+Φ

(

e
r

2 cosh(cr)dφ+
2c√
3
e

r

2 sinh(cr)dt

)

+T

(

e
r

2 cosh(cr)dt+

√
3

2c
e

r

2 sinh(cr)dφ

)

.

(4.30)

In the limit c→ 0 or b→ 0 this becomes

g−1dg = Rdr + Z e−r dz +Φ e
r

2 dφ+ T

(

e
r

2 dt+

√
3

2
e

r

2 r dφ

)

. (4.31)

The only remaining case, namely negative b, is

[R,T ] = −1

2
T +

2√
3
c2Φ, [R,Φ] = −1

2
Φ−

√
3

2
T, [R,Z] = −Z, (4.32)

which turns the hyperbolic into trigonometric functions.

If c 6= 0 one can rescale the coordinate t (for instance) and recover the same left-invariant forms as

before, hence this does not give anything new. In the case c = 0 a left-invariant metric is given by

ds2 = dr2 + e−2rdz2 + er
((

1− 3

4
r2
)

dφ2 −
√
3r dφ dt− dt2

)

. (4.33)

The Einstein tensor for this metric can be written as

Gab =
3

16
gab +

3

8

(

diag
(

−2, e−2r, 2er, 0
))

ab
. (4.34)

This does not satisfy the weak energy condition as Gabt
atb = − 3

16(3+e
r) < 0 for the timelike vector

ta = (1, 0, 0, 1).
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5 Spinning Cylinders

In the case of an infinite rigidly rotating dust cylinder one could imagine trying to speed up this

cylinder by shooting in particles with some angular momentum which enter the interior region on

causal curves and increase the angular velocity a, so as to reach and surpass the critical value

aR = 1
2 above which CTCs appear. We will show that this is not possible.

The interior part of the general van Stockum solution

ds2 = H(ρ)(dρ2 + dz2) + L(ρ)dφ2 + 2M(ρ)dφ dt − F (ρ)dt2, (5.1)

describing the region ρ < R is given by [9]

H = exp(−a2ρ2), L = ρ2(1− a2ρ2), M = aρ2, F = 1. (5.2)

As there are closed timelike curves for ρ > 1
a we require aR ≤ 1. The exterior solution is for a < 1

2 ,

from now on setting R = 1 for simplicity which is no loss of generality,

H = e−a
2

ρ−2a2 , L =
ρ sinh(3ǫ+ θ)

2 sinh 2ǫ cosh ǫ
, M =

ρ sinh(ǫ+ θ)

sinh 2ǫ
, F =

ρ sinh(ǫ− θ)

sinh ǫ
(5.3)

where θ(ρ) =
√
1− 4a2 log ρ and ǫ =Artanh

√
1− 4a2. Note that always −FL−M2 = −ρ2 and so

the metric has the right signature for all ρ (this of course is also true as a→ 1
2). The point-particle

Lagrangian is (a dot denotes differentiation with respect to an affine parameter λ)

L = gij ẋ
iẋj = H(ρ̇2 + ż2) + Lφ̇2 + 2Mφ̇ṫ− F ṫ2, (5.4)

and since the Lagrangian does not depend on z, φ and t there are three conserved quantities

associated with geodesics:

P ≡ Hż, J ≡ Lφ̇+Mṫ, E ≡ F ṫ−Mφ̇.

The Lagrangian for timelike or null geodesics becomes

L = Hρ̇2 +
P 2

H
+

1

ρ2
(

FJ2 − 2MEJ − LE2
)

= −m2 ≤ 0 (5.5)

and we obtain the radial equation

(

dρ

dλ

)2

=
L

Hρ2

(

−ρ
2m2

L
− ρ2P 2

HL
+ E2 +

2M

L
EJ − F

L
J2

)

=
L

Hρ2
(E − V +

eff (ρ))(E − V −
eff (ρ)),

(5.6)

where we have introduced an effective potential

V ±
eff (ρ) =

M(ρ)

L(ρ)
J ± ρ

√

1

L(ρ)

(

m2 +
P 2

H(ρ)
+

J2

L(ρ)

)

. (5.7)

This is well-defined for all ρ as H, L, M all remain positive for all ρ. A particle falling in on a

geodesic can enter the cylinder if

E > V +
eff (1) =

a

1− a2
J +

√

1

1− a2

(

m2 + P 2ea
2

+
J2

1− a2

)

≥ a+ 1

1− a2
J =

1

1− a
J. (5.8)
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Any particle entering the cylinder on a geodesic must have J
E < 1 − a. In the limit a → 0 the

conserved quantities J and E clearly describe angular momentum and energy per mass. We can

identify the ratio J
E with the angular velocity of an infalling particle at R = 1.

If we are considering accelerated observers, equation (5.5) still holds, but P, E and J will no longer

be conserved quantities. However, only the local values of these quantities at R = 1 will decide

about whether or not a particle will be able to enter the interior region of the cylinder.

This means that the above considerations also hold for accelerated observers and as any parti-

cle entering the cylinder must have J
E < 1

2 for a = 1
2 , one cannot speed up the cylinder beyond

a = 1
2 using particles on timelike or null curves.

6 Geodesics

6.1 Geodesic Completeness

We ask whether the Petrov spacetime, with the radial coordinate r extended to take arbitrary

values, is geodesically complete, i.e. whether all timelike and null geodesics can be extended to

infinite values of the affine parameter. First we give an example that this need not be possible

on a group manifold: Remove the null hyperplane z = t from Minkowski space and consider the

half-space z > t, denoted byM−. It is clearly geodesically incomplete. Null translations and boosts

(z, t) → (z + c, t+ c); (t+ z, t− z) →
(

λ(t+ z),
1

λ
(t− z)

)

(6.1)

act on M−, and together with translations (x, y) → (x + a, y + b) they form a four-dimensional

group which acts simply-transitively on M−. For instance, the point (x, y, z, t) = (0, 0, 1, 0) is, by

a null translation and a successive boost, taken to

(0, 0, 1, 0) → (0, 0, 1 + c, c) →
(

0, 0, λc +
1

2
− 1

2λ
, λc+

1

2
+

1

2λ

)

. (6.2)

There is a one-one correspondence between points in M− and group parameters (a, b, λ, c), where

λ > 0. The space M− can be identified with the group G × R
2, where G is the unique two-

dimensional non-Abelian Lie group.

As a second example, introduced in a slightly different context in [21], consider the dilatation group

generated by translations and dilatations

xa → xa + ca, xa → ρxa, (6.3)

where we denote the generators by Pa and D respectively. Parametrising the group elements by

g = ex
aPaeλD, the Maurer-Cartan form is

g−1dg = e−λdxa Pa + dλD (6.4)

and hence a left invariant metric is

ds2 = dλ2 + e−2ληabdx
adxb =

1

ρ2
(dρ2 + ηabdx

adxb), (6.5)
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where ρ = eλ. This is the metric of anti-de Sitter space in five dimensions in Poincaré coordinates,

which is geodesically incomplete as these coordinates cover only a patch of the full spacetime. Hence

geodesic completeness is a non-trivial property of a group manifold.

To show geodesic completeness of the Petrov solution, we need to show that no geodesic reaches

infinity for finite values of the affine parameter. Consider the Lagrangian

L = gabẋ
aẋb, (6.6)

which for the metric (2.1) is

L = ṙ2 + e−2rż2 + er
(

cos
√
3r(φ̇2 − ṫ2)− 2φ̇ṫ sin

√
3r
)

. (6.7)

Evidently, from the Euler-Lagrange equations, there are three conserved quantities because the

Lagrangian does not depend on z, φ or t explicitly, the conjugate momenta

P ≡ e−2r ż, j ≡ er(φ̇ cos
√
3r − ṫ sin

√
3r), E ≡ er(φ̇ sin

√
3r + ṫ cos

√
3r). (6.8)

The Lagrangian now takes the form

L = ṙ2 + e2rP 2 + e−r
(

cos
√
3r(j2 −E2) + 2Ej sin

√
3r
)

, (6.9)

and since the Lagrangian is a conserved quantity in geodesic motion the equation

(

dr

dλ

)2

= e−r(E2 cos
√
3r − 2Ej sin

√
3r − j2 cos

√
3r)− e2rP 2 −m2 (6.10)

is satisfied by any geodesic, wherem2 is positive for timelike, zero for null and negative for spacelike

geodesics. For timelike geodesics (m2 > 0), right-hand side of (6.10) becomes negative for large r,

so that r is bounded and we may extend geodesics infinitely. For null geodesics, ṙ is bounded4. So

for any finite values of the affine parameter, ṙ remains finite and so do ż, φ̇ and ṫ. Hence the Petrov

spacetime is geodesically complete. It will be incomplete if we interpret it as the exterior solution

of a rotating cylinder and cut off the region described by the Petrov solution at some value of r.

By very similar arguments we can show geodesic completeness of the Kaigorodov-Ozsváth solu-

tion with line element (2.14). In this case, the Lagrangian is

L =
1

ρ2

(

ρ̇2 + ż2 + φ̇2 − ṫ2
)

− 2ρ ż(ṫ+ φ̇) +
1

2
ρ4(ṫ+ φ̇)2 (6.11)

and the conserved quantities are

P ≡ 1

ρ2
ż − ρ(ṫ+ φ̇), j ≡ 1

ρ2
φ̇− ρż +

1

2
ρ4(ṫ+ φ̇), E ≡ 1

ρ2
ṫ+ ρż − 1

2
ρ4(ṫ+ φ̇) (6.12)

4If we allow r to take negative values, then for E 6= 0 or j 6= 0 the right-hand side becomes oscillatory for large

negative r, taking positive as well as negative values. Hence both timelike and null geodesics are bounded from below

in r. For E = j = 0 the right-hand side is either constant zero or always negative.
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so that the radial equation is

(

dρ

dλ

)2

= −ρ4(P 2 + j2 −E2)− 2ρ7P (j + E)− 1

2
ρ10(j + E)2 − ρ2m2. (6.13)

The right-hand side becomes negative if m2 > 0 for both ρ → ∞ and ρ → 0, hence all timelike

geodesics are bounded in ρ. For m = 0 the right-hand side is either constant zero or becomes

negative for large r, so null geodesics are bounded from above in ρ. For very small ρ, ρ̇ goes to

zero, so as before ρ̇ is bounded for null geodesics. This shows geodesic completeness. Note that in

the case of anti-de Sitter space (6.13) would be

(

dρ

dλ

)2

= −ρ4(P 2 + j2 − E2)− ρ2m2 (6.14)

and depending on the magnitudes of E, j and P the right-hand side blows up as ρ→ ∞ for some

geodesics, which can reach ρ = ∞ in finite affine parameter distance.

6.2 Analysis of Geodesics

In this subsection we restrict r to be positive for the Petrov solution, in view of the physical

requirement (2.8). Outside of the “horizons” where gφφ = gtt = 0 we can write (6.10) as

(

dr

dλ

)2

= e−r cos
√
3r(E − V +

eff (r))(E − V −
eff (r)), (6.15)

where for j 6= 0

V ±
eff (r) = j

(

tan
√
3r ±

√

1

cos2
√
3r

+
er

j2 cos
√
3r

(e2rP 2 +m2)

)

(6.16)

and for j = 0

V ±
eff (r) = ±

√

er

cos
√
3r

(e2rP 2 +m2). (6.17)

The points where E = V ±
eff (r) determine the turning points of the motion. Near horizons where

the cosine goes to zero, either V −
eff or V +

eff has a single pole, however the other quantity remains

finite as long as j 6= 0. Either a “particle” (E > 0) or an “antiparticle” (E < 0) with some “angular

momentum” j can reach and cross the horizon.

On the horizon, (6.10) becomes

ṙ2 = ±2e−rEj − e2rP 2 −m2 (6.18)

and hence the horizon can be crossed if

E ≥ er

2j
(e2rP 2 +m2) (6.19)

or

E ≤ − e
r

2j
(e2rP 2 +m2), (6.20)
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Figure 1: A plot of the effective potentials versus r with j = 1, P = 0, and m = 1 for the Petrov spacetime.

The gray region is forbidden for this set of parameters.

which is the value of the finite effective potential branch on the horizon. Since E cannot be positive

and negative at the same time, no timelike geodesic can reach (and cross) more than one horizon.

This statement is independent of the choice of coordinates t and φ and hence of the position of the

horizons. When j is very large, a geodesic can cross one and almost reach a second horizon before

coming back. Again it is clear that timelike geodesics are bounded in r.

By looking at the radial equation (6.10) we see that the allowed values of E for geodesic motion lie

between V +
eff and V −

eff if the cosine is negative. The first roots of the cosine are at r ≈ 0.907 and

r ≈ 2.721.

From the radial equation, we can give the general form for a geodesic:

λ− λ0 =

∫

dr
√

e−r(E2 cos
√
3r − 2Ej sin

√
3r − j2 cos

√
3r)− e2rP 2 −m2

, (6.21)

z(λ) = z0 +

∫

dλ e2r(λ)P, φ(λ) = φ0 +

∫

dλ e−r(λ)(j cos
√
3r(λ) +E sin

√
3r(λ)),

t(λ) = t0 +

∫

dλ e−r(λ)(E cos
√
3r(λ)− j sin

√
3r(λ)).

The integral (6.21) can only be solved analytically in special cases. For instance, for P = 0 and

m = 0 (null geodesics) and E = j, E = 0 or j = 0 there is a solution in terms of a Gauss

hypergeometric function 2F1(a, b; c; z). In the extreme case E = j = 0, requiring m2 < 0 and hence

spacelike geodesics, equation (6.21) can be integrated to give (writing m = iM)

r(λ) = log





∣

∣

∣

∣

∣

∣

√

M2(1− tanh2(M(λ− λ0)))

P

∣

∣

∣

∣

∣

∣



 (6.22)
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Figure 2: Parameters modified to j = 4.2, P = 0, and m = 1, and an “antiparticle” crossing a horizon of

the Petrov spacetime.

In the case of the Kaigorodov-Ozsváth solution with line element (2.14) we can write (6.13) as

(

dρ

dλ

)2

=

(

ρ4 − 1

2
ρ10
)

(E − V +
eff (ρ))(E − V −

eff (ρ)), (6.23)

where

V ±
eff (ρ) =

1

1− 1
2ρ

6

[

ρ3P +
1

2
ρ6j ±

√

1

2
ρ6P 2 + 2ρ3Pj + P 2 + j2 +

m2

ρ2
− 1

2
ρ4m2

]

. (6.24)

This expression is ill-defined for ρ = 6
√
2, when gtt = 0. However, one branch of the effective poten-

tial will remain finite and the situation is similar to the Petrov spacetime, except that there is only

a single value of ρ for which gtt = 0. By similar arguments as before, either positive or negative E

is required to cross the “horizon”.

The general form of the geodesic is now given by

λ− λ0 =

∫

dρ

ρ
√

−ρ2(P 2 + j2 − E2)− 2ρ5P (j + E)− 1
2ρ

8(j + E)2 −m2
, (6.25)

z(λ) = z0+

∫

dλ
(

ρ2(λ)P + ρ5(λ)(j + E)
)

, φ(λ) = φ0+

∫

dλ

(

ρ5(λ)P +
1

2
ρ8(λ)(j + E) + ρ2(λ)j

)

,

t(λ) = t0 +

∫

dλ

(

−ρ5(λ)P − 1

2
ρ8(λ)(j +E) + ρ2(λ)E

)

.

Again, the integral (6.25) can only be solved analytically in special cases. One can solve the

integral for the case P = 0, m = 0 to obtain an implicit definition of ρ(λ) which again includes
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Figure 3: Effective potentials versus ρ for the Kaigorodov-Ozsváth spacetime with parameters j = 4.2,

P = 0, and m = 1.

Gauss hypergeometric functions. The case E = j = 0 gives spacelike geodesics of the form (again

m = iM)

ρ(λ) = 2
eM(λ+λ0)P 2

e2Mλ0 + e2MλM2P 2
. (6.26)

7 Holonomy

The (infinitesimal) holonomy group of a given spacetime provides another means of classifying

solutions of Einstein’s equations. Consider an arbitrary point p in a given spacetime, and parallelly

transport a tangent vector at p around a closed curve (which is homotopic to the identity, i.e. can

be continuously shrunk to a point) through p. This defines a linear transformation acting on the

tangent space at p. The set of all these transformations for different tangent vectors and different

curves is a subset of the Lorentz group as parallel transport keeps the norm of a vector constant.

One can show that this set is actually a group and hence a subgroup of the Lorentz group.

Furthermore, holonomy groups at different points p, p′ are isomorphic and hence one can talk about

the holonomy group of a given spacetime. By considering the Lie algebra of the holonomy group,

one can determine its generators by considering the Riemann tensor and its derivatives. All possible

holonomy groups in four dimensions were classified in [22].

For the Petrov spacetime, we choose to work in the vierbein basis of left-invariant one-forms given

by (3.14)

λ1 = dr, λ2 = e−r dz

λ3 = e
r

2

(

cos

(√
3

2
r

)

dφ− sin

(√
3

2
r

)

dt

)

, λ4 = e
r

2

(

sin

(√
3

2
r

)

dφ+ cos

(√
3

2
r

)

dt

)

.
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The Riemann tensor in this basis has non-vanishing components

R1212 = −1, R1313 = −R1414 = R2323 = −R2424 =
1

2
, R1314 = R1413 = −R2324 = −R2423 =

√
3

2
.

(7.1)

Following [22], we write it as a matrix

(RAB) =



















−1
2 0 0 0 −

√
3
2 0

0 −1
2 0 −

√
3
2 0 0

0 0 1 0 0 0

0 −
√
3
2 0 1

2 0 0

−
√
3
2 0 0 0 1

2 0

0 0 0 0 0 −1



















. (7.2)

As this matrix has full rank, it determines six linearly independent generators of the holonomy

group of the Petrov spacetime. Hence the holonomy group must be the Lorentz group SO(3, 1).

For the Kaigorodov-Ozsváth spacetime we introduce the vierbein basis, in the coordinates of (2.10),

ω1 =

√

− 3

Λ
dr, ω2 = e−rdz −

√
2e2rdφ, ω3 = e−4rdt, ω4 = e2rdφ− e−4rdt, (7.3)

so that indeed ηµνω
µ⊗ων = gabdx

a⊗dxb. In this frame the Riemann tensor takes the form, written

as a matrix,

(RAB) =

(

−Λ

3

)

·





















−1
2 0 0 0 3

2
3√
2

0 5
2

3√
2

3
2 0 0

0 3√
2

1 3√
2

0 0

0 3
2

3√
2

1
2 0 0

3
2 0 0 0 −5

2 − 3√
2

3√
2

0 0 0 − 3√
2

−1





















. (7.4)

The trace of the top-left (3× 3) block matrix is −Λ, in agreement with [22]. This matrix also has

full rank, therefore the Kaigorodov-Oszváth spacetime also has holonomy group SO(3, 1).

8 Conclusions

We have given a matrix representation of the Petrov spacetime, identified with its four-dimensional

isometry group, and calculated a basis of left-invariant one-forms from which invariant actions

could be constructed as a starting point of non-linear realisations. The Killing algebra admits a

two-parameter family of linear deformations which lead to three distinctive cases. One of these

gives the isometry group of a different Einstein manifold, the Kaigorodov-Ozsváth solution, and we

could construct the metric on this manifold from the basis of left-invariant one-forms. A solution

of this type is known to exist only for negative cosmological constant.

When discussing non-linear realisations from the given bases of left-invariant one-forms, we showed

that by eliminating the non-dynamical variable from a general first-order action one obtains a

Lagrangian of Finsler type in both cases.
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A physical interpretation of the Petrov spacetime is given by its identification with an exterior

solution of an infinite rigidly rotating dust cylinder of van Stockum type. In the context of causality

violation we have shown that one cannot create CTCs by spinning up a cylinder beyond its critical

angular velocity by shooting in particles on timelike or null curves.

We have shown that both the Petrov and the Kaigorodov-Ozsváth spacetime are geodesically

complete and made general statements about geodesics on these manifolds using the radial equation

and effective potentials. Explicit solutions of the appearing integrals could only be given for very

special cases.

Both spaces were shown to have maximal holonomy group SO(3, 1).

The simple examples of homogeneous space-times presented in this paper show how non-linear

realisations of spacetime symmetries may be implemented in general and how deformations of

the isometry group can relate different physical situations to each other. It is hoped that these

considerations will prove to be helpful in more physically interesting setups.
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