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Abstract. 3D hand pose estimation is an important and challenging task for vir-

tual reality and human-computer interaction. In this paper, we propose a simple 

and effective residual attention regression model for accurate 3D hand pose es-

timation from a depth image. The model is trained in an end-to-end fashion. 

Specifically, we stack different attention modules to capture different types of 

attention-aware features, and then implement physical constraints of the hand 

by projecting the pose parameters into a lower-dimensional space. In this way, 

3D coordinates of hand joints are estimated directly. The experimental results 

demonstrate that our proposed residual attention network can achieve superior 

or comparable performance on three main challenging datasets, where the aver-

age 3D error is 9.7mm on the MSRA dataset, 7.8mm on the ICVL dataset, and 

17.6mm on the NYU dataset. 

Keywords: 3D Hand Pose Estimation, Attention Mechanism, Convolutional 

Neural Network, Depth Images. 

1 Introduction 

Vision-based articulated hand pose estimation has made steady progress in recent 

years [1, 2, 3], since it is a key technology for human-computer interaction [30] in 

virtual reality and augmented reality applications. For the diagnosis and therapy of 

autism spectrum disorder (ASD), hand pose estimation can help diagnose children 

with autism, because the hand behaviors of ASD children are different from those of 

typically developing children. Moreover, it can assist ASD children to interact with 

robots in order to improve their social ability, i.e., robots can better understand ASD 

children’s commands by hand pose estimation and provide appropriate feedback. 

Although recent progress has been achieved in 3D hand pose estimation with depth 

cameras [4, 5], there also remains a lot of challenges for efficient and robust estima-

tion due to the high degree of freedom (DOF) of hand pose, severe self-occlusions, 

viewpoint changes, self-similarity of fingers, large variations in hand pose and back-

ground noises. 

Existing human hand pose estimation methods can be categorized into two com-

plementary paradigms: 1) learning-based (discriminative); and 2) model-based (gen-

erative). The former learns a direct regression function which maps the image appear-
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ance to hand pose, and either uses random forests [6, 11, 8] or deep convolutional 

neural networks to estimate hand pose. Generally, it is much more efficient to evalu-

ate the regression function than model-based optimization, but the estimation is rough 

and can serve as initialization for later model-based optimization [9]. Nevertheless, 

learning-based methods are becoming popular because they are robust and fast. The 

latter synthesizes images according to hand geometry, and then defines an objective 

function between the synthesized image and the observed image to quantify the dis-

crepancy, and finally optimizes the objective function to obtain the hand pose. 

Recently, deep convolutional neural networks (CNNs) have exhibited great per-

formance across various computer vision tasks such as object classification [20], ob-

ject detection [7, 21], semantic segmentation [22] and human pose estimation [15] 

because of the good modeling capacity and end-to-end feature learning. For hand pose 

estimation, discriminative data-driven approaches leveraging CNNs surpass tradition-

al generative model-driven approaches in terms of accuracy and speed, and most of 

the recent proposed 3D hand pose estimation methods have achieved drastic perfor-

mance improvement on large hand pose datasets [10, 11, 12, 13]. Thanks to the suc-

cess of CNNs and the availability of low-cost depth cameras, many research efforts 

have been devoted to hand pose estimation from depth images, including directly 

taking 2D depth images as input into CNNs and outputting heat-maps [23], the 3D 

joint locations or the 3D pose parameters [14] such as joint angles.  

Given a single depth image as input, there are two main regression-based ap-

proaches. The first approach directly regresses depth images to continuous joint 2D or 

3D positions [16, 17] either in 2D or 3D space; the other approach outputs discrete 

heat-maps [23] for each hand joint as an intermediate result and performs some addi-

tional post-processing steps to obtain the final hand pose. However, it is non-trivial to 

lift 2D heat-maps to 3D joint locations. One straightforward solution is to generate 

volumetric heat-maps using 3D CNNs, but it is inefficient and requires much compu-

ting resources. 

In this work, inspired by the attention mechanism used in image classification [19] 

and human pose estimation [15], we design a novel residual attention regression mod-

el based on CNNs to estimate 3D hand pose from single depth images by introducing 

the attention mechanism that can directly regresses the 3D joint coordinates with end-

to-end training. More specifically, our main contributions are summarized as follows: 

1) We propose a novel residual attention regression model to directly regress 3D 

coordinates of hand joints. Our network architecture is composed of multiple at-

tention modules, generating different attention-aware features from different 

modules which change adaptively as layers going deeper. Our network is in an 

end-to-end training fashion without extra post-processing. 

2) We apply a prior layer to learn a prior model from hand pose and integrate it into 

our network with fewer neurons on the end of the network. 

3) We conduct extensive comparison experiments on three challenging hand pose 

datasets (e.g., MSRA datasets [12], NYU datasets [11] and ICVL datasets [10]) 

To evaluate the performance our proposed regression model with other repre-

sentative hand pose estimation methods. Experimental results show our model is 

efficient and performs better on the MSRA dataset and the ICVL dataset.  
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2 Related works 

3D hand pose estimation is an old and long-lasting problem in computer vision re-

search areas. Recently, it has captured much attention due to its widespread applica-

tions in augmented reality and the popularity of depth cameras, such as Microsoft 

Kinect and Intel RealSense. To infer 3D hand pose, Tompson et al. [11] applied 

CNNs to produce 2D heat-maps which represent the probability distributions of hand 

joints and used model-based inverse kinematics to recover 3D hand pose from esti-

mated heat-maps. Ge et al. [24] firstly employed 3D CNN to capture spatial features 

in 3D space by projecting depth images into three different views and estimating 3D 

hand pose from multi-view heat-maps. Oberweger et al. [16, 17] proposed a frame-

work that directly regresses 3D coordinates of hand joints with multi-stage CNNs and 

used a linear layer as pose prior. They [29] also introduced a feedback loop which 

contains a discriminative network for initial pose estimation, a CNN for image syn-

thesis and a CNN for refining hand pose iteratively. Chen et al. [25] designed a pose 

guided structured region ensemble network to capture the tree-like structure of the 

hand. Moon et al. [26] cast the 3D hand and human pose estimation problems from a 

single depth map into a voxel-to-voxel prediction which used a 3D voxelized grid and 

estimated the per-voxel likelihood for each keypoint of hand. Wan et al. [18] pro-

posed to jointly train a generator for updating with the back-propagated gradient from 

the discriminator to synthesize realistic depth maps of the articulated hand and a dis-

criminator to estimate the posterior of the latent pose given some depth maps. Ye et 

al. [27] proposed a hybrid hand pose estimation method and applied the kinematic 

hierarchy strategy to the input space of the discriminative method by a spatial atten-

tion mechanism in order to optimize the generative method by hierarchical Particle 

Swarm Optimization (PSO). Deng et al. [28] converted the depth images to a 3D vol-

ume and used a 3D CNN to predict joint locations; however, 3D networks show a 

low-computational efficiency. 

However, most of the above-mentioned networks focus on training feedforward 

convolutional neural networks using a “very deep” structure to deal with the hand 

pose estimation problem. In this paper, we apply a residual attention network which 

contains a bottom-up and top-down feedforward mask branch that can generate atten-

tion-aware features to guide feature learning and regress hand joint coordinates in an 

end-to-end training fashion. 

3 Model Overview  

The goal of our model is to estimate J 3D hand joint coordinates S = {𝑗%}'( with 𝑗% =
)𝑢% , 𝑣%,	𝑑%/ from a single depth image. Like in the previous work [16], firstly we esti-

mate a coarse 3D bounding box containing the hand and segment the foreground 

based on the assumption that the hand is the closest object to the depth camera. In this 

way, we extract a fixed-size cube in the center of mass of this object from the depth 

image. Then, the cube is resized to 128×128 patch of depth values normalized to [−1, 

1] as the input for the CNNs. The points for which depth is not available, or the depth 
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values deeper than the back face of the cube, are assigned with a fixed value of 1.0. In 

order to be invariant to different distances between the hand and the camera for the 

CNN, the normalization is a key pre-processing step. 

 

Fig. 1. The pipeline of hand pose estimation 

The pipeline of our hand pose estimation framework is given in Fig. 1. Firstly, we 

segment the hand from the original depth image, and then we feed it into our network 

as input to generate the coordinates of hand joints which are used to recover the hand 

pose. The architecture of our proposed residual attention regression model is shown in 

Fig. 2. It is constructed by stacking three attention modules with a residual unit be-

tween two modules. The network accepts a 128×128 depth image as the input. Each 

attention module consists of two branches: the trunk branch and the mask branch. The 

trunk branch is for feature extraction and we use residual units as basic units of our 

residual attention module. Denote the trunk branch output 𝑇(𝑥) with input 𝑥, the 

mask branch has the same size as 𝑀(𝑥) which uses a bottom-up and top-down struc-

ture. The output of the attention module H is: 

 𝐻%,6(𝑥) = 71 +𝑀%,6(𝑥): ∗ 𝑇%,6(𝑥) (1) 

where 𝑀%,6(𝑥) ranges from [0, 1] for it is after a sigmoid layer, 𝑇%,6(𝑥) indicates the 

features learned by the deep convolutional neural network. The mask branches are the 

key for attention modules since they have the ability to enhance good features and 

suppress noises from trunk features as feature selectors. 

 

Deep LearningSegmented Hand Hand Pose
Original Depth 

Image
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Fig. 2. The architecture of our proposed residual attention regression model. It consists of three 

different modules and there are three hyper-parameters: p, t, and r. The last fully-connected 

layer is the prior layer. 

At the end of the network, instead of directly predicting the 3D joint locations, we 

predict the pose parameters in a lower-dimensional space. A previous work [16] 

demonstrated that this can improve the prediction reliability because it enforces con-

straints of the hand pose. We apply Principal Component Analysis (PCA) to learn a 

low-dimensional representation of the training data, which implements the physical 

constraints of the hand. Then, we compute the hand pose parameters by projecting 

them into the 3·J-dimensional joint space with the last prior layer. In order to show 

the estimated hand pose in the depth image, we project the predicted real-world 3D 

coordinates into the image pixel coordinates using the intrinsic parameters of the 

depth camera, as shown in Eq. 2: 

 (𝑃=,% , 𝑃>,% , 𝑃?,%) = 𝑝𝑟𝑜𝑗	(𝑃C,% , 𝑃D,% , 𝑃E,%) (2) 

where (𝑃=,% , 𝑃>,%) is in pixel coordinate and 𝑃?,% is the distance between the depth cam-

era and the object. 

4 Experiment 

We evaluate our proposed deep convolutional network architecture on three public 

hand pose datasets: MSRA Hand Pose Dataset [12], ICVL Hand Pose Dataset [10] 

and NYU Hand Pose Dataset [11]. 

The MSRA dataset [12] contains over 76k depth frames captured by Intel’s Crea-

tive Interactive Gesture Camera which uses a time-of-flight. For each frame, it con-

tains 3D locations of 21 annotated hand joints. The dataset contains 9 subjects. For 
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each subject, there are 17 gestures, each of which contains about 500 segmented hand 

images from depth images. We train our neural network on 8 subjects and evaluate on 

the remaining one.  

The ICVL dataset [10] contains about 330k training samples and 1.6k testing 

samples and there is a large discrepancy between the training and testing sequences. 

The dataset was recorded using a time-of-flight Intel Creative Interactive Gesture 

Camera and the ground truth of each frame contains 16 hand joint locations with (x, 

y) in pixels and z in mm, and thus we should project the image pixel coordinates into 

the real-world 3D space by using the intrinsic parameters of the depth camera. Alt-

hough different artificially in-plane rotations were applied to the collected samples, 

we only use the original 22k samples. 

The NYU dataset [11] contains about 72k depth images for training and 8k depth 

images for testing. Each frame was captured using the Primesense Carmine 1.09, 

which is a structured light-based sensor and the depth maps show missing values are 

mostly along the occluding boundaries as well as noisy outlines. The ground truth 

annotation of each depth image contains 3D locations of 36 hand joints, but we just 

use a subset of 14 hand joints as in previous works [16, 17, 18, 28]. The dataset con-

tains very noisy images and has a very wide range of poses, making a challenge to 

most hand pose estimation methods.  

We adopt two different evaluation metrics to evaluate the performance of our pro-

posed hand pose estimation method. The first metric is the per-joint mean error dis-

tance between the predicted 3D joint location and the ground truth overall testing 

frames as well as the overall mean error distance for all joints on all testing frames, as 

shown in Eq. 3. As given by Eq. 4, the second metric is the percentage of good frames 

in which the worst joint error is below a given threshold, which is more challenging 

and strict. We remove the mean error distance of the center joint for it is used for 

normalization. 

 𝑎𝑣𝑔	𝑒𝑟𝑟𝑜𝑟 =
∑ 	JKLM ∑ 	N

OLM PQQ(K,O)
R∗(  (3) 

where 𝐸𝑟𝑟(T,U)	 is the Euclidean Distance between the ground truth and the predicted 

location of each joint, S is the number of testing frames, and J is the number of joints 

in each frame. 

 𝑝𝑒𝑟 = 	 VR (4) 

where n indicates the number of frames in which the average joint error is within a 

maximum distance from the ground truth, and S is the number of testing frames. 

We train and evaluate our proposed deep neural network model on a computer 

equipped with an Intel Core I7 CPU, 32GB of RAM, and two GeForce GTX 1080Ti 

GPUs. Our deep neural network model is implemented in Python within the Tensor-

Flow framework. We use Adam optimizer with initial learning rate 0.0001, batch size 

128, L2 regularization weight delay rate 0.0003, and the learning rate is divided by 10 

after 30 epochs. We stop the training process after 70 epochs to avoid overfitting. We 

do not perform any data augmentation on these datasets. 
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Fig. 3. Distance error (left) and percentage of success frames (right) on the MSRA dataset. 

 

Fig. 4. Distance error (left) and percentage of success frames (right) on the ICVL dataset. 

 

Fig. 5. Distance error (left) and percentage of success frames (right) on the NYU dataset. 

In Fig. 3, Fig. 4 and Fig. 5, we give the results of our model on the three datasets 

mentioned above by adopting two different evaluation metrics. The average 3D errors 

are 9.7mm, 7.8mm, 17.6mm on MSRA dataset, ICVL dataset and NYU dataset, re-
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spectively. And we also compare the 3D average error of our methods with several 

popular approaches in Table 1. We can see that our approach outperforms Wan et al. 

[18] and Oberweger et al. [16] with about 20% and 13% absolute improvement on the 

NYU dataset and ICVL dataset, respectively. Fig. 6 shows qualitative hand pose esti-

mation results on three datasets. 

Table 1. The 3D average error comparison of different methods on MSRA, ICVL and NYU 

datasets without augmentation, the “aug” denotes data augmentation. 

Dataset 

Method 
MSRA ICVL NYU 

Oberweger et al. [16] — 9.0 mm 20.7 mm 

Wan et al. [18] 12.2 mm 10.2 mm 15.5 mm 

Sun et al. [12] 15.2mm — — 

Deng et al. [28] — 
10 - 11 mm 

(aug) 

17.6 mm 

(aug) 

Our 9.7 mm 7.8 mm 17.6 mm 

 

 

Fig. 6. Qualitative hand pose estimation results on three datasets. 

 

MSRA

ICVL

NYU
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5 Conclusions 

In this paper, we propose a novel 3D hand pose regression model based on residual 

attention network from a single depth image. Our method applies different attention 

modules to capture different types of attention to guide feature learning for 3D hand 

pose regression and can predict accurate real-world 3D coordinates of hand joints. To 

avoid the distance influence between the camera and the hand, we crop the hand with 

a fixed cube according to the center of mass and normalize the depth image and the 

ground truth. Further, we apply pose prior to add the physical constraints of the hand 

to estimate accurate hand pose. Experimental results on the three challenging hand 

pose datasets show that our model achieves superior or comparable performance 

without data augmentation. 
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