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Abstract

The work described within this thesis, primarily focuses on furthering the under-

standing of the formation of nanostructured materials, predominantly through the

use of in-situ small-angle X-ray scattering (SAXS) experiments. The main aim of

the work is to expand the knowledge of the mechanistic aspects of the formation

and growth of nanostructured porous solids.

In-situ SAXS and complimentary ex-situ microscopy studies have been

utilised to probe the formation of silicalite-1 from three different silica precursors

(Tetraethyl Orthosilicate, Ludox AS-40 and Fumed silica), yielding new insights

into the mechanistic growth of zeolites. Each system was probed individually,

using the same synthesis ratios and conditions to make direct comparisons of the

three systems possible. With this study, the presence of multiple, distinct paths for

the formation of silicalite-1 were observed, showing that the route of formation is

dependent, greatly upon the choice of silica source.

The formation of hierarchical silicalite-1 from self-templating silica precursors

was probed using in-situ SAXS and ex-situ microscopy studies to provide insights

on the formation of this novel material.

In-situ SAXS/WAXS studies were performed to probe the mechanism of for-

mation of ZIF-8 at different temperatures. In-situ SAXS measurement were utilised

to monitor the shape and size evolution of particles as they grow in solution, whilst

in-situ WAXS measurements allowed for the crystallisation simultaneous. The use

of both techniques proved to be ideal for determining morphological changes within

these solution phase reactions, whilst making it possible to follow the formation at

a high temporal resolution.

Finally, a new in-situ hydrothermal cell was developed for the prevention of

2



sample sedimentation. The cell was designed predominantly for use at scattering

beamlines, and is capable of preventing the sedimentation of particles held within a

solutions through the use of rotation.
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Impact Statement

Studying the formation of materials inherently has academic benefits, how-

ever with a greater understanding of the processes involved during the synthesis

of materials, these academic benefits can become commercially relevant. This is

very true when it comes to understanding the formation and growth mechanisms

that are active during the synthesis of nanostructured materials such as zeolites and

metal-organic frameworks (MOFs). With a better understanding of the underlying

processes occurring during the formation of nanostructured materials, comes the

potential to improve their effectiveness within specific applications. For example,

zeolites play a critical role in industrial applications such as catalysis, and with a

greater understanding of their formation comes the potential to better control the

final morphology and the overall properties of the materials obtained. This has the

potential to make nanostructured products more efficient and effective in specific

applications, hence, obtaining a greater understanding of the formation of these

materials can have great benefits on their industrial success.

Studying the formation of Macroporous zeolites again has similar advantages

to studying the formation of conventional materials. However, the development of

simple synthetic procedures to create hierarchical zeolite structures, without the use

of long, multi-step processes is also advantageous, as it means that the synthesis of

hierarchical zeolite structures is more accessible, which could increase academic re-

search in the field, especially in exploring ways to extend the synthesis procedures,

within this thesis, to different zeolite structures.

The development of a new in-situ hydrothermal cell predominantly for use at

scattering beamlines, allows for the collection of good quality data that is represen-

tative of the sample as a whole, and not just of what can be suspended in the beam.

It does this by preventing the sedimentation of particles through rotation, making it

is easier to follow the nucleation and growth of particles within heterogeneous sys-

tems. The rotating in-situ cell presented within this thesis will be actively utilized at

Diamond Light Source, predominantly on beamline I22 for high temperature, high
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pressure experiments utilizing a variety of different window materials that can be

tailored to experimental needs. This cell will facilitate a wide variety of experiments

and will benefit a broad range of science at a facility utilized by a large community

of national and international scientists working in both academia and industry.
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Chapter 1

Introductory Material

1.1 Nucleation and Growth

1.1.1 Introduction

In the modern world there is a constant push toward the use of greener and more

efficient processes. This is also true in the world of solid-state materials chemistry,

where more efficient and greener processes for the production of crystals are be-

coming more and more important. For example, both cost and material efficiency

has always been a vital requirement for the production of catalysts, gas-storage ma-

terials, semiconductors, pharmaceuticals, and radioactive waste storage. To be able

to produce materials with specific functionalities, it becomes essential to possess

an understanding of how the materials are formed, so that an element of control

can be employed in the materials production. This means that desirable proper-

ties can be utilised in applications more effectively, as with an understanding of

a materials formation comes the potential to control crystal perfection, size, inter-

growths and chirality to name only a few. This again has the potential to cut final

production costs, which is essential when manufacturing materials with real world

applications.[1] The issues that can arise from controlling crystal growth are also

synonymous to those observed in nanoporous materials, and by understanding the

growth mechanics of these materials, it may become possible to identify and control

their overall properties. With this knowledge and through consideration of energet-

ics it may be possible to predict the effects that modifications to growth conditions

can have, eventually leading to the production of highly specialised materials with
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specific properties and morphologies.[2, 3]

1.1.2 History of Nucleation and Growth

At first, the growth of crystals was performed empirically, but with a greater under-

standing, aspects of control were obtained. It was discovered that crystal growth

rates, crystal perfection and overall crystal size could be greatly influenced through

fundamental understanding. The study of crystal growth has been ongoing for many

years, by a vast number of people from different fields, which has provided strong

foundations upon which newer ideas could be built. However, even with the remark-

able progress that has been made over the years, the development of newer materials

has provided a constant source of new challenges relevant to the understanding of

crystallization.

Most scientists understand that the tools, syntheses and ideas they use everyday

are part of a bigger picture that has been added to over decades, if not centuries. The

incremental advances in thoughts and ideas that science undergoes everyday adds

up, resulting in refinements in future work and eventually leading to new innovative

works. One of the first documented accounts regarding nucleation and growth of

crystalline solids dates back nearly 2000 years (77 - 79 AD).[4] It is in this ency-

clopaedia of natural history where works on the crystallisation of iron, copper and

zinc sulfate were first summarised, taking note of the great deal of knowledge and

understandings gained from ancient times on these substances. This early docu-

mentation of crystal growth would go on to be referenced a great deal over time.

For example, Biringuccio and Agricola, in medieval times (nearly 1500 years later)

noted this work when synthesising crystals for use in medicines, dyes and many

other applications.[5, 6] This shows how important the subject of crystal growth is,

but it also shows how previous knowledge can be iterated on to progress the fu-

ture of science. There is little available documentation that can be found from the

Dark Ages, or the time between Pliny the Elder’s ”Natural History” and Biringuccio

and Agricola’s ”Concerning Pyrotechnics” in the 1540s, however, science was still

slowly progressing.

Early studies focused on crystal morphology of naturally occurring minerals.
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In 1564, Gessner, looked at how crystals differed physically, through the study of

the angles present within a crystal and comparing the angles found in a multitude

of different crystal structures.[7] Next came the famous ”De Metallicis” paper by

Cæsalpinus.[8] The author, a celebrated botanist in his time, noted that the shape

of crystals grown from aqueous solutions (such as sugar, salt) were characteristic

of that material, i.e. each different salt crystal would have its own specific shape.

In 1669, Steno, a Danish scientist, discovered that the angles between correspond-

ing faces of quartz crystals remained that same, even though the appearance of the

crystals may seem different, something that would be later known as the ”the law

of constant interfacial angles”.[9, 10] Then, Romé de l’Isle, in 1772 concluded that

each crystalline substance with a specific composition possessed a similar, but par-

ticular crystal shape.[11] From this work, Romé de l’Isle, would also find the six

fundamental crystal forms that all others can be derived.

After these initial discoveries, people began to turn their attention to crystal

growth and the underlying mechanisms involved. In 1848, Bravais, added eight

more structures to those proposed by Romé de l’Isle, creating the 14 ”Bravais” lat-

tices of three-dimensional crystals we know today.[12] This discovery provided a

basis for understanding symmetry, morphology and anisotropy of crystal structures.

Early studies showed how morphology could be affected by external forces (e.g. nu-

trient supply) and internal features (e.g. dimensions, atomic sizes, bond energies).

This triggered Gibbs’ quantitative studies of the thermodynamics of crystal growth.

He began by studying how different phases behaved in heterogeneous systems un-

der different temperature and pressure conditions.[13, 14] This seminal work on

crystal growth would also include the first and second laws of thermodynamics.

Gibbs proposed that for crystallisation to be viable there must be a nutrient phase

present in a metastable state. The free energy at constant volume, or the Gibbs free

energy at constant pressure, must exceed that of the crystals and the excess energy

can be considered the driving force for crystallisation. It was also discovered that

metastability can be achieved in one of two ways; through supercooling a melt, or

by supersaturating a solution/vapour, and that during the process of crystallization,
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latent heat is evolved. Gibbs also contributed that nucleation can occur due to fluc-

tuations between heterogeneous phases within a metastable homogeneous phases,

hence nucleation can be either homogeneous or heterogeneous. Gibbs also showed

how the maximum amount of supercooling or supersaturation is dependent upon

thermodynamic properties of the material as well as various external forces, such as

mechanical vibration and the nature of the crystal surface.

Next, at the start of the 20th century, Wilson began to probe the velocity of

solidification and viscosity of supercooled liquids, whilst Knudsen started to look

at kinetic molecular theory.[15, 16] Later, Volmer and Estermann introduced the

idea of layer-by-layer growth or the adsorption-layer theory.[17] Volmer and Ester-

mann came upon this idea when measuring the tangential growth rate of mercury

crystals from a vapour state at low temperatures. They proposed that there was

an adsorption-layer between the crystal and nutrient phase, where the crystallizing

species loses some latent heat, whilst some surface mobility is maintained in the

layer parallel to that of the crystal surface. The species are then incorporated into

the crystal lattice at the edges of incomplete layers.

In 1928, Kossel proposed the kinetic theory (atomistic view on crystal growth)

as opposed to the continuum thermodynamic interpretation, similar to that proposed

by Stranski in the same year.[18, 19] These theories were based on mass transport

of the crystallizing species to the growth interface, and that the processes occurring

at the interfaces were not negligible, something that is now known as the Kossel-

Stranski model. This work was based on observations made when looking at rock

salt structures, and observing that no other faces except those of the cubic structure

were in fact possible. Other faces are not present on the surface as complete planes,

but instead made up of alternating faces several atoms thick (kinetic roughening).

This work contributed to the the terrace-ledge-kink (TLK) theory where it is sug-

gested that the incorporation of an atom requires a lateral spreading of the steps

across a surface.[20]

Taylor, next proposed that the plastic deformation of ductile materials could be

explained by the presence of dislocations, a theory initially developed by Volterra in
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1905.[21, 22] Fifteen years later, Frank and Reed contributed to the fundamentals

of crystal growth with laws governing dislocation branching.[23] The Frank-Reed

mechanism for the generation of dislocations (a mechanism conceived indepen-

dently by both scientists), showed how two-dimensional nucleation theory could

not explain high crystal growth rates at low supersaturation, however, it could be

accounted for in the presence of a screw dislocation on the growth face. This would

lead to the continuous step generation or, as it is better known, ”spiral growth”.[24]

In 1937, Donnay and Harker began work on classifying different crystal faces, with

only one type forming crystal facets. In ionic crystals, the energy released during

growth was defined as E(hkl) and by assuming a proportionality with the growth

rate, it was possible to generate growth forms, something that was later confirmed

by Hartman and Perdok.[25, 26] The calculated forms were similar to those seen in

both natural and synthetic crystals, and the differences could be accounted for by

the presence of impurities. This led to studies on the incorporation of impurities

into fast growing crystals. These studies showed how it is possible to alter the final

shape of the crystals obtained.[10, 26] This trend of purposeful doping of crystal

structures continued through the 1950s, so that better control of crystal purity and

the uniform introduction of dopants could be utilised in electronic devices.

Next, Burton, Prim and Slichter described how dopants and impurities are dis-

tributed (the BPS equation).[27] By observing solute concentrations, diffusion, and

both the solute and solid-liquid distribution coefficients in crystals, BPS were able

to describe what the concentration of dopants/impurities would be within the final

crystal structure as a function of the initial melt concentration and a growth rate:

Ke f f =
K0

K0 +(1−K0)e
−RδD

D

(1.1)

Where Ke f f is the effective segregation coefficient, K0 is the inter-

face/equilibrium segregation coefficient, R is the growth rate, δD is the diffusion

boundary layer thickness, and D is the solute diffusion coefficient. The BPS the-

ory has been utilised for well-behaved systems, however, is has its limitations

in its original form. However, multiple modifications to this theory have been
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added to improve its validity to a variety of different systems.[10, 27] The influ-

ence of surface structure on growth rate of perfect crystals was also first looked at

by Burton.[28] This work focused on how growth can be affected by the surface

through considering two different surfaces; the first which is atomically flat, and the

second that is a disordered surface containing ledges, steps, kinks and terraces. This

work confirmed the earlier suggestion that disordered surfaces with kinks should

grow much faster than step-free terraces. This increase in growth rate occurs as

atoms can only join the crystal lattice at kinks, reducing the Gibbs potential of the

bulk atoms in the crystal. For example, only the (110) and (111) faces of a cubic

system will be flat, and all others will be stepped, hence growth occurs through

the attachment of atoms at Kossel-Stranski kinks on step ledges, and hence for an

atomically flat surface no growth occurs through atomic addition but instead via

the nucleation of islands and clusters of atoms on the surface itself. The stability

of these clusters is given by the Gibbs-Thomson relationship that describes their

solubility. The cluster also needs to reach a critical size so that it can grow into a

new lattice layer, hence, the frequency of nucleation determines the rate at which

propagation can occur.

In 1951, Burton and Cabrera extended on Frank’s 1949 theory that considered

the existence of spiral dislocation acting as growth steps on flat surfaces. This ex-

tension took into account the diffusion of adsorbed atoms across a crystal surface

in terraces where secondary nucleation is required. This resulted in the BCF the-

ory, where the boundary between crystalline and nutrient phases are considered to

be sharp, i.e. the interface has no thickness, something that was originally pro-

posed by Kossel-Stranski, opposing the model proposed by Gibbs’ finite thickness

model.[29] The BCF theory states that the atoms/molecules can only be part of the

crystalline material or the nutrient. This is known as layer-by-layer growth.

In 1958, the concept of roughening was used to try and shed light on the solid-

liquid interface structure by trying to answer why many non-metal, melt-grown

crystals formed certain faceted euhedral shapes not observed in metal crystals.[30]

Through the use of Bragg-Williams model and taking into account nearest neigh-
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bour bonds in the solid, and lateral bonds within the melt interface, it was possible to

gain information on the solid-liquid interface structure. The free energy needed for

the singular addition of atoms to an atomically smooth surface could be calculated

for the formation of a single monolayer. If the difference in free energy, associated

with the of the random addition of atoms to the surface, is known, the α − f actor

for the solid-liquid transition can be obtained:

α = (
∆H

KTeq
)(

η

ν
) (1.2)

where ∆H is the enthalpy of crystallisation, or the change in internal energy

associated with the transfer of a single atom from the bulk liquid to that of the solid,

K is the Boltzmann constant, η is the number of nearest neighbours of an atom on

the surface, ν is the number of nearest neighbours of an atom in the crystal, and Teq

is the equilibrium temperature at which the phase change occurs. The α − f actor

is made up of two terms; the first consisting of the entropy of melting, divided

by a gas constant, and the second, a structure dependent term that takes crystal

structure and specific surface area into account. Materials with an α− f actor < 2

are said to grow with non-singular interfaces, and materials with an α− f actor > 2

contain facets on the growing interfaces. This equation has been used to explain the

difference observed between simple centro-symmetric crystal structures and those

of more complex crystal structures.[31, 32]

The introduction of the BCF and its further development to incorporate more

realistic, disordered interfaces several atomic layers thick, laid the foundations for

a more stable theoretical foundation for understanding experimental results. In

1953, work on understanding interface instabilities through crystal growth was con-

ducted by Rutter, where it was postulated that the observation of honeycomb-like

structures, formed when solidifying metals containing small amounts of impurities,

could be due to instability within the growth interface.[33] These observations led

to the idea that the impurities were contained within a boundary layer at the solid-

liquid interface, reducing the melting point of the liquid at this point, and in turn,

causing supercooling within this region (constitutional supercooling).[34] This ef-
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fect can be expressed as:

G
R
> mC0

( 1
K0
−1)

D
(1.3)

which shows how the ratio between the temperature gradient within the liquid,

G, and growth velocity, R, needs to be above a critical value for stable growth to

become viable, whilst avoiding constitutional supercooling. The value is dependent

upon the properties of the materials within the system, for example the melt con-

centration, C0, the slope of the liquidus curve, m, the segregation coefficient, k0, and

the diffusion coefficient, D. Essentially, to produce single phase crystals either the

growth rate at a given temperature gradient must be decreased, or the temperature

gradient itself must be increased. As faster growth rates are generally more desir-

able large efforts were placed on building specialised equipment to achieve steep

thermal gradients.

It has been shown that variations in growth conditions, such as the addition of

mechanical stirring and temperature changes, can have significant effects on crys-

tal growth, due to the introduction of interface instabilities. This is a well known

phenomena noted in a great deal of early studies, however it wasn’t until 1963, that

Millins and Sekerka were able to explain why these changes occurred.[35] Millins

and Sekerka first described the mathematical theory of linear morphological inter-

face stability, through modelling the effects of sinusoidal ripples (small perturba-

tions) on a growth plane within a unstirred melt that can either grow or decay over

time. This research led to further develop the understanding of the relationship be-

tween the destabilizing effects of the diffusion field and the influence of surface free

energy on boundary conditions. This research led to more realistic interpenetration

of interfaces where each interfacial atom is not ascribed to one or the other phase,

but to a disordered interface layer several atoms thick. In this layer atoms can move

randomly and over time begin to transition between the fully ordered crystal bulk

and the disordered melt. This allowed for the prediction of kinetic coefficients for

linearly connecting supercooling, ∆T , at the crystal-melt interface to the rate of
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growth, V , for liquids and metals:

V = A

√
kT
m∆T

Te

(1.4)

Where m is the mass of the atoms, and A is a numerical coefficient determined

by the structure of the liquid. The constitutional supercooling criteria was extended

to include more terms affecting interface stability.[36] This showed that the temper-

ature gradient normal to the growing interface, the slope of the liquidus, the growth

velocity, the mass, the latent heat, the interfacial energy density and the thermal

conductivities of both the liquid and the solid, all have significant effects on the

stability of the interface.[37, 38, 39]

Generally, early work on understanding crystal morphology and growth has

come from observation on naturally occurring crystals, or crystals produced from

solution or vapour lab based methods. However, interest in more complex mor-

phologies, such as dendrites or multiphase eutectics, has led to research on un-

derstanding the underlying mechanisms involved in crystal growth. For example

snowflakes, which are probably the best known example of dendritic growth, grow

when microscopic supercooled water droplets held within clouds freeze. However,

the ambient conditions when this process occurs can also have a great influence

upon their morphology. Dendritic growth is said to occur through a steady-state

propagation of the tip, through time-dependent crystallisation of secondary side

branches.[40, 41] Ivantsov, was the first to identify the formation of these repeating

patterns in 1947.[42] It was also postulated that when considering pure materials,

growth is thought to be controlled by the diffusion of latent heat away from the

advancing growth interface. However, for non-pure systems (e.g. alloys), growth

is said to be driven by the build-up of solute at interface boundaries, and where

chemical diffusion can dominate over thermal transport.[43]

The transport of heat and mass throughout crystal growth is also of great im-

portance for the control of crystal growth processes. Melt growth is said to be

dominated by the transport of heat, whilst solution and vapour growth is generally

dominated by mass transport. As crystals grow, latent heat is evolved, in turn alter-
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ing the speed of growth. Hence, the geometry of the system, its thermal properties,

ambient conditions, and growth rates are all important factors to consider. It is also

important to consider if there are sufficient sources of nutrients to sustain growth,

though the rate at which these nutrients reach the boundary interface can also have

profound effects on the growth rate, as well as the overall crystal perfection. The

concentration of dopants and impurities within the boundary interface is often vari-

able in comparison to that of concentrations seen in the bulk. This also has effects

upon mass transport within the system, whilst instabilities in the heat of mass flow

can result in the formation of defects.

The early work preformed to better understand crystal growth gave modern

scientists the building blocks to continually further our understanding. Previous

studies on crystal growth have been successful in inspiring modern studies. With a

constant thirst for knowledge and improving analytical techniques comes a greater

understanding of crystal nucleation and growth, and with this greater understanding

comes greater control when synthesising materials. The ability to tune syntheses to

control the final crystal size and morphology of materials, the formation of defects

and the overall properties of a material all stem from gaining a greater understanding

of crystal nucleation and growth processes.

1.1.3 Principles of Nucleation and Growth

Crystal formation from solutions begins with nucleation. The term, nucleation, en-

compasses a series of atomic and molecular processes where atoms and molecules

of a reactant phase come together forming clusters of a new product phase large

enough to continue growing irreversibly, and hence, can then be considered as crit-

ical nuclei.[44] This is known as primary nucleation, which can occur homo- or

heterogeneously, either spontaneously in the absence of a secondary phase, or, in

the presence of a secondary phase (e.g. foreign particles) within a solution, re-

spectively. For nucleation to occur a state of supersaturation needs to be reached.

Supersaturation is the driving force needed for nucleation and growth of crystals to

occur. It is defined as the difference between the chemical potential (∆µ) a molecule
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in a solution (µs) and that within the bulk of a crystal (µc):

∆µ = µs−µc (1.5)

Thermodynamically this can be expressed as:

∆µ = KT lnS (1.6)

where k is the Boltzmann constant, T is the absolute temperature and S is the

supersaturation ratio. When ∆µ > 0 the solution is said to be supersaturated and

nucleation/growth can occur, and when ∆µ < 0 the solution is said to be undersat-

urated, meaning, dissolution transpires.[44]

Energetically, the work needed for a cluster to form of n molecules is the dif-

ference between the free energy of the system in its final and initial states but terms

relating to the interface that arises between the nuclei and the solution are also re-

quired. Assuming the nucleus is spherical this can be expressed as:

∆Gr =−n∆µ +4π(r2
µσ) (1.7)

where r is the radius of the nucleus, σ is the free energy of the surface. For

nucleation to be favourable an energetic barrier (∆G∗) must be overcome, where the

nucleus radius is known as the critical radius or is also referred to as the critical

nuclei size and can be defined as:

r∗ =
2σ(V )

kT lnS
(1.8)

where V is the volume of the molecules within the crystal.[44, 45] The rate of

nucleation can be defined as the number of nuclei formed per unit volume per unit

of time and can be expressed as an Arrhenius-type equation:

J = Aexp(
−∆G∗

kT
) (1.9)

Where A is dependent upon the supersaturation of the system, and the rate of
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nucleation is zero until a point of critical supersaturation (∆µc) has been reached

where the rate of nucleation increases exponentially.[45]

From the above equations it can be seen that ∆G∗ and r∗ depend a great deal

on the free energy of the surface, σ , meaning that anything affecting this will have

an effect upon nucleation. For example the addition of foreign bodies into a sys-

tem decreases σ which in turn means that the values for ∆G∗ and r∗ are reduced,

making nucleation more favourable at a constant supersaturation. However, the

critical supersaturation also decreases with σ , which means heterogeneous nucle-

ation is more favourable than that of homogeneous nucleation.[46] The surface free

energy is reduced most significantly when the substrate and the nucleating materi-

als are identical, making secondary nucleation (nucleation induced by the presence

of crystals of the same substance) more favourable than hetero- and homogeneous

nucleation processes, whilst also causing supersaturation to lower.

The time taken for a system to reach supersaturation and begin to form crystals

is known as the induction time of a system, which is dependent upon the setting of

a t = 0 and the technique being used to measure crystal formation. The induction

time, ti, is effected by a great deal of factors including the presence of impurities,

supersaturation and viscosity to name only a few. The induction time can be defined

as:

ti = tr + tn + tg (1.10)

where tr is the time of relaxation (how long the system needs to achieve a quasi-

steady-state distribution of molecular clusters), tn is the time needed for nuclei to

form and tg is the time required for nuclei to grow to a detectable size.[45]

After nucleation has occurred secondary growth processes can start. Crystal

growth can be described as the process where atoms/molecules being to be incorpo-

rated into the surface of a crystalline material, resulting in an incremental increase

in overall crystal size of the material. This secondary growth process, in general,

can be broken down into four steps:

1. The transport of atoms/molecules to a surface;
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Figure 1.1: Schematic representation of both the rate of nucleation and rate of crystal
growth described with a typical S-shaped curve, as seen for a multitude of
inorganic systems such as zeolites.

2. Attachment of atoms to the surface;

3. The movement of atoms across the surface;

4. Attachment of atoms to the surface edges/kinks.

These steps can be thought of as either transport and surface processes, hence

growth can be said to be either transport or surface controlled depending upon which

step is the slowest.[47, 3]

1.2 Scope of the Thesis
The main objective of this project is to explore the formation of nanostructured

materials through the use of in-situ scattering studies. It is thought that through

obtaining a greater understanding of the processes involved in the formation of a

material that its properties can eventually be tailored and tuned to preform specific

tasks more efficiently than before. Many studies have been conducted on the phe-

nomenon of zeolite crystallisation, though very few studies have been preformed

in-situ under conventional synthesis conditions to obtain time-resolved data. Chap-

ter 2 of this thesis describes the theory and practice of techniques used within this
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body of work. Chapter 3 introduces zeolites, their history and historical studies on

zeolite nucleation. The main body of work in this chapter focuses on following the

formation of silicalite-1 from three different silica precursors. So that the full pic-

ture of the formation process can be probed, complimentary techniques are utilised

to make it possible to obtain information that is representative of the system as a

whole. Ex-situ TEM microscopy is uesd to provide information on the finer details

of the system, whilst in-situ small-angle x-ray scattering (SAXS) methods provide

information that is representative of the overall system as a whole, making it possi-

ble to propose a formation mechanism that isn’t restricted to observation made from

a single methodology. Chapter 4 introduces strategies for synthesising hierarchical

zeolites. The main body of work within this chapter then explores the formation

of hierarchical silicalite-1 using ex-situ microscopy and in-situ SAXS. The direct

hierarchical of macroporous silicalite-1 under conventional synthesis conditions is

probed to obtain valuable information on the mechanism behind the formation of

macropores within the zeolite structure. Chapter 5 introduces metal-organic frame-

works (MOFs) and the theory behind their nucleation in literature. The main focus

of this chapter looks at the formation of Zeolitic imidazolate framework-8 (ZIF-8)

using in-situ SAXS and wide-angle x-ray scattering techniques. The use of both

techniques is ideal for determining the morphological changes occurring during the

formation of crystalline ZIF-8 within a solution phase reactions. Chapter 6 focuses

on the design and commissioning of a new in-situ hydrothermal cell capable of

preventing the sedimentation of particles within solution through rotation of the

sample chamber. The body of work surrounding the development and commision-

ing of this in-situ cell is proceeded by a history of hydrothermal synthesis and the

history development of equipment utilised within hydrothermal synthesis. General

conclusions and further work are then discussed in Chapter 7.
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Chapter 2

Experimental Methods

2.1 Light Scattering Theory

2.1.1 Introduction

Light scattering techniques were first developed in the 19th century when Augustin-

Jean Fresnel and Thomas Young observed the scattering maxima and minima in

the shadow space of a single strand of hair.[1] They hypothesised that the pattern

was present due to the interference of waves from both side of the hair strand, a

deduction that would become the basis of Robert Maxwells fundamental laws of

electromagnetism.[2] X-rays were initially discovered in 1895, however, it wasnt

until 1913 when William Bragg published a paper on the X-ray diffraction (XRD) of

crystals that their significance to science was first realized.[3] In this paper, Bragg,

showed how a diffraction pattern could be used to determine inter-atomic distances

in reciprocal space.

Bragg utilized his knowledge of wide-angle scattering of X-rays, and the law

that bears his name to win the Nobel prize, and in turn making it apparent how

light scattering techniques would have a huge role to play in science. Bragg’s law

shows how at wide-angles atomic distances could be measured, but also showed

how at small angles, X-rays could be utilised to measure features much larger than

those of the spacings between lattice planes. In 1930, the first small-angle X-ray

scattering (SAXS) experiment was recorded by André Guinier and Günther Porod,

however, it wasnt until the late 1930s that SAXS would gain any real attention when

it was discovered that the scattering of X-rays at small-angles is dependent upon
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the curvature of the scatterer, and the smaller the surface curvature, the smaller the

observed scattering angle.[4]

2.1.2 X-ray Interactions with Matter

X-rays are electro-magnetic radiation of a wavelength shorter than that of visible

light. The waves propagate as an alternating electric field (~E) creating an alternating

magnetic field (~H) and vice versa.[5] These fields and their direction of propagation

are always perpendicular to each other. When X-rays interact with matter generally

three things occur. Part of the incident X-rays will be scattered, part will pass

through the material and part will be absorbed and converted into other forms of

energy (e.g. heat, fluorescence radiation).

The irradiation of an atom with X-rays can result in the expulsion of an elec-

tron. In this process the energy of the X-ray radiation is used up, as the photon is

absorbed, and an electron hole is left behind, leaving the atom in an unstable form.

To rectify this state of disorder, the electrons within the atom rearrange to fill the

hole, however as a result of this rearrangement, fluorescence radiation is emitted

(radiation of a different wavelength to that of the incident X-ray). The phenom-

ena of X-ray absorption is most efficient at absorption edges or where the electrons

have the greatest possibility to be expelled from a specific atom.[6] These values

are generally presented as mass-absorption coefficients, (µ

ρ
), where µ is the linear

absorption coefficient and ρ is the density of the material. However, to obtain the

best quality X-ray scattering data, the absorption of X-rays by the sample must be

kept to a minimum. This can be achieved either by using a monochromatic beam,

and/or by optimising the sample thickness, dopt , due to its dependency on the linear

absorption coefficient of a material:

dopt =
1
µ

(2.1)

The scattering of X-rays can occur either elastically or inelastically. This

means that scattered radiation can be of a different wavelength to that of the in-

cident radiation, e.g. Compton scattering (inelastic scattering), or it can be of the
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same wavelength as that of the incident radiation, e.g. Rayleigh or Thomson scatter-

ing (elastic scattering).[7] Compton scattering occurs when a photon hits an electron

and is bounced away, losing some of its energy in the process. This means that the

scattered radiation is of a different wavelength than that of the incident radiation

and has no phase relationship with that of the incident radiation (incoherent scatter-

ing). Hence, no interference phenomena occurs, and no structural information can

be obtained from this radiation.

On the other hand, Rayleigh and Thomson scattering occurs when photons

collide with strongly bound electrons where there is no energy transfer. When this

occurs, the electron begins to oscillate at the same frequency as that of the incom-

ing radiation, causing the electrons to emit radiation at the same frequency. As

these waves radiate from the electrons they can interact coherently, resulting in an

interference pattern that can be detected and contains structural information on the

scatterer.

2.1.3 X-ray Scattering Theory

When an X-ray is scattered by an atom, a spherical wave is emitted (Thompson-

scattering). These outgoing waves are synchronised with those of the incoming

plane wave, producing interference patterns that can be collected by a detector.

The interference can be either in phase (constructive), out of phase (destructive)

or somewhere in the middle of both.[5] This mix of constructive and destructive

phases can be caused due to the observation angle, 2θ , the sample orientation, and

the distance between scattering atoms, r. Constructive and destructive interference

creates brighter and darker spots at the detector respectively, with the resulting 2D

interference pattern being characteristic of the internal structures within the probed

material, i.e. the detected pattern contains information on the orientation and dis-

tances between atoms, relative to each other, within the material. The distances

measured are relative to that of the incident radiation wavelength, λ , whilst the an-

gle can be measured in terms of scattering angle, 2θ . However, scattering patterns

are generally presented as a function of the scattering vector, q, to decouple them
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from the incident wavelength used for data collection:

q =
4π

λ
sinθ (2.2)

q is termed the momentum transfer, which is the modulus of the scattering

vector with units of length−1.

Absorption process are utilised for the detection of X-rays. This is because

when X-ray photons are impacted onto the surface of a suitable detector material,

free electrons are produced as a result of the photons being absorbed.[8] Accelera-

tion, multiplication and amplification processes are then utilised to produce electri-

cal pulses that can be counted and then outputted as numbers correlating to either

intensity or count rate. Image plates also accumulate the energy of absorbed X-

rays, which can then be utilised to obtain information on the number of photons

that hit the detector. From scattering experiments only the squared amplitude of the

wave, Is = |~Es|2 (intensity) and not solely the amplitude on its own, meaning infor-

mation on the phase of the electric field is lost, hence holographic reconstructions

of a three-dimensional structure are essentially unobtainable. This means that the

structural analysis of scattering data will always have ambiguities that need to be

overcome through other knowledge of the systems being probed.

The scattering of X-rays by a particle can be thought of as an interference pat-

tern. This interference pattern is produced from all the scattering particles within

it (electrons/atoms), and when the amplitudes of the individual scattering waves

are summed and squared at the detector, the resultant interference pattern can be

said to be characteristic of the form (or shape) of the particle itself.[5] This phe-

nomena is referred to as the form factor. It is a ”factor” as it must be scaled by a

constant in order to match the experimental intensity units, however, for structural

determination this is not necessary. When considering real samples and real scatter-

ing experiments, multiple particles are illuminated at the same time by the incident

beam, this means that in practice the form factor can only be considered to be from

a single particle, if all illuminated particles are identical in both shape and size (e.g.

monodisperse sample). This is also only true if the sample is dilute enough, so as to
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Figure 2.1: Simulated scattering curves from spherical particles of increasing size.

negate inter-particle scattering. Otherwise, the resultant from factor should actually

be considered as a summed average of form factors produced from all illuminated

particles within the probed system.

When probed systems are concentrated or densely packed, making the inter-

particle distance within the sample the same magnitude as that of the particles them-

selves, the interference pattern begins to contain contributions from neighbouring

interactions. This additional interference multiplies with the form factor of the sin-

gle particle and is know as the structure factor. This is because it contains informa-

tion on particle positions with respect to one another, or the structure of the material.

Concentration effects become visible at small scattering angles with the formation

of additional waves, and either a descent or rise in intensity at low q, due to re-

pulsive and attractive particle interaction respectively.[9] The presence of structural

waves can develop into pronounced peaks when particles are aligned into highly

ordered/periodic arrangements. These peaks are known as Bragg peaks and their
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maxima position, qpeak is related to the distance between aligned particles, dBragg:

dBragg =
2π

qPeak
(2.3)

With concentrated or densely packed systems there is also the possibility that

the particles can align themselves with respect to each other. This ordering means

that there is an increased probability that there will be a next-neighbour at a set

distance. However, there is less probability that this order spreads to further next-

neighbours at longer distances, and due to this their relative positions can be con-

sidered to be more random. The presence of this short-range order can create a

build up of structure factor within the scattering data, hence, peaks within the struc-

ture factor become much more prominent with a greater order of particles.[5] When

the domain size of ordered particles increases (more long-range order) the system

can then be considered crystalline, and the structure factor is in fact the more com-

monly known lattice factor. This presence of long range order is generally observed

as a set of narrow, intense peaks, positioned at well-defined angles indicative of the

crystalline symmetry .

Particles can also show preferential orientation effects with respect to each

other. This is especially true when the probed particles are non-spherical. This

can be observed in a 2D scattering pattern as a modulation of scattering intensity.

When a sample is randomly orientated (isotropic) the scattering pattern will show

equal intensity along concentric circles around the incident beam, however, if there

are orientation effects within the sample this concentric homogeneity will no longer

present, and there will be parts with greater and less intensity, providing information

on the orientation of particles within the probed sample.

For the comparison of theoretical and experimental scattering data, theoretical

data can be scaled using an arbitrary constant. This has no effect on the structural

data held within the scattering curve and therefore has no effect on the particle shape

or size. However, when trying to obtain information on particle number density or

the molecular weights of particles the scaling of the scattering intensity becomes

important, as it is proportional to that of the squared particle volume.[10] The scat-
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tering cross-section of an electron, σ , is the scattered energy produced by an inci-

dent beam of unit energy cm−2. If a particle is illuminated by an X-ray beam with an

energy density, i0, the resultant scattered intensity can be denoted as i0σ , where the

units would be arbitrary units (e.g. counts per second, Watts, Joules). The incident

beams intensity is generally altered by the sample before it reaches the detector,

hence the scattered intensity needs to take into account the sample transmittance,

T , the sample to detector, R, the detector pixel size, A, and the polarization angle of

the incident beam, ϕ , relative to that of the plane of observation.

I0 = i0 ·σ ·
A
R2 ·T · [(sinϕ)2 +(cosϕ)2cos(2θ)2] (2.4)

With SAXS experiments the polarization term can generally be ignored,

though this does not hold true for diffraction experiments.[5] From lab sources po-

larization tends to be random amounting to ϕ = 45◦, and at synchrotron sources

polarization can vary from ϕ = 0◦−90◦ (horizontal and vertical polarization). Sam-

ples with greater electron density have the potential to scatter more, and if a sample

was made up of a sole particle of volume, V1, and electron density, ρ1, then the num-

ber of wave amplitudes scattered is equal to V1ρ1. The intensity will be the square

of all wave amplitudes produced by this volume, and the total scattering intensity

for the particle, I1(q), can be written as:

I1(q) = I0 ·ρ2
1 ·V 2

1 ·P(q) (2.5)

where P(q) is the particle form factor. For many experiments, samples must

be embedded within a matrix material so that data can be collected. This become a

problem when considering that every scattered photon carries structural information

about the materials that scatter it. Hence, it is important to be able to distinguish

the scatter from both the sample and the matrix material that supports it, hence in

general, subtraction of the scattering patterns obtained from the matrix material and

the sample holder are performed. For this subtraction to work there must be a elec-

tron density difference, or contrast, between the sample and the matrix material.
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The greater the contrast the easier it is to observe the sample, as if both the sample

and matrix had similar electron densities they would be indistinguishable. Through

varying the contrast between sample and support matrix components can be almost

removed from the scattering data, however this is not always possible without al-

tering the samples structure or the processes that are wanting to be probed. This is

where other scattering techniques such as SANS where neutron scattering cross sec-

tions are greatly different to those of X-rays scattering cross section, and also tech-

niques such as anomalous small-angle X-ray scattering (ASAXS) can be utilised

where the system is probed using different wavelengths of X-rays.[11] One of the

wavelengths used to probe the system needs to be close to the adsorption edge of a

particular element within the sample, which alters the contrast dramatically. When

a sample with an electron density, ρ1, is held within a matrix with electron density,

ρ2, the scattering intensity sample can be expressed as:

∆I1(q) = I0 · (∆ρ)2 ·V 2
1 ·P(q) (2.6)

Where ∆ρ = ρ1−ρ2. For a sample containing N particles that are all identical

the scattering intensity can be simplified to:

∆I1(q) = N ·∆I1(q) ·S(q) (2.7)

S(q) is the structure factor, which considers the particles positions with respect

to each other. Hence, for dilute systems, S(q) = 1 and the structure factor can be

ignored.

It can be seen from equation 2.6 that the scattering intensity increases with

particle volume. For example, the volume of a sphere increases by the third power

of its radius, hence, the scattering intensity increases by the sixth power. To put

this in perspective if you had a sample with one million particles within it that are 1

nm in size, but there is a 1 ppm impurity of 10 nm particles, the scattering intensity

of the 10 nm particle and the all the 1 nm particles would be equal. An impurity

such as this would be almost impossible to detect using microscopy. Another ob-
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servation from equation 2.6 is that the scattering intensity is also reliant on contrast

squared.[5] This means that both voids and particles can give the same intensity as

both positive and negative values of contrast will result in the same answer. Hence,

what is actually being observed in the scattering data can be quite ambiguous and

requires further knowledge of the systems being probed.

Figure 2.2: Simulated scattering curves from a system containing spherical particles with
increasing polydispersity.

The assumption that all particles in a sample are identical is very rarely true

(unless considering proteins). Generally samples will contain a range of particle

sizes, meaning they can be considered polydispersed, or they contain particles of

different shapes making them polymorphous. Scattering data obtained from poly-

morphous or polydispersed samples can be considered as the sum of N form factors

present within the sample, weighted with respect to each particles contrast, ∆ρi, and

volume, V :

∆I(q) = I0 ·
N

∑
i=1

(∆ρ)2
i ·V 2

i ·Pi(q) (2.8)
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Assuming the probed system is dilute (S(q) = 1).[12] Due to this summation

an average form factor for the system is obtained which no longer exhibit sharp

minima (figure 2.2). Conversely, scattering data from monodisperse samples will

possess well-developed minima.

2.2 Powder X-ray Diffraction (PXRD)
In 1913, William Braggs paper on the X-ray diffraction of crystals showed how

diffraction patterns can be utilised to determine inter-atomic distances in recip-

rocal space.[3] This explained how diffraction peaks can be treated as reflection

from lattice planes within the probed crystals. The scattering of X-rays, by these

planes, produces a diffraction pattern containing a great deal of information related

to atomic arrangements within the probed crystalline structure. As powder X-ray

diffraction (PXRD) is not solely affected by the kind of atoms within a sample, but

by how they are arranged within it, it is possible to distinguish between chemically

identical materials, as long as they have distinctive crystal structure (e.g. silicalite-1,

quartz and SiO2 glass). For a diffraction pattern to be produced crystals or crystal-

lites in the sample must be correctly orientated with respect to the X-ray beam.

For example, in a powdered sample there are hundreds/thousands of crystals in any

number of different orientations, which, statistically means there will be at least

some crystals in the correct orientation for an apt diffraction event to occur. The

Bragg equation must be satisfied for a crystal to diffract light:

nλ = 2sinθ (2.9)

Where λ is the wavelength of radiation used, d is the spacing between Miller

planes, θ is the angle between the incident beam and the crystal plane, and n is

the order of diffraction represented by an integer value. The Bragg equation is

fulfilled when X-rays are scattered from successive Miller planes (figure 2.3). The

Bragg equation expresses how the diffracted X-rays travel different distances to the

detector, and when the difference is of an integer value of wavelengths the beams

interfere constructively at the detector.
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Figure 2.3: Schematic diagram of X-ray diffraction from part of a single crystal.

Information of the unit cell parameters is given by the position of these peaks

in the diffraction pattern whilst the intensity of the peaks provides information on

atomic positions. However, in certain situations, preferred crystal orientation can

distort these intensities, and can be used to interpret orientation effects in some

samples.

2.2.1 Williamson-Hall Analysis

From XRD data it is possible to estimate both the size and strain of a ma-

terial through evaluating the broadening of powder diffraction peaks.[13] The

Williamson-Hall method does this by relying on the approximation that size broad-

ening, βL, and strain broadening, βe, vary with respect to that of the Bragg angle,

θ :

βL =
Kλ

L · cosθ
(2.10)

βe =Cε · tanθ (2.11)

As the size broadening varies with 1
cosθ

and strain varies with tanθ their in-

dividual contribution can be determined by convolution. The Williamson-Hall
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method for overcoming this convolution is to assume is is a simple sum:

βtotal = βe +βL =Cε · tanθ +
Kλ

L · cosθ
(2.12)

And by multiplying by cosθ :

βtotalcosθ =Cε · sinθ +
Kλ

L
(2.13)

Which is of the standard equation form for a straight line, y = mx + C where m

is the gradient and c is the intercept. Hence, by plotting βtotalcosθ versus sinθ it is

possible to obtain the strain component from the slope Cε and the size component

from the intercept, Kλ

L .[14, 15]

2.3 Small-angle X-ray Scattering
Small-angle scattering (SAS) is a naturally occurring phenomenon that can be ob-

served everyday in nature. When the sun passes behind a thin covering of high

altitude cloud a halo of light can be seen, this ring of light appears due to the small-

angle scattering of light by ice and water particles within the atmosphere. If the

angular distance or the intensity gradient of the rings were measured, the size and

shape of the scattering particles could be resolved and if these particles were spaced

close together it would also be possible to obtain information on the interaction of

particles, as well as their inter-particle distances.

SAS as an analytical technique is used to determine the shape and size of ob-

jects much smaller than can be seen by the naked eye, through observing how radi-

ation scatters off of these objects. SAS takes a multitude of forms related to the ra-

diation used e.g. Small-Angle Light, X-ray, and Neutron Scattering (SALS, SAXS

and SANS respectively) and these techniques can be used to measure particles in a

range from 1 µm to several Å in size.

Scattering techniques take advantage of how light waves interact with a sample

that has contrasting features. These interactions are elastic in most cases, hence, it is

assumed that no photon energy is lost and the scattering effects can be treated purely

as wave interference effects. In SAXS, X-rays are exposed to a sample and a small
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fraction of the X-rays deviate from their original path as they hit contrasting features

within the sample, and the degree of scattering is recorded using a position-sensitive

detector. The requirement of contrast in a sample limits the types of samples that

can be measured to, for example, proteins in solution, colloidal solutions, polydis-

persed particles, pore structures and single-phase samples with density differences.

In SAXS the contrast is the difference in electron density seen within the sample, in

SANS it is the neutron scattering cross-section and in SALS it is the transmittance

contrast and as these techniques utilize three different properties for distinguishing

contrast opening up scattering to a multitude of systems where if one technique does

not work another could be used instead.

2.3.1 Basic Theory

X-ray diffraction occurs due to the interference of scattered waves from electrons.

The energy of the X-rays used in SAXS experiment are greater than that of the

atomic binding energies of the electrons within the sample, hence, the electrons

can be considered free. At small angles the scattered waves can be considered

elastic in nature at small angles, meaning that inelastic/Compton scattering can be

disregarded.[5] The wavelength of an X-ray is in the region of a single Angstrom

meaning that they will scatter at small angles in the presence of nano-sized struc-

tures, making SAXS ideal for the exploration of nanoparticles. The scattering in-

tensity of a simple system of nano-structural, mono-dispersed colloidal spheres, of

radius, r, within a medium that is of a different electron density to that of the nano-

structural particles can be written mathematically as:

I(q) = Nr2
e ·∆ρ

2 ·V 2 | F(q) |2 S(q) (2.14)

Where N is the particle number density, re is the radius of an electron, ρ is the

electron density, V is the average particle volume, F(q) is the particle form factor,

which provides information on the size and shape of the particles, S(q) is the struc-

ture factor contains information on the interactions and distances between particles,

and q is the momentum transfer, which is the modulus of the scattering vector with
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units of length−1 (see 2.2).[16] In SAXS there are a great deal of advantages for us-

ing q instead of θ (the scattering angle) as q is independent of the X-ray wavelength

consequently making a direct comparison of results much easier.

The measured scattering after background subtractions have been accounted

for can be expressed as:

∆I(q) = K ·F(q) ·S(q) (2.15)

Where ∆I is the background-subtracted intensity and K is a factor account-

ing for the electron density contrast between scatterers and the surrounding matrix.

When considering simple colloidal spheres separated by a distance much greater

than that of the particles themselves, the structure factor, S(q), can be neglected, and

the scattering intensity becomes solely dependent upon the particle shape, while the

form factor, F(q), is a result of coherent scattering from particles within the sys-

tem, with the interference pattern being characteristic of the scattering particles

shape.[5] However, in real systems, multiple particles are observed simultaneously

causing discrepancies in the form factor if the sample is not dilute enough to al-

low for inter-particle distances that are much larger than that of the probed particles

and the wavelength of the incident X-rays, if the particles are not monodisperse.

However, if the probed particles are polydispersed, the resulting scattering pattern

will be made up of the form factors for each particle morphology present within the

system, resulting in a smearing of form factors.

The form factor is dependent upon the specific shape of the scatterers, how-

ever, Guinier showed how this can be approximated to a Gaussian function at low

angle:[17]

F(q)∼= a0 · e(
−R2

Gq2

3 ) (2.16)

Where a0 is taken as the scattering intensity when extrapolated to zero scatter-

ing angle and RG is the radius of gyration which is related to particle size, where for
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example in the case of monodisperse spheres, particle size can be calculated as:

R =

√
5
3

Rg (2.17)

To determine the parameters from a real data set, a so-called Guinier plot is

required where the logarithm of the intensity is plotted against q2.

ln(∆I(q)) = ln(a0)
−

R2
Gq2

3 (2.18)

With this RG and a0 can be determined by straight-line fitting of the graph,

from the slope −(R2
G
3 ) and ln(a0) is determined from the y-intercept.

2.3.2 SAXS Data Correction

After data collection, corrections need to be performed. These corrections are very

important when dealing with SAXS data, as it is very easy to insufficiently correct

and then either over- or under-fit possibly featureless data sets. There is now a

widely accepted, standardised sequence of steps for the correction of SAXS data to

obtain data on an absolute scale.[10]

1. Read-in:

First, the data needs to be read-in to the data reduction software such as the

free software package DAWN provided by Diamond Light Source. The read-

in procedure does not just mean reading in the raw SAXS data collected from

an experiments but also the parameters associated with how the data was col-

lected (e.g. sample-to-detector distance, beam center, X-ray source energy

etc).

2. Masking:

The data then undergoes a masking procedure. This is so that any ”invalid”

data points are excluded . An example of ”invalid” data points include hot

pixels, pixels hidden behind the beamstop/beamstop arms and data collected

from between detector modules.

3. Estimation of uncertanties:
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Some uncertainties need to be estimated, in particularly those associated with

counting or the Poisson uncertainty, which are calculated on the number of

photons that are counted by the detector.

4. Deadtime Correction:

The deadtime is then taken into account, this returns an estimate of the num-

ber of photons that arrived at each pixel of the detector. This is calculated

using the detected count rate.

5. Dark current correction:

The removal of dark current needs to be performed. This is essentially the

removal of background radiation collected by the detector (including cosmic

rays).

6. Time normalization:

The normalization of time comes next. This is done so that the measurement

is independent of the duration of the taken measurement.

7. Flux normalization:

Again, similar to the above time normalization step, this is to make sure the

measurements are independent of the flux of the incident beam.

8. Transmission correction:

The data should be corrected for sample transmission, or the probability of

absorption within the sample. This is a scaling correction that should be ob-

tained by dividing the flux of all scattered, diffracted and transmitted light, by

that of the incident flux.

9. Sample self-absorption:

Sample self-absorption should also be accounted for, with the increased likely

hood that scattered light is absorbed as it travels through the sample. This is

a direction dependent modification for the transmission correction.

10. Frame averaging:

The averaging of frames is recommended for when photon-counting direct-
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detection systems are used for measurements, where in general, multiple short

frames/exposures are taken for each measurement to avoid pixel saturation.

The averaging of frames allows for temporal variations, arising from sample

instabilities and or instrument changes occurring within the measurements to

be perceived.

11. Background subtraction:

The removal of a background can then be preformed. The background data

should have also been subjected to the above corrections prior to subtraction

from the experimental data.

12. Flat field correction:

A flat field correction should then be applied to the data. Here, a multiplica-

tion matrix (normalized to 1) is used to correct for inter-pixel differences in

sensitivity.

13. Angular efficiency correction:

An angular efficiency correction can be utilised to compensate for variations

in detector efficiencies, which is dependent upon the angle of incidence for

photons hitting the detector surface. This step also aids in correcting for de-

tector imperfections.

14. Solid angle correction:

A correction for solid angle should next be preformed for each pixel. This is

calculated using the instrument geometry.

15. Polarization:

A correction for polarization, compensating for differences in scattering event

probabilities, for the polarized and unpolarized beam. For the unpolarized

beam this is an isotropic (azimuthally uniform) correction, and this should

be preformed prior to the subtraction of a second background to ensure that

older dispersant measurements can still be utilized for corrections on future

samples.
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16. Sample thickness correction:

The sample thickness should also be accounted for, so as to normalize the

data into units of reciprocal length.

17. Absolute unit conversion:

The data is then ready to be converted into absolute units. This is done by

scaling the data to units of scattering cross section or by the fraction of radia-

tion that is scattered per length of material per solid angle.

18. Displaced volume correction:

This applies to samples that are dispersions, with high volume fractions of

analyte. These samples should be corrected for their displaced volume, how-

ever, this should only be preformed on the solvent scattering signal.

19. Remapping:

The data can then be remapped into q or 2θ .

20. Averaging:

By averaging the data at this stage, you can reduce the dimensionality and

size of the dataset (generally from 2D to 1D). For isotropic data this can be

done azimuthally, and for anisotropic data this can be done radially. When

dealing with anisotropic data, radial averaging over a limited data range can

be utilised to extract information on orientation effects.

Once all of these steps have been completed, the resulting data will be on an

absolute intensity scale and ready for fitting.

2.3.3 SAXS Data Analysis

Monte Carlo regression fitting of small-angle scattering data has become a popular

method of fitting SAXS data over the past few years.[18, 19] This methods utilises

random populations of particles, in a trial-and-error, brute-force process to retrieve

form-free particle size distributions from small-angle scattering data. Monte Carlo

rejection sampling is used to uncover model parameter distributions. For exam-
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ple, through the use of these methods it is possible to obtain size distributions of

scatterers from small-angle scattering data.

To perform these fits, the Monte Carlo simulation is provided with a set of inde-

pendent, non-interacting contributions from a chosen scattering model. The model

can be chosen from a catalogue of theoretical models to describe a specific particle

shape. This model choice determines the parameters that can be altered during the

fitting process, for example, if a spherical model is chosen then the only parameter

that is considered is that of the particle radius, however with more complex shapes

more parameters are considered. Monte Carlo simulations also take into account

the difference in scattering length densities between the probed sample and the dis-

persant/matrix it is held within. Hence, only when all this information is fed into

the simulation, optimization procedures can proceed.

This process essentially progresses through random iterations of potential fit

parameters, by randomly simulating contributions to the theoretical model until a

convergence criterion is met. The optimization of this process begins with a non-

interacting distribution of scatterers of a user defined shape. The size of these parti-

cles in this initial distribution are chosen randomly, and the sum of the total model

scattering pattern is given as the weighted sum of all the scatters present in the dis-

tribution. From this, a χ2 value is calculated between the model and that of the

measured scattering data once it has been weighted by measured uncertainty esti-

mates. Through the use of a least squares minimization procedure, the model data

is then scaled to that of the experimental data to within these experimental uncer-

tainties. After this, the Monte Carlo simulation can then take place, where with

each iteration, a single random scatterer is altered. After this alteration, the new

total scattering pattern of the model is calculated, and if χ2 is reduced, the change

to the model is accepted. This process of randomly altering the model parameters

continues iteratively, until a convergence criterion is met (generally when χ2 ≤ 1).

Throughout this process, the minimum observability limit for each particle distribu-

tion is also calculated. This calculates the minimum volume fraction of scatterers

that is required for a population of that specific shape and size, to be measurable
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within a scattering pattern.

This method of fitting small-angle scattering data have its drawback. It can be

a very slow process due to its brute-force iterative approach to data fitting. This also

means that it is quite computationally intensive

2.4 Intense Radiation Sources

2.4.1 Synchrotron Radiation

Synchrotron radiation is the electromagnetic radiation emitted by electron near rel-

ativistic velocities. As an electron approaches the speed of light in a curved trajec-

tory, the particles accelerate in a radial direction, but decelerate in the direct path.

This results in the release of a polychromatic fan of radiation tangential to that of

the beam path. This polychromatic fan of radiation is comprised of a broad range of

photon energies from microwaves to hard X-rays, and is highly directional. The fan,

however can be harnessed through the utilisation of highly specialised X-ray optics,

making it possible to preform unique experiments not possible in a lab environment.

There are a great deal of synchrotron sources around the world, however the three

largest and possibly well known in the world are; The European Synchrotron Radia-

tion Facility (ESRF), with a 6 GeV storage ring in Grenoble, France; The Advanced

Photon Source (APS), with a 7 GeV ring in Chicago, USA; and SPring-8, which is

the worlds largest synchrotron with the highest energy storage ring at 8 GeV, in

Hyogo Prefecture, Japan.

All modern synchrotron are made up of the same five major components:

1. Electron Gun:

Electrons are initially produced from a cathode ray tube. A high voltage

cathode is heated under vacuum, which in-turn gives the electrons within the

cathode sufficient energy to escape from its surface. This process is known

as thermionic emission, and the electrons produced from the electron gun are

then accelerated towards the next a linear accelerator using earthed anodes.

2. Linear Accelerator (LINAC):

The LINAC takes the constant steam of electrons coming from the electron
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Figure 2.4: Diagram of a synchrotron showing the major components found within a syn-
chrotron radiation facilities.

gun and accelerates them. It does this through the use of a series of radio

frequency (RF) cavities. In this process the electrons are accelerated to ap-

proximately 100 MeV and the electrons are grouped together into bunches.

3. Booster Ring:

The booster ring accepts the accelerated electrons from the LINAC. Here the

electrons energy is increased to match that of the electrons held within the

synchrotron storage ring. The booster ring is made up of a series of RF cav-

ities and dipole magnets. The RF cavities accelerate the electrons whilst the

dipole magnets keep the electrons in orbit around the booster ring. This is

done by increasing the magnetic field produced by the dipole magnets as a

function of the electrons increasing energy. Once the electron energy matches

that of the electrons held within the storage ring, they can then be ejected from

the booster ring into the storage ring.

4. Storage Ring:

The storage ring at a synchrotron is not in fact circular, but actually polyhe-

dral. A storage ring is made up of several straight sections that are connected

using dipole bending magnets. The straight sections in the storage ring con-
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tain hexapole and quadrupole magnets that are utilised to corral the bunches

of electrons, reducing their divergence during orbit around the ring. As the

electrons enter the bending magnets they are accelerated, which causes the

electrons to emit a fan of electromagnetic radiation tangential to their orbit.

This radiation is then extracted from the storage ring towards a beamline. The

straight section of the storage ring can also contain insertion devices that are

able to generate extremely bright beams of radiation that can be sent towards

a beamline.

5. Insertion Devices:

Generally, there are two different types of insertion devices used at a syn-

chrotron, wigglers and undulators. These devices work by disrupting the

electron orbit so that electromagnetic radiation is emitted. Wigglers do this

by utilising very strong magnetic fields to make the electron beam ”wiggle”

along an extremely tight radius of curvature. By doing this, the X-rays gener-

ated are much harder X-rays than can be generated within the storage ring. On

the other hand, undulators utilise weaker magnetic fields placed in an alternat-

ing directions. This induces sinusoidal oscillation into the electron orbit, and

when the electron orbit is forces to alter direction electromagnetic radiation

is emitted. This emitted radiation can then interact constructively or disrup-

tively along the undulator to give a harmonic structure to the X-ray spectrum.

The use of an undulator can result in obtaining an extremely intense beam if

the harmonics are arrange correctly.

Synchrotron radiation has many benefits over those of standard lab sources.

For example, the intensity of X-rays generated at a synchrotron are many magni-

tudes greater than those accessible with standard lab sources. This high intensity

allows for experiments to be conducted on relatively dilute samples, whilst high

flux provides the ability to perform in-situ experiments with good time resolution

(data collection on ms scales for certain techniques). Generally, at a synchrotron

beamline it is trivial to access different energy X-rays, meaning problems surround-

ing sample absorption as can negated for many experiments. X-rays at synchrotron
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sources are also considered to be higher ”quality” than those of lab sources. The

”quality” of an X-ray source is measured by its brilliance, which has units of pho-

tons sec−1 mrad−2 mm−2 0.1% bandwidth. The brilliance combines photon flux,

divergence of the beam and the cross-sectional area of the beam. High brilliance can

be achieved by combining high intensity or flux, with good collimation for low di-

vergence, with a small spot size. The brilliance that can be obtained at a synchrotron

radiation facility on a bending magnet beamline can read up to 1014 photons sec−1

mrad−2 mm−2 0.1% bandwidth, whereas wigglers and undulators can reach 1016

and 1019 photons sec−1 mrad−2 mm−2 0.1% bandwidth respectively.

2.4.2 Diamond Light Source Beamline I22

Diamond Light Source it a third generation synchrotron with a medium energy stor-

age ring. Diamond operates at 3 GeV, with a typical ring current of 250 - 300 mA,

and consists of around 30 operational beamlines, each specialising in a particular

experimental technique that the beamline has been specifically designed to preform.

Beamline I22 a.k.a. SAPPHIRES (Small angle photons for resonant and elastic

scattering) is a beamline specialising in non-crystalline diffraction. It is situated

on a 2 m long undulator, that has a magnetic period of 25 mm. When the beam

enters the beamline from the storage ring/undulator, it is first met by an aperture

to limit the beams divergence. This is followed by a set of primary slits to define

the beam size. Next along the beamline, I22 is equipped with a Si (111) double

crystal monochromator, which is cooled using liquid nitrogen for dispersion of the

incident white beam on the first crystal. Kirkpatrick-Baez mirrors are then utilised

to focus the beam in both horizontal and vertical planes. These mirrors can have a

voltage applied to the piezoelectric actuator positioned under their polished surface

to change their shape, altering the focal length of the mirrors.

Next there are three sets of slits, which can be utilised to remove parasitic

scatter from the upstream beamline components, something that is very important

in the collection of SAXS data as any extraneous scatter can have detrimental effects

on the quality of data collected. After these slits the beam enters the experimental

hutch. In this hutch there is a large motorised optical sample stage for positioning
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Figure 2.5: Layout of beamline I22 at Diamond Light Source.

samples within the beam. Next in line, is the first of two DECTRIS Pilatus 2M area

detectors.[20] These detectors are used for the simultaneous collection of SAXS and

WAXS data. These detectors are high resolution photon counting devises, with low

noise and high dynamic range characteristics, allowing for the collection of good

quality scattering data on short time scales from weakly scattering samples. The

WAXS detector is housed within a vacuum chamber. This large chamber can be

modularly extended towards the SAXS detector that is positioned on a motorised

track. This allows for sample-to-detector distances of mere centimetres, for the

collection of wide-angle data, and up to a possible 9.5 m for the collection of small-

angle data.

2.5 Microscopy

2.5.1 Scanning Electron Microscopy (SEM)

Scanning electron microscopy (SEM) uses a high-energy electron beam to produce

high-resolution images of the surface of a sample.[21] It does this by is first bom-

barding the samples surface with high-energy electrons, which in-turn ejects elec-

trons from the samples surface (secondary electrons) and it produces back- scattered

electrons (electrons that have undergone elastic/inelastic scattering with the sample

surface). Secondary electrons, generally, have low kinetic energy in comparison

to that of back-scattered electrons, which causes them to be recaptured by ionized
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atoms within the bulk of the sample. Hence, it is only possible for a secondary

electron to escape from the sample via the surface. The intensity of back-scattered

electrons, which have greater kinetic energy than that of secondary electrons, is de-

pendent upon atomic number. With backscattered electron images, regions of the

surface with greater electron density appear brighter than those of a lower electron

density.

2.5.2 Transmission Electron Microscopy (TEM)

Transmission electron microscopy (TEM) is a microscopic technique in which a

beam of electrons is transmitted through very thin layers of the sample material. The

beam interacts with the sample as it passes through it, which can then be interpreted

into an image by looking at the interactions of the electrons within the sample. This

image is then magnified and focused on to a imaging device (e.g. a fluorescent

screen) and then on to either a layer of photographic film, or a sensor such as a

CCD camera for the images to be captured.

With TEM it is possible to obtain images with much greater resolutions than

those seen with standard light microscopy due to the nature of TEM and the small

de Broglie wavelengths of electrons. Hence, it is possible to observe details such

as lattice planes on the surface of crystals. These capabilities of TEM make it a

very important analytical technique in the determination of how particle formation

occurs, as the nucleation of nano-scaled particles can be observed ex-situ.

2.6 SAXS & Microscopy as Complimentary Tech-

niques
SAXS is similar to diffraction as it characterizes lengths within a sample. How-

ever, in a SAXS experiment small objects/features contribute only a small amount

of scatter to large angles and large features scatter a large amount to small angles.

The scattering power of an object is related to its volume, with the scattering power

scaling with volume squared leading to a dominance of scattering from large objects

in polydispersed systems. A large limitation of SAXS is that unlike with PXRD, a
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SAXS pattern does not actually contain much information and without information

on sample morphology from microscopy scattering data is open to a multitude of

interpretations, which leads to the question of why not just use microscopy as an

analysis technique instead? Microscopy is the obvious choice of technique when

it comes to analysing small particles as it allows for the visualization of objects

smaller than 1 cm in size. Optical and confocal microscopes can image objects

to sub micron resolution, SEMs can comfortably measure to 100 nm and TEM

on an even smaller scale to, in some cases, near atomic resolutions, and then there

is scanning-probe microscopy which can probe along this entire scale. However,

the biggest challenge associated with microscopy comes from sample preparation.

Sample preparation becomes more and more complex when greater resolutions are

sort after. It can be a time consuming process and it can impose structure on the sam-

ple from the grinding, cutting and polishing of samples that is often needed. This

makes it much harder to distinguish sample structure from that of induced struc-

tural artefacts. If these difficulties can be overcome, the next problem is intrinsic to

the technique, as only a small fraction of a sample can be observed, and observing

samples in-vivo or in-situ is not always possible with microscopic techniques.

SAXS, on the other hand, is able to gather information on the whole of an

irradiated sample containing potentially thousands of particles, to obtain parameters

for the average particle within the sample. This is an advantage SAXS has over

microscopy, however, microscopy dominates labs due to the challenges associated

with collecting good scattering data and the difficulties of analysis. SAXS also

substitutes the problems associated with microscopy with others of its own. The

main challenge is associated with the analysis of the data itself. These problems

lie in the ambiguity of the data collected as mentioned previously. Information is

lost during the scattering process as only the scattering intensity is detected and

phase information is lost. A particles shape and polydispersity are lost and both

cannot be retrieved simultaneously, a very important concept in SAS. Polydispersity

can only be determined when the particle shape is known and vice versa, thus,

either monodisperse systems or prior knowledge of the shape distribution within the
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sample is needed. Hence, complimentary microscopy data is necessary to produce

convincing fits of the data, which can still be a very time consuming procedure.

To fully understand the formation of any system the use of multiple analytical

techniques is essential. Microscopy and scattering techniques complement each

other extremely well. This is because their strengths and weaknesses do not overlap

but instead complement each other, making it is possible to obtain a more complete

picture of an unknown sample or process through the utilization of both techniques.
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Chapter 3

Nucleation and Growth of Zeolites

3.1 Zeolites
The popularity of porous materials has continued to grow, as their ability to in-

teract with atoms, ions and molecules throughout their bulk becomes more and

more important. Porous materials are typically utilised in applications that can ex-

ploit the highly ordered, large internal surface area that these materials possess.

The applications that these materials are used in encompass ion exchange, adsorp-

tion/separation and catalysis. The ability of porous solids to succeed in a partic-

ular field is dependent upon the distribution of the pore properties throughout the

material (e.g. pore shape, size, uniformity and order). For example, zeolites are

uniformly microporous and are capable of separating molecules on a basis of size

through selective adsorption. This is why they are sometimes referred to as molec-

ular sieves, as small molecules can be separated from a mixture containing larger

molecules that are of greater size to that of the zeolites micropores. For these ap-

plications to work, possessing uniform pore shape and size distributions is key, but

the porous materials’ elemental composition can also play an important role. For

example, microporous molecular sieves comprised solely of silica (SiO2) are in-

nately hydrophobic, hence they adsorb organic molecules from oil-water mixture,

however upon the addition of aluminium into the same microporous array, creating

an aluminosilicate, the reverse is observed. Controlling the uniformity of porous

solids is of great importance, and only through gaining insight on how these ma-

terials are formed can their properties be utilised to their full potential. Through
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understanding of the underlying mechanisms which occur during the formation of

these materials can control be applied to their syntheses, potentially allowing for

their more desirable properties to be tuned for specific application.

3.1.1 Introduction

Zeolites are a class of microporous, metastable, crystalline oxides that were first dis-

covered in 1756. Zeolites are composed of silicon, aluminium and oxygen atoms,

that are systematically bonded together in arrays to produce over 200 differnt, well-

defined, uniform zeolite structures.[1] Within zeolite structures, the silicon and alu-

minium atoms possess tetrahedral coordination and can be referred to as T-atoms.

These T-atoms are bound together through bridging oxygen atoms located at the

vertices of each tetrahedron to create TO4 units.

Zeolitic frameworks are made up of ordered systems of pores and channels,

which run throughout their uniform structures. The size of the channels are de-

termined by the number of T-atoms within the ring structures that form the pore

opening. In zeolitic solids, these openings are typically 3-12 Å in diameter.[2] Zeo-

lite structures have been classified by their framework symmetry and given a three-

letter identification by the International Zeolite Association (IZA). For example,

silicalite-1 and ZSM-5 possess the same Zeolite Socony Mobil-Five (MFI) frame-

work, whilst zeolite X and Y both have faujasite (FAU)frameworks.[3] Compounds,

with similar structures to those of zeolites, made up of T-atoms and TO4 units, that

are not solely Si and Al, can be classed as zeotypes (eg. aluminophosphates, which

have both Al3+ T-atoms and P5+ T-atoms).

Aluminosilicate zeolites, or ”true zeolites” posses negatively charged frame-

works due to the discrepancy of formal charges present on the SiO2 and AlO2

groups within the framework. These groups have charges of 0 and -1 respectively,

which are caused due to the presence of Si-atoms being in a +4 oxidation state,

and Al-atoms being in a +3 oxidation state. This leaves a formal negative charge

on the zeolite structure, however this is compensated through the presence of non-

framework cations held within the pores of the structure.

The Si/Al ratio within aluminosilicates is very important to many of the zeo-
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Figure 3.1: Structural representation of silicalite-1, which possesses MFI framework sym-
metry.

lites properties, and can influence the structure formed. The Si/Al ratio can be in

anywhere between the range of one and infinity (zeolite A and silicalite-1, respec-

tively), however, their direct connectivity is strictly controlled by the Löwenstein

rule.[4] This rule states that there can be no Al-O-Al bridges within the zeolite

structure due to coulombic repulsion.[5] Hence, when the Si/Al ratio tends to one,

a strict alteration between SiO4 and AlO4 tetrahedra is observed. However, as the

Si/Al ratio is increased towards infinity, the spacing between AlO4 tetrahedra is

maximized to aid in the reduction of coulombic repulsion seen within the structure,

a property known by Dempseys rule.[6]

3.1.2 A Brief History of Zeolites (1756 - 1945)

Zeolites were first discovered in 1756 by a Sweedish mineralogist, Axel Fredrik

Crønstedt, whom, is credited with the original discovery Stilbite, a naturally oc-

curring mineral. The Sweedish mineralogist named his discovery zeolite from the

ancient Greek words ζ εω , to boil’, and λιθoς , stone, as upon heating this natu-

ral mineral steam was released.[7] However, it wasnt until nearly 100 years after

Crønstedts initial discovery, in the 19th century, that most of their innate properties
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began to be uncovered.

In 1840, Damour discovered that zeolites could reversibly hydrate, without

causing any perceivable changes to the zeolite morphology or its transparency.[8]

Eighteen years later, Eichhorn was the first to report upon cation exchange with ze-

olites. Eichhorn discovered that zeolites could successfully exchange cations from

aqueous solutions, a property of zeolites that would be exploited a great deal in the

furture.[9]

The next big discovery came in 1896, when Friedel expanded on Damour

and Eichhorns earlier work to postulate that zeolites were in fact open spongy

frameworks.[10] This conclusion came about from observation on how certain flu-

ids, such as benzene and chloroform, are occluded by zeolites. This work was

followed up, by Grandjean’s 1909 study of the adsorption properties of chabazite (a

naturally occurring zeolite).[11] Here, Grandjean, observed how ammonia vapours,

hydrogen and other molecules could be adsorbed by zeolites, a property that would

be further explored by Weigel and Steinhoff in 1925, who reported the first molec-

ular sieving properties of zeolites.[12] By utilising dehydrated zeolite they were

able to demonstrate how water, methanol, ethanol and formic acid were rapidly

adsorbed by chabazite, whilst the vapours of acetone, ether and benzene were es-

sentially omitted.

Soon after Weigel’s study, Leonard described the first use of X-ray diffraction

in the identification of synthesised minerals.[13] A study that would be followed up

three years later, with Taylor and Pauling’s initial determination of the single crystal

structures for naturally occuring zeolites using X-ray diffraction, a technique that

would soon catapult natural zeolites into the world of industry.[14]

These discoveries lead to the term molecular sieve being coined by McBains

in 1932, when chabazites ability to selectively adsorb molecules < 5 Å in size

was first presented.[15] It was then in the mid-1930s that Richard M. Barrer began

his pioneering work on the adsorption properties of zeolites.[16] Barrer, in 1945,

became the first to hypothesize that the selective adsorption properties of zeolites

could be explained using two distinct mechanisms:

76



1. Selectivity by molecular size and shape:

Where adsorption is favoured by smaller molecular species, a property that

varies with pore size and the geometry of the channels running through the

crystal structure.

2. Selectivity through interactions between the zeolite and a specific compound

within a liquid/gaseous stream:

Where species with a greater affinity towards the material will stay within the

pores longer than those with a lower affinity.

After this discovery, Barrer, then went on to report the first definitive, readily-

reproducible synthesis of a non-naturally occurring zeolite, a synthesis that would

go on to revolutionize the world of zeolites.[17]

3.1.3 A Breif Industrial History of Zeolites (1948 - Present)

When stilbite was first discovered in 1756, it was believed that zeolites were only a

minor component found within the vugs and cavities of basaltic and volcanic rock

formations. This thought would hinder the early commercialization of zeolites, as

with a perceived lack of minable quantities their commercialization was not vi-

able. This belief, however would be proven wrong in the late 1950s, when large

sedimentary deposits of zeolites were discovered in the United States of America.

This discovery, can be credited to the advancement made in X-ray diffraction and

the new found ability to examine fine-grained sedimentary rocks. This led to the

industrialization of naturally-occurring zeolites, such as chabazite and mordenite

as adsorbents. However, the thought that zeolites were not present naturally on a

minable scale lead to the exploration into the synthesis of zeolites. In 1862, the

first synthetic zeolite was produced by St Claire Deville.[18] Though, due to a lack

of reproducibility and an inability to completely characterize synthetic zeolites at

the time zeolites were not propelled into the world of industry. These problems

with reliability, reproducibility and lack of appropriate characterisation techniques

would be present up until the 1930s, meaning a multitude of early syntheses were

reported but we not considered reliable enough to make an impact within the world
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of industry.

However, in the 1940/50’s Richard M. Barrer and Robert Milton began work

that would propel zeolite synthesis into a new era.[17, 19, 20, 21] Barrers initial

work in 1948 would go on to inspire Robert Milton, of the Union Carbide Cor-

poration, to begin the search for new materials to aid in industrial separation and

purification processes. The work performed by these two scientists would lead to

the development of the hydrothermal syntheses used in modern times. Barrer and

Milton utilised high temperature and vapour pressures to convert amorphous re-

actants (silica and alumina) in a basic (high pH) medium into crystalline zeolites.

These experiments would lead to the further development of hydrothermal synthe-

sis of many different zeolites, including the first commercially significant zeolites

A, X and Y.[22, 23]

Barrer and Milton’s work would signify a new chapter in the history of ze-

olites. Their developments meant that there was a near unlimited supply of high

purity synthetic zeolites available to the world, meaning research in the field began

to grown. Due to this ”boom” in research, it wasnt long until the catalytic prop-

erties of zeolites were uncovered. In 1959, the Union Carbide Corporation were

first to market zeolite-Y as an isomerization catalyst. This would however, only be

the tip of the iceberg, and it didnt take long for more catalytic zeolites to be pro-

duced through the incorporation of rare-earth metals into the structure of zeolite-X

to produce zeolites for the catalytic cracking of fossil fuels.[24]

Next, zeolites would start to utilised for the hydroisomerization of hydrocar-

bons. Here, linear hydrocarbon chains are converted into branched isomers using

doped zeolites.[25] This process was further developed by the Shell-Union Carbide

Total Isomerization Process (TIP), a very important process for the production of

high-octane gasoline. This process would negate the use of lead, and catalytically

active zeolites would be utilised to isomerize linear hydrocarbons, before a second

zeolite would then be utilised for separation processes.[26] The linear hydrocarbons

would then be recycled and fed back into the feedstock to undergo further isomer-

ization.
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This commercialization of zeolites took almost 200 years, and it only became

truly viable when high purity synthetic zeolites became widely available. The devel-

opment of reproducible synthetic routes for the production of high purity synthetic

zeolites would pave the way for multiple commercial applications ranging from ion

exchange and gas separation to multiple uses in catalysis.[27] Zeolites in indus-

try are used to separate molecules based on their shape, polarity, size and even by

a molecules degree of saturation, and are conventionally used as ion exchangers,

catalysts and adsorbents in industry today.[28, 29]]

3.1.4 ZSM-5 and Silicalite-1

ZSM-5 is a highly siliceous, MFI zeolite, where the Si:Al can be varied to alter

its properties. This interesting property means that ZSM-5 crystals can be both

hydrophilic and hydrophobic depending on the Si:Al ratio. This is in contrast to

many other zeolites, such as A, X and Y which are all highly hydrophilic.[30] This

variable property of ZSM-5 is, in part, a result of the number and type of cations

found compensating the overall lattice charge. However, even with its variable hy-

drophilic/phobic properties, ZSM-5 remains very stable, both chemically and ther-

mally. ZSM-5 also allows for the introduction of a variety of different T-atoms into

its structure (e.g. Zr, Fe, Sn, Ti). This property enables the alteration of a zeolites

catalytic properties, whilst retaining its structural characteristics.

ZSM-5 is most commonly used in the conversion of methanol to hydrocar-

bon fractions containing both aliphatic and aromatic compounds within the boiling

range of gasoline. Due to its low aluminium content, and as the acid strength of

a zeolite is maximised when Al T-atoms are spaced far apart, ZSM-5 can be said

to posses very strong acid sites.[31] This property, in combination with the sta-

bility and molecular selectivity of ZSM-5, makes it very adaptable for catalytic

applications. For example, in industry today, ZSM-5 is utilised in the conversion

of methanol to gasoline (MTG), the alkylation of toluene with methanol to para-

xylene, the disproportionation of toluene to benzene and p-xylene, and the selective

cracking of paraffins.[32, 33, 34, 26] However, the two most common industrial

uses of ZSM-5 are in the formation of para-xylene and the catalytic dewaxing of
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fossil fuels, two processes that utilize both ZSM-5s shape selectivity and its cat-

alytic properties.

Para-xylene (and other para-substituted benzene species) possesses a much

higher diffusion coefficient than their ortho- and meta-substituted counterparts. This

means that para-xylene passes through the zeolite pores unhindered. However, both

meta- and ortho-xylene traverse the pores much more slowly, allowing for isomer-

ization to occur within the pores of ZMS-5.[26] Hence, the alkylation of toluene

with methanol, and the disproportionation of toluene, produces higher yields of

para-xylene than what would be expected from a thermodynamic perspective. The

catalytic de-waxing of heavy oil fractions using ZSM-5, is a hydroisomerization

cracking process involving linear or waxy hydrocarbon chains. These ”waxy” hy-

drocarbon chains can enter the pores of ZSM-5 whilst branched chains are omitted.

This process produces two fraction, one with a boiling range comparable to that

of the feed stock and one that is comparable to gasoline. The de-waxing process

lowers the pour point of the fuel (the point at which a liquid becomes semi-solid

and loses its flow characteristic), which in-turn dramatically improves the low tem-

perature properties of the fuels.[35] The dewaxing of diesel is very important in the

automobile industry, as it lowers the temperature at which fogging occurs. Fog-

ging is a phenomenon that occurs at low temperatures, where linear paraffins within

diesel fuels form ”clouds” and can block fuel lines.

Another zeolite that possess the MFI structure is silicalite-1. This zeolite is

unique in the fact that it is fully siliceous, made up entirely of silicon and oxygen.

It possesses the same structure as ZSM-5, with straight channels and pore openings

of 5.4 x 5.6 Å along its b-axis, and sinusoidal channels with pore openings of 5.1 x

5.6 Å. Silicalite-1 pores made up of 10-membered rings and are sizable enough to

permit ion exchange and diffusion of organic molecules. Due to its purely siliceous

nature, silicalite-1 is non-catalytically active, however, due to its simplified make-

up, it has been hypothesised, that through studying the mechanism involved in its

formation, insights could be made on the formation of more complex zeolites with

similar frameworks, such as ZSM-5.[36, 37, 38] Due to this idea, studies follow-
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ing the formation of silicalite-1 have gained a great deal of attention, with great

emphasis placed upon the hydrothermal synthesis of silicalite-1. This is due partly

to the simplicity of the system, and that within this ”clear-sol” synthesis there are

only three components (silica, water and a structure directing agent). Upon mixing

these reactants, hydrolysis reactions occur, forming a ”gel”, which upon heating

crystallises. It is thought, that through determination of the role of the initially

formed silica particles that a mechanistic understanding of the growth of silicalite-1

crystals may, in time, facilitate some aspect of control towards the zeolitic prop-

erties possessed by the end product. This is hypothesized to be possible through

microstructural control, and by possessing the ability to control the size, shape and

pore connectivity of zeolite systems, making it possible to tailor bulk properties,

such as catalytic activity.[39] For example, mesoporous silicates, with pore diame-

ters between 2-50 nm were originally targeted to overcome the pore size limitations

seen within zeolites, i.e. the larger pores within mesoporous silicates would be

open to a much broader range of molecules. However, with mesoporous silicates,

catalytic applications are inhibited due to their poor hydrothermal stability and poor

catalytic activity, in comparison to zeolites, a property attributed to the lack of crys-

talline order within the pore walls of mesoporous silicates.[40, 41] There is also a

great deal of interest in the production of crystalline-mesoporous zeolitic systems,

so that both the properties of zeolites, and mesoporous solids, can be exploited si-

multaneously within catalysis. Research has mainly focused on the production of

crystalline mesoporous materials and gaining an understanding of zeolite nucle-

ation and crystal growth is said to be of great interest in the production of these new

materials.[42, 43, 44]

3.1.5 Nucleation and Growth in Literature

The nucleation and growth of zeolites is a complex, multi-step process where crys-

tallization rate, morphology, and polydispersity, to name only a few, are determined

by a multitude of different parameters, such as synthesis conditions (temperature,

seeding, ageing, stirring), as-well as composition-dependant parameters (pH, dilu-

tion, ionic strength and ratios between templating agents and framework elements).
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Even with these factors effecting nucleation, the formation processes involved in a

typical zeolitic synthesis can be broken up into five distinctive steps:[39]

1. Amorphous precursors containing the necessary building blocks for the for-

mation of a zeolitic structure (e.g. Si, Al, Ti, Ge, Zn, etc.) are, most com-

monly, placed within a basic medium, where a heterogeneous phase begins to

form, known in general, as the primary amorphous phase. This gel-like col-

loid is then often left to age for a specific length of time, which can influence

the characteristics of the final product.

2. The primary amorphous phase is then heated at autogenic pressures, within

a sealed vessel to temperatures > 100◦C. This facilitates the formation of a

secondary amorphous phase (that may or may not possess some short-range

order), which is in pseudo equilibrium with the solution phase.[45, 46, 47]

3. After an initial induction period, zeolitic nuclei begin to form, which can be

related to equation 1.10 where the relaxation time (tr) is the time needed for

the above steps to occur, whilst tn and tg are equal.

4. Growth of zeolitic materials then begins at the expense of the amorphous solid

phase.

The above steps have been identified in a number of different zeolitic sys-

tems, however differentiating between them has proven difficult. This has been

attributed to the complexity of the probed systems, where multiple processes can

occur simultaneously.[39] The steps involved in zeolite nucleation encompasses the

transformation of amorphous reactants to ordered crystalline networks. It is thought

that this process includes the formation of a secondary amorphous phase that may

possess short-range order. However, the number of sites, with short-range order, that

are able to grow into critical nuclei and then grow further into macroscopic crys-

tals has been investigated a great deal through the calculation of nucleation rates as

an inverse of the induction period. However, many studies have shown that zeo-

lite crystallisation may not follow the traditional nucleation paths observed within
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a large majority of condensed matter, which has led to some suggestions that these

non-traditional paths stem from the increased surface area seen within zeolites.[48]

Historically, the in-depth study of zeolite nucleation has been hindered by

the difficulties associated with collecting representative in-situ data. However, this

blockade meant that there was a heavy reliance upon computational investigations

into the nucleation of zeolites, in particularly, work looking at the effects of ageing

and seeding of zeolite gels.[39, 49, 50] These studies revealed that ageing can in-

fluence the distribution of crystals in the final product and provided a great deal of

insight into the mechanics of zeolites nucleation. However, many of these mech-

anisms are still greatly debated, with many disagreeing on whether the processes

are homo- or heterogeneous, and some have argued that zeolite nucleation may

even be a crystal induced, secondary nucleation process.[39, 51, 52, 53] However,

the problems associated with distinguishing between these mechanisms stems, in

part, from an inability to differentiate between colloidal-sized gel particles and the

aqueous phase in the crystallisation of zeolites from clear solution. There have,

however, been a growing number of studies claiming that primary nucleation oc-

curs mainly within the gel, at the solution-gel interface where nutrient concentra-

tions are said to be greatest. Some of these studies have also indicated that nucle-

ation may occur within the colloidal-sized gel particles themselves in clear solution

systems.[53, 54, 55] It is thought that the mechanistic aspects of nucleation in ze-

olites is progressive and comprised of a reversible mechanism, where bonds are

broken and reformed in a reaction catalysed by hydroxyl ions, whilst cations and

templating agents are surrounded by metal-oxide species in preferential geometries

due to van der Waals and electrostatic forces.[56] There has been a great deal of

interest in the nucleation of zeolitic materials, and it is generally agreed that for the

vast majority of systems that zeolite growth is thought to be linear throughout the

crystallization process, though it has been shown that zeolite growth is effected by

a great deal of parameters, including synthesis composition, ageing, and synthesis

temperature.[39]

Great effort has been put into revealing the formation mechanisms of zeo-

83



lites. These studies have predominantly focused on identifying the building blocks

present in the early stages of zeolite growth. Iler, has shown that the formation

of silica nanoparticles in a aqueous basic environment occurs via a base catalysed

hydroxylation:

Si(C2H5O)4 +2H2O−→ SiO2 +4C2H5OH (3.1)

SiO2 +2H2O−→ Si(OH)4 (3.2)

The water-soluble Si(OH)4 can then react with hydroxide ions to form addi-

tional ionic species:

Si(OH)4 +OH− −→ HSiO−3 +2H2O (3.3)

HSiO−3 +OH− −→ SiO2−
3 +H2O (3.4)

This reaction scheme aided in determining when the concentration of silica

surpasses the solubility limits of the ionic and monomeric silica species from the

reaction of TEOS with NaOH. From this, Iler was able to determine that the excess

silica in a water soluble form (Si(OH)4) is polymerised and oligomeric species or

nanoparticles are formed.[57] This process can be broken up into the consumption

of OH−:

Si(OH)4 +OH− −→ (HO)3SiO−+H2O (3.5)

(HO)3SiO−+OH− −→ (HO)2SiO2−
2 +H2O (3.6)

and the subsequent polymerization reaction:

nSi(OH)4 −→ SinO 4n−nx
2

(OH)nx +
4n−nx

2
H2O (3.7)
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Where x is the total ratio of OH− to Si, and n is the degree of polymerization,

and as n increases, the OH− to Si ratio decreases. This showed how the polymeric

silicate ions were in a solubility equilibrium with the monomeric species.[57] This

work was later confirmed and extended by Fedeyko who showed that Ilers results

were also valid when using organic templates such as TPAOH, instead of NaOH,

and defined a critical aggregation concentration (CAC), at which nanoparticles form

and where below silica is present as monomeric species.[58] The CAC was deter-

mined through titration of silica into a TPA-water mixture and measuring changes

in the pH level. It was found that OH− species are consumed by the silicic acid

(Si(OH)4) up until the CAC is reached, where additional amounts of silica added

are polymerized:

nSi(OH)4 +m(T PA+Si(OH)3O− −→

Sin+mO 3
2 (n+m)(OH)n(Om)

m−(T PA+)m +
3
2
(n+m)H2O (3.8)

This reaction is said to proceed without seeing any change in pH, and the CAC

is defined as the point at which no pH change is observed upon the addition of more

silica. In clear sols it is also believed that T PA+ adsorb onto the surface of these

silica particles creating what has been termed an electric double layer that is thought

to prevent the growth of new particles by aggregation at room temperature due to

electrostatic repulsions.[59]

The initial formation of primary TPA-Silicate nanoparticles is widely sup-

ported throughout the zeolite community, however, their role in the formation of

zeolitic crystals is still a greatly debated issue. Schoeman proposed that ethoxy

groups, within TEOS, are subject to base-catalysed hydrolysis to produce a sta-

bilised silicate suspension.[3, 36] This suspension contains both monomeric and

oligomeric silicate species in a dynamic equilibrium alongside polymeric silicate

species. These polymeric silicates are described as being 2-4 nm in size, and con-

taining T PA+, which helps to stabilise the particles, however, Schoeman also em-
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phasises that the presence of T PA+ within these particles is not sufficient to claim

that there is a presence of short-rage order. Though he does state that this pro-

duces suitable growth sites for incoming nutrients, hence, sub-colloidal particles of

a suitable structure will grow aided by monomeric species, and to a lesser extent

oligomeric species, with temperature, whilst the growth rate is maintained by the

equilibrium soluble silica concentration.[3, 60, 61]

Schoeman has also utilised Derjaguin-Landau and Verwey-Overbeek (DVLO)

theory to propose that the primary nanoparticles grow by aggregation.[36, 60] This

model shows how reaction limited cluster-cluster aggregation can form larger sec-

ondary aggregates of hydrated T PA+-silicate clusters. These clusters can then den-

sify and aggregate into secondary crystalline fractal aggregates (> 52 nm). How-

ever, Mark E. Davis disagrees with this idea of nucleation, stating that the aggre-

gation of primary particles cannot account for the observations that certain phases

display intergrowths as the formation of intergrowths ocurs layer-by-layer, hence

larger entities are envisages as the nuclei that template crystal growth.[62] This has

been investigated through TEM studies that have shown grain boundaries found in

large crystals but not in small ones, hence each nucleus is said to be a new crystal

domain.[62, 57, 36]

Aerts came to the conclusion that silicalite-1 forms through the oriented ag-

gregation of nanoparticles with zeolitic frameworks.[63, 64, 62] Here it is proposed

that a discrete population of nanoparticles with different framework connectivities

grow from a clear sol containing monomeric and oligomeric silica species. The

oligomors and nanoparticles ( 2 nm) with low silica framework connectivity do not

participate in the crystallization and only nanoparticles with highly connected sili-

cate frameworks that resemble the final zeolite grow to form larger nanoparticles ( 6

nm), which are the units for further nucleation and aggregative growth of colloidal

silicalite-1 crystals.

Other studies of silicalite-1 have hypothesised that crystal formation occurs

through the assembly of silicate building blocks that possess similar structural char-

acteristics to that of the final zeolitic material. This process is directed by interaction
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with template molecules.[36] Initially, monomer addition leads to the formation of

the solid material and small clusters begin to form from condensation reactions and

growth through Ostwald ripening. A narrow population of amorphous particles in

clear precursor suspensions was also observed by this study, and it is thought that

the homogeneity and high degree of super-saturation in the suspension, that nucle-

ation processes can occur as a single event, resulting in the formation of nuclei,

which can subsequently grow uniformly.

Figure 3.2: Model for the formation of silicalite-1 crystals from clear precursor
suspensions.[65, 66]

Similar studies of silicalite-1 from clear precursor suspensions have also

show that template rich silicate species form prior to the formation of crystalline

species.[66] This was shown using MAS-NMR, where Q3 and Q4 silicate interac-

tions were observed after heating of precursor species, hence it was determined that

the organic-organic structures were actually amorphous nuclei.
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These studies essentially broke down the formation of silicalite-1 into six

stages:

1. The initial mixing of organic template with a silicate species;

2. The subsequent formation of initial amorphous silicate species;

3. The aggregation of the amorphous species (1 - 10 nm), to form primary fractal

amorphous aggregates;

4. These primary fractals then undergo densification, and form secondary amor-

phous aggregates (< 10 nm)

5. Further densification occurs, creating secondary fractal structures (< 50 nm)

6. Then there is crystal growth (zeolite crystals > 50 nm).

Other studies on the formation of zeolites form clear suspensions have pro-

vided evidence for a slightly different model for zeolite formation.[67, 68] The

proposed sequence for the formation of zeolites begins with the formation of an

amorphous phase that transforms to crystalline matter:

1. The mixing of organic template with a silicate aluminate species;

2. The formation of initial amorphous species;

3. The agglomeration of these initial amorphous particles to form larger, amor-

phous particles (5 - 100 nm);

4. The nucleation and growth of zeolite nuclei within the amorphous particles

(5 - 100 nm);

5. The full conversion of the amorphous particle to crystalline zeolite (5 - 100

nm);

6. Further crystal growth (1 - 5 µm).
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Figure 3.3: Model for the formation of zeolite crystals /nanocrystals from colloidal precur-
sor suspensions.[65, 67, 68]

This proposed mechanism is based on observations on the initial, intermediate

and final materials through microscopic and spectroscopic studies. First, amor-

phous aluminosilicate suspensions containing 5 nm particles were observed, and it

is thought that these particles agglomerate upon mixing with an organic templating

agent. This template addition results in the formation of larger amorphous particles

40 - 80 nm in size, and in the case of zeolite-X and -Y, the zeolitic material nucleates

within the amorphous particles.

The main differences between these two proposed mechanisms comes from

how the amorphous particles become the crystalline zeolitic material. The second

mechanism, proposed by Mintova, only a single zeolite crystal nucleates per amor-

phous particle, hence the aggregation of several nuclei is not required for crystallisa-

tion/the formation of zeolites.[67, 68] This idea relies on the presence of high super
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saturation within the amorphous gel particles, and it is thought that this teamed with

reorganization within the sealed solution, may be the driving force for zeolite nu-

cleation. The preservation of small particle sizes was observed with the amorphous

gel/zeolite particles, until their complete conversion into denser zeolitic material

was observed, hence it was hypothesised that mass-transport dominants substantial

crystal growth with the same zeolite suspensions at elevated temperatures.

A third mechanism has also been proposed, by T. M. Davis et al, for the for-

mation of silicalite-1:[59]

1. Mixing of organic template with a silicate species;

2. Formation of precursor amorphous particles;

3. These amorphous particles evolve into n intermediate amorphous particles

(where n essentially denotes the number of intermediate particles the initial

amorphous precursor particles go through prior to the nucleation of silicalite-

1 particles, hence can be denoted as n1 - n∞);

4. The agglomeration and nucleation of intermediate particles, and hence, there

are again, n amorphous particles with zeolite nuclei (5 - 100 nm) are formed;

5. Crystal growth through agglomeration, hence the presence of amorphous par-

ticles containing zeolite aggregated nuclei (> 100 nm);

6. Further crystal growth.

Here, the amorphous precursor particles are said to be TPA-silica core-shell

particles that contribute to crystal growth through aggregate-like processes, and it

is also stated that the later stages of crystal growth is dominated by aggregation

of zeolite nuclei. It is said that the aggregate-like appearance of zeolite crystals is

the most obvious evidence that there the nanoparticles contribute to the formation

of nuclei and the overall crystallization process. Davis describes how aggregative

growth dominates the early crystallisation processes, and presents that the precursor

nanoparticles have a constant size for first several hours of hydrothermal treatment,

90



Figure 3.4: Model for the formation of zeolite crystals, describing the growth of silicalite-
1 propsed by T. M. Davis et al where n denotes the number of intermediate,
amorphous particles.[65, 59]

before they begin to evolve with respect to their colloidal stability. It is also pro-

posed that a kinetic mechanisms, supported by mass-action kinetics for the evolu-

tion of precursor nanoparticles, results in the formation of silicalite-1 crystals.

Davis also made observations of how the amorphous particles have relatively

fast dissolution dynamics and increased colloidal stability, in comparison to that

seen with the zeolite-like particles, which was explained to be due to the negative

surface charge and steric stabilization from adsorbed structural-directing agents.

The intermediate particles were also said to contribute to the development of

silicalite-1 nuclei through attachment processes. What can be considered as the

most novel part of Davis’ proposed mechanism is the elimination of zeolite disso-

lution, growth by crystal-crystal aggregation and Ostwald ripening.

This chapter will focus on probing the formation of silicalite-1 from three com-
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monly used silica precursors. The system will be probed using two complementary

techniques, so that a full picture of the formation process can be investigated. The

use of complementary techniques makes it possible to obtain information that is

representative of the system as a whole. Ex-situ TEM microscopy will provide in-

formation on the finer details of the parts of the system, whereas in-situ SAXS will

provide information that is representative of the overall system as a whole.

3.2 Experimental
silicalite-1 samples were prepared using three different silica sources:

1. Tetraethyl Orthosilicate (TEOS)

2. Colloidal Silica (Ludox AS-40, c.a. 22nm)

3. Fumed Silica (c.a. 11nm)

Each silica source was mixed with tetrapropylammonium hydroxide (TPAOH) and

water for 20 minutes, prior to being subjected to hydrothermal conditions. The

synthesis gels were produced in a 25:8:590 SiO2:TPA+:H2O molar ratio. Ex-situ

samples for microscopy studies were prepared using stainless-steel autoclaves at

180◦C, whilst in-situ samples were prepared within the UCL hydrothermal in-situ

cell at 160◦C.The in-situ cell was equipped with a 2 mm pathlength and sealed

using two, 50 µm mica windows. In-situ SAXS experiments were performed at

both Diamlond light source beamline I22 and at the ESRF beamline BM26b. At

I22, data was recorded at 12.4 keV, using a Pilatus3 2M detector with a sample-

to-detector distance of 9.44 m. At BM26b, data was recorded at 14 keV using a

Pilatus2 2M detector with a sample-to-detector distance of 0.9 m. Data reduction

was performed using the DAWN software package provided by Diamond Light

Source and data analysis was performed using McSAS software package.[69] TEM

images were taken using a Jeol 2100 HRTEM with a LaB6 source operating at an

acceleration voltage of 200 kv at the Department of Chemistry, University College

London.
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3.3 Results and Discussions

3.3.1 Formation of Silicalite-1 from TEOS

The formation of silicalite-1 from TEOS was initially studied ex-situ using TEM mi-

croscopy. TEOS was first mixed with TPAOH and water for 20 minutes prior to be-

ing exposed to hydrothermal conditions. After 15 minutes (3.5 a and b), microscopy

was performed on the sample, revealing the presence of small nanoparticels (< 20

nm) with a globular morphology. The observed nanoparticles are polydispersed and

found within large agglomerated clusters.

After 30 minutes of hydrothermal treatment (figure 3.5 c and d) three distinct

populations of particles are observed. The clusters of nanoparticles seen after 15

minutes are still present, but are found to be creating an interconnected network

of particles. The other two populations of particles can be found supported within

this network. The largest observed particles (c.a. 250 - 400 nm in length) are of

a typical morphology often associated with crystalline silicalite-1. These particles

have rough and rounded edges that appear to be formed from smaller, < 20 nm,

particles from the network of silica. The final population of particles observed

possess a pseudo-spherical morphology and appear in a range of size from 30 150

nm in diameter. These particles, like the larger particles, are again contained within

the network of < 20 nm particles, and are observed in close proximity to the larger

particles (250 - 400 nm), and in places, look to be attached to the surface of these

larger particles with crystal-like morphologies.

With a further 15 minutes of hydrothermal treatment (figure 3.5 e and f) a

change in particle population is again observed. Larger crystal-like particles are

again observed, however they possess a slightly different morphology than pre-

viously observed, where the particles are now less elongated along a single axis,

giving them a squarer appearance. These crystal-like particles are of a similar size

to those observed after 30 minutes of hydrothermal treatment, however the edges of

the particles are better defined. The number of observed pseudo-spherical particles

has also increased drastically over this period of time. These particles are observed

with varying particles sizes (up to 150 nm) and are again found within a network of
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Figure 3.5: TEM images of a time sequence study of the formation of silicalite-1 from
TEOS at 180◦C. Images taken after 15 (a. & b.), 30 (c. & d.), 45 minutes (e. &
f.)
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Figure 3.6: TEM images of the time sequence study of the formation of silicalite-1 from
TEOS at 180◦C. Images taken after 60 minutes of hydrothermal treatment.

smaller particles as previously observed.

Figure 3.6 shows TEM images taken after 60 minutes of hydrothermal treat-

ment. After this period of time many more large particles with a typical silcialite-1

morphology are observed. These particles are now c.a. 400 nm in length and have a

more well-defined appearance than previously observed. The network of smaller <

20 nm particles is now present in much smaller amounts and only observed between

the pseudo-spherical particles. Figure 3.6 a) shows the pseudo-spherical particles

more clearly, revealing that they are actually core-shell particles observed with sizes

up to 150 nm. These particles are observed with only a single core per particle, how-

ever, it can also be seen that the cores interact with one another through intercon-

nected bridges, which could be indicative of how these particles grow. It can also be

seen that the cores interact with the larger crystal-like particles in this same manner,

as the cores look to attached themselves to the surface of the larger particles.

Figure 3.7 a) give a closer look at the core-shell particles, also revealing that

the cores of the larger particles interact with the smaller non-core-shell particles, as

they look to flow into one another. Aggregative interactions are also observed where

the shells of the particles touch, whist it can also be seen that some of the particles

seem rougher and could be made from multiple smaller particles. Figure 3.7 b)

shows the larger crystal-like particles with the core-shell particles present upon its
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Figure 3.7: TEM images of the time sequence study of the formation of silicalite-1 from
TEOS at 180◦C.

surface, indicating that these particles may contribute directly to crystal growth.

Figure 3.8 shows the in-situ SAXS data collected on the formation of silicalite-

1 where TEOS is used as a silica precursor. Over the first 8 minutes (c.a. 500

seconds) of hydrothermal treatment, very little change is observed in the scattering

cuvres. This indicating that the zeolite precursor gel has undergone little change

over this period of time. However, after 8 minutes (c.a. 500 seconds) changes

are observed in the SAXS data, with fits of the data indicating the presence of

particles upto 4.6 nm in size, but with an average particle size of 2.96 nm ± 0.24

(see appendix A.1.2 for fit data).

However, after 10 minutes (600 seconds) of hydrothermal treatment it can be

seen that this population of particles begins to grow, with fits indicating a slight

increase in the average particle size found within the system (3.12 nm ± 0.24), and

the largest observed particles now being 5.1 nm in diameter. This population can

then be seen to grow in terms of particle size and volume fraction over the next 5

minutes (c.a. 900 seconds), where the population contains particles up to 10 nm in

diameter. This growth continues again over the next 5 minutes (c.a. 1200 seconds),

where the average particle size slowly increases from 3.85 nm± 0.14, to 5.66 nm±

0.22. This growth again continues over the next 5 minutes (c.a. 1500 seconds) until

particles upto c.a. 18 nm are observed. The particles found from fits of the SAXS
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Figure 3.8: In-situ SAXS data on the formation of silicalite-1 from TEOS at 160◦C (top),
and results from Monte Carlo fitting (bottom).
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data at this time correspond quite well with the observations seen from the ex-situ

TEM study after 15 minutes of hydrothermal treatment, where particles upto 20 nm

were observed.

After 21 minutes (c.a. 1200 seconds) of hydrothermal treatment, The relative

volume fraction of the 18 nm particles begins to decrease, however a second pop-

ulation of larger particles is now observed. This secondary population of particles

are observed to be 45 - 90 nm in size, and whilst this population is only small in

comparison to that of the smaller particles, their presence is easily observed in the

SAXS data with the change in gradient observed at q < 0.1nm−1 (figure 3.8). The

appearance of the secondary population of larger particles seems to come at the ex-

pense of the c.a. 18 nm particles which could be inductive of a change in favourable

growth mechanics, where a point of saturation has been reached with the forma-

tion of the < 20 nm particles, opening up different pathways for further growth to

become more favourable.

After 23 minutes (c.a. 1400 seconds), an average particle size of 10.2 nm ±

0.25 if obtain for the system as a whole. However, at this stage in the process the

average particle size of the system begins to provide little information on the sys-

tem as a third larger population is now observed. The initial population of small

nanoparticles now contains particles upto c.a. 15.5 nm, with the majority of par-

ticles observed within this population between 5.4 - 9.7 nm. A second population

observed, consists of particles 40 - 60 nm in diameter, whilst the third population

represents much larger particles 100 - 140 nm in size.

After 25 minutes (1500 seconds) the population of the smallest particles con-

tinues to slowly decrease in terms of relative volume fraction, whilst the relative

volume fraction of the larger population increases. The larger particles continue

to grow (now c.a. 120 - 185 nm in size), but the presence of particles > 300 nm

are also observed within the system. Over the next five minutes, the population of

120 - 185 nm particles almost doubles in size, with particles between 240 - 340 nm

now being observed. The formation of these larger particles lines up well with ob-

servation from ex-situ TEM measurements taken after 30 minutes of hydrothermal
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treatment. It is also around this time where the form factor of the larger particles

begins to be observed more easily in the SAXS data at q < 0.1 nm−1 (figure 3.8).

After 37 minutes (c.a. 2200 seconds) of hydrothermal treatment, the SAXS

data begins to change dramatically (figure 3.8). It is at this point that a decline of the

relative volume fraction of the smallest particles is observed in the SAXS fits. This

shift is observed alongside the appearance of other population of larger particles 87

- 102 nm, 130 - 200 nm, 240 - 280 and particles over 420 nm. This sudden decline in

the volume fraction of the smallest nanoparticle population occurs rapidly, however

it also comes with an observed increase in crystallinity of the system (see appendix

A.1.1 for low-q SAXS data).

After a further 3 minutes of hydrothermal treatment (2400 seconds), the rela-

tive volume fractions observed between larger and smaller particle population be-

comes much more similar, indicating the loss of the smallest particles is connected

to the increasing growth of the larger particles, which could again represent a shift

in favourable growth mechanics. This trend of increasing and decreasing popula-

tion continues until after 45 minutes (2700 seconds) of hydrothermal treatment, the

hump observed in the SAXS data at q > 0.1 nm−1 (figure 3.8) is no longer visible,

corresponds to the ultimate demise of population of small particles within the sys-

tem. After an hour (3600 seconds) of hydrothermal treatment no particles bellow

10 nm in size are observed, whilst only very few particles between 10 - 160 nm are

observed, alongside the growing population of particles > 250 nm. This growing

population continues to grow in terms of particle size until the end of the exper-

iment where they are > 400 nm is size. The smaller population of particles also

grows in terms of size, with the population encompassing particles 10 - 200 nm at

the end of the experiment, though the volume fraction occupied by these particles

is continually decreasing towards the end of the experiment (see appendix A.1.1 for

low-q SAXS data).

From comparing both the ex-situ microscopy data, and the in-situ SAXS data a

good representation of the system as a whole, for the formation of silicalite-1 from

TEOS, can be obtained. The ex-situ data provides unique, unambiguous results
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that are not necessarily representative of the systems as a whole, whilst the in-situ

SAXS data provides somewhat ambiguous but representative data. Hence, when

used together these two techniques complement each other greatly, making it easier

for the formation of a hypothesis for growth that can be said to be representative of

the probed system.

When looking at the presented data as a whole, it can be seen that initially par-

ticles are formed within the synthesis gel (present at the start of the SAXS experi-

ments). These particles are roughly < 5 nm in size, and over time these amorphous

precursors particle grow into secondary amorphous particles, c.a. 5 - 20 nm in size.

After this stage in the reaction there is then evidence for two distinct pathways for

the nucleation of silicalite-1. The first is the conversion of these secondary amor-

phous particles to zeolite through aggregation processes. There is evidence for this

shown in both the TEM images and the SAXS data. Figure 3.5 d shows that af-

ter 30 minutes of hydrothermal treatment, large particles with morphologies typical

of silicalite-1 are observed within a network of the secondary amorphous particles.

The majority of particles observed at this stage are visibly longer along one axis,

and appear to be made up of much smaller particles, giving rise to the hypothe-

sis that these large particles are formed through aggregative processes. The SAXS

data shows that after 21 minutes (c.a. 1200 seconds) of hydrothermal treatment

the largest of the secondary amorphous particles disappear, with the introduction

of larger particles. These larger particles could be formed in a multitude of ways,

however basing the hypothesis on both the SAXS data and microscopy, aggregation

processes present the most likely scenario. Soon after this point of crystal nucle-

ation seen in the SAXS data, it is observed that these larger particles grown in size

gradually over the next 5 - 10 minutes to a size > 300 nm. This gradual increase in

size also indicates that the secondary amorphous particles may contribute directly

to crystal growth, due to the lack of presence of intermediate sized particles at this

stage. This nucleation path and crystal growth can be summarised as:

1. Template (organic) + Silica source

• Mixing
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2. Formation of amorphous precursor nanoparticles (< 5 nm)

• Evolution and Agglomeration

3. Secondary amorphous nanoparticles (5 - 20 nm), present within clusters cre-

ating a network of particles

• Aggregation and Nucleation

4. Amorphous particles and Zeolite Crystals (200 - 400 nm)

• Further Crystal Growth

5. Zeolite Crystals

However, it is after this point that we see that other routes for crystal growth

and nucleation may be present. Figure 3.5 e shows the presence of intermediate par-

ticles after 45 minutes of hydrothermal treatment. The formation of these particles

is also observed after 37 minutes (c.a. 2200 seconds) in the SAXS data. The SAXS

data also provides information on how these particles are formed very quickly at the

expense of the secondary amorphous particles. These are observed in the TEM mi-

crograph as pseudo-spherical particles with diameters between 20 - 150 nm. TEM

images also show the evidence that these intermediate particles are core-shell par-

ticles, which would indicate the nucleation of zeolitic material within the cores

of these particles, a hypothesis that is again backed up by evidence in the SAXS

data, whereas upon the formation of these particles the crystallinity of the system

increases dramatically (see appendix A.1.1). The formation of core-shell like parti-

cles has previously been proposed in many other studies, however it is often thought

that the colloidal-like particles initially formed are core-shell particles, though many

studies have also hypothesis the formation of zeolite nuclei witin amorphous par-

ticles at later stages.[53, 54, 55, 65] The formation of these intermediate particles

coincided well with T. M. Davis et al hypothesis, where n intermediates are formed

and these intermediates can all contribute to further crystal growth.[59]

At this stage in the experiments we also see large crystal-like particles int the

TEM micrographs. These large particles are of a similar size to the larger particles
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observed earlier in the ex-situ TEM study, however they have a slightly different

morphology. The particles formed at this later stage, after the appearance of the

intermediate particles, are much broader in appearance, which could be indicative

that they were formed through different mechanism. These broader particles, are

hypothesised to be formed form the intermediate core-shell particles, rather than

from the secondary amorphous particles. However, it must be noted that the remain-

ing secondary amorphous particles left within the reaction medium can contribute

to the growth of these broader crystalline particles.

After this point the data indicates that there are much fewer secondary amor-

phous particles, some intermediate particles and a growing amount of larger zeolite

crystals. In TEM images taken after 60 minutes, primarily only the intermediate

particles and crystal particles are observed with very few secondary amorphous

particles present. It is at this stage where we see more clearly the interaction be-

tween the intermediate particles and the crysalline particles. Figure 3.6 shows that,

in places, the cores of the intermediate particles are attracted to the crystalline par-

ticles and, in some cases, are through thin bridges of what is assumed to be the core

material. This is also observed between cores within separate intermediate particles,

which could be evidence of Ostwald ripening.[36, 70] Overall, this second path for

the formation of silicalite-1 from TEOS can be summarised as:

1. Template (organic) + Silica source

• Mixing

2. Formation of amorphous precursor nanoparticles (< 5 nm)

• Evolution and Agglomeration

3. Secondary amorphous nanoparticles (5 - 20 nm), present within clusters cre-

ating a network of particles

• Agglomeration and Nucleation

4. Intermediate nanoparticles with ”core-shell” morphologies with amorphous

shell and zeolite nuclei core (20 - 150 nm)
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• Ostwald ripening and Crystal growth

5. Secondary intermediate ”core-shell” particles with larger zeolite nuclei cores

(150 nm), and zeolite crystals (> 200 nm)

• Crystal Growth

6. Zeolite Crystals

This is similar to the mechanism proposed by T. M. Davis et al, which ne-

glects zeolite dissolution, growth by crystalcrystal aggregation, and Ostwald ripen-

ing involving monomeric or oligomeric species.[59] With the proposed paths for

the formation of silicalite-1 from TEOS, it is also emphasised that the secondary

amorphous particles and all intermediate particles can contribute to crystal growth

directly as a nutrient source for growing crystalline species.

3.3.2 Formation of Silicalite-1 from Ludox AS-40

Figure 3.9 shows a TEM image of Ludox AS-40 particles. It can be seen that the

particles are polydispersed, with particle diameters in the region of 15 30 nm.

Figure 3.9: TEM images of the Ludox AS-40.

Figure 3.10 a and b show TEM images of large clusters of ludox particles once

they have been mixed with TPAOH and water and subjected to hydrothermal condi-
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tions for 15 minutes. The observed particles are of similar size to that of the starting

ludox material, however these particles show signs of dissolution, as individual par-

ticles appear rougher, and there is a presence of smaller particles creating a network

around the ludox particles. Within some parts of the large clusters, it is hard to iden-

tify individual particles and seems as though some particles may be interconnected

and have undergone densification. This is reminiscent of observation previously

seen when using TEOS as a silica precursor in the formation of Silcalite-1, however

these observations occur much faster using the ludox precursor.

After a further 15 minutes of hydrothermal treatment (figure 3.10 c and d) the

presence of much larger particles (up to c.a. 500 nm) with a similar morphology

to that of crystalline silicalite-1 are observed. These particles are suspended in a

network of ludox-sized particles, and have rough edges that are covered by particles

of similar size to that of the initial Ludox particles. Figure 3.10 e and f show TEM

images obtain after 45 minutes of hydrothermal treatment. After this period of time

particles of up to 800nm (figure 3.10 e) in size are observed. However, smaller

particles with silicalite-1 morphologies are still observed within the sample (c.a.

300 nm, figure 3.10 f), however these particles have broader appearance than those

previously seen, but posses the coffin-shaped morphology expected from silicalite-1

crystals.

Figure 3.11 also shows particles found after 45 minutes of hydrothermal treat-

ment. Two distinct morphologies are observed here, with one population of particles

being the roughened ludox-sized particles, and the second population being much

larger particles (c.a. 200 nm) with crystal-like morphologies. It can be seen that the

large crystal-like particles are made up from the smaller ludox particles, and even

though they do not have the final expected morphology of silicalite-1 crystals it can

be seen that these particles are at least partially crystalline, due to the presence of a

visible crystalline lattice in the TEM images.

Figure 3.12 shows the in-situ SAXS data collected on the formation of

silicalite-1 from ludox AS-40. It can be seen that at the start of the experiment,

the form factor from the ludox particles is observed. From fits of the data (see ap-
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Figure 3.10: TEM images of a time sequence study of the formation of silicalite-1 from
Ludox at 180◦C. Images taken after 15 (a. & b.), 30 (c. & d.), 45 minutes (e.
& f.)
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Figure 3.11: TEM images of the time sequence study of the formation of silicalite-1 from
Ludox at 180◦C. Images taken after 45 minutes of hydrothermal treatment.

pendix A.2.2), it can be seen that the ludox particles have an average particle size

of 26.48 nm ± 0.04, with the majority of particles sized between 25.67 - 30.47 nm.

After 3 minutes (180 seconds) of hydrothermal treatment the average particles size

has decrease only slightly (26.26 nm ± 0.05), however the overall population of

particles is becoming broader, encompassing particles between 21.64 - 31.34 nm.

This indicates both growth and dissolution is occurring within the system. The dis-

solution of the ludox particles is also backed up by the observation of a very broad

population of smaller particles. This indicates that there maybe multiple processes

occurring simultaneously within the system even at this early stage.

After 7 minutes (c.a. 400 seconds) little change is observed with respect to the

observed particles sizes, however the population of smaller particles is growing in

terms of volume fraction. Three minutes later (600 seconds), a shift in the distribu-

tion of particle sizes is observed with the ludox-sized particles, where the particles

are seen to shrink in size from a range of 21.64 - 31.34 nm to 18.76 - 28.78 nm.

This shift is also represented in the change in average particle size to 23.36 nm ±

0.06, but more importantly this change in particle size is also accompanied by the

the appearance of a population of c.a. 40 nm particles.

After 15 minutes (900 seconds) of hydrothermal treatment, the average particle

size is still decreasing, 22.28 nm ± 0.05. The population of ludox-sized particles
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Figure 3.12: In-situ SAXS data on the formation of silicalite-1 from Ludox AS-40 at 160◦C
(top), and results from Monte Carlo fitting (bottom).
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has remained relatively the same over the past 5 minutes, however the growing pop-

ulation of larger particles has increased in overall volume fraction and is made up

of particles between 46 - 63 nm. It is also around this stage that a visible change in

the SAXS data at q < 0.01 Å−1 (figure 3.12, where the data tends towards a steeper

gradient, indicating the increased scattering from larger particles within the sys-

tem. After 20 minutes (1200 seconds) the ludox-sized particles are still the largest

population in terms of relative volume fraction, though in general, they are still de-

creasing in overall size, now 17.72 - 28.18 nm. Again, the larger particles are still

growing in both overall volume fraction and size, with this population encompass-

ing particles 50 - 66 nm.

After 25 minutes (1500 seconds) the majority of particles are again observed

between 17.22 - 28 nm, whilst the secondary group of larger particles is still grow-

ing in size, now 50 - 75 nm. Ten minutes later (2100 seconds), little change is seen

with the 17.22 - 28 nm population, however the secondary population has again

become broader to include particles upto 100 nm in size, which again grow over

the next 5 minutes (2400 seconds) to encompass particles upto 140 nm. After 50

minutes (3000 seconds) of hydrothermal synthesis, a change in the gradient at q <

0.05 Å−1 is observed (figure 3.12), indicating the presence of larger particles. This

is also indicated by the fits of the data, with the observation of three distinct popu-

lation. The initial population of Ludox-size particles are still present with a broad

population of particles 17.2 - 28.78 nm in size. This population is accompanied

by a broad population of particles 92 - 185 nm in size, along with a third popula-

tion, consisting of particles greater than 300 nm. Ten minutes later (3600 seconds)

the Ludox-like particles have again not changed, whilst the other population have

grown and are made up of particles 168 - 244 nm and > 340 nm. After, 70 minutes

(4200 seconds), a significant drop in the relative volume fraction of the ludox-sized

particles (now 17 - 27 nm) is then observed, alongside further growth of the larger

particle populations now observed in the range of 225 - 300 nm and > 350 nm.

After 80 minutes (4800 seconds) the Ludox-like particles have again begun

to become smaller, now 15.8 - 27.18 nm. This trend continues towards the end
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of the experiment where their final particles size distribution is between 14.67 -

24.94 nm. At the end of the experiment particles > 200 nm are also observed with

the majority of particles being 270 - 520 nm. It is also important to mention that

throughout this experiment (from 3 minutes onwards) there has been a presence of

< 5 nm nanoparticles, though the volume fraction of these particles is small they

are still present throughout the experiment.

Comparing the results form both experiments a clearer picture of the system as

a whole can be obtained. Initial observation made from the ex-situ TEM study over

the first 30 minutes of hydrothermal treatment are similar to what is observed when

using TEOS as the silica source. However, the crystal like particles formed after

30 minutes in each experiment are much larger in the ludox experiments. This sug-

gests that an aggregative growth process is taking place early on in the experiments

where silicalite-1 particles are nucleated from clusters of smaller particles, which

are observed in the surface of the crystals. This hypothesis of aggregative grow is

also backed up by SAXS with the presence of the form factor from the ludox par-

ticles being ever present throughout the experiment, as well as the larger particles

that grow iteratively, and constantly over the first 50 minutes (3000 seconds) of the

experiment. This would indicate that the ludox particles can directly participate in

crystal growth and that the formation of intermediate stages is not necessary. After

this stage in the SAXS experiment, only the ludox-like particles (c.a. 15 - 30 nm)

and much larger particles are observed (> 90 nm). This again corresponds well with

observation in TEM, where only the ludox-like particles and larger crystal particles

are observed. This leads to the hypothesis that the formation of silicalite-1 occurs

primarily through the aggregation ludox particles:

1. Template (organic) + Ludox

• Mixing and Agglomeration

2. Clusters of template infused ludox particles

• Aggregation and Nucleation

3. Amorphous particles and Zeolite Crystals (200 - 400 nm)
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• Further Crystal Growth

4. Zeolite Crystals

From the observation made from both ex-situ microscopy and in-situ scattering

experiments, the above proposed mechanism is thought to be the dominant forma-

tion mechanism. However, dissolution also occurs within this system, and from

this dissolution comes the formation of < 5 nm particles. The formation of these

particles is similar to the early stages of growth observed when using TEOS as a

silica source. This would indicate that there could be the presence of a second,

less favourable formation mechanism present within the system similar to the main

growth mechanism proposed for growth with TEOS. This could also explain the ap-

pearance of smaller silicalite-1 particles in the later stages of the experiments, with

slightly different morphologies (figure 3.10 f). However, when looking at TEM

and SAXS data, the infusion of ludox particles with TPAOH and their subsequent

aggregation and nucleation is clearly the most dominant path for the formation of

silicalite-1.

3.3.3 Formation of Silicalite-1 from Fumed Silica

Figure 3.13 a and b, show TEM images of the fumed silica precursor used in the

formation of silicalite-1. These images show that the particles are aggregated, and

are not uniform in either size or shape, though they possess a relatively smooth

form. The observed particles are very polydisperse, with particle sizes between 10

- 40 nm. Figure 3.13 c and d shows samples that have been subjected to hydrother-

mal conditions for 15 minutes. Here, it can be seen that the fumed silica particles

have become much rougher after this period of time. The particles are again ob-

served clustered together, however individual particles are now harder to defined as

independent particles, as the particle look to have aggregated to some extent. After

a further 15 minutes of hydrothermal treatment (Figure 3.13 e and f) the aggre-

gated fumed silica particles with the rougher surface appearance are still observed,

alongside the first indications of crystallisation, with the presence of a c.a. 130 nm

particle, with a early-stage crystal-like morphology. The particle is held within a
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Figure 3.13: TEM images of the time sequence study of the formation of silicalite-1 from
fumed silica at 180◦C. Images taken of fumed silica (a. & b.) and after 15 (c.
& d.) and 30 minutes (e. & f.) of hydrothermal treatment.

111



network of the smaller particles, and its surface looks to be rough, and formed of

these smaller particles, bluring some of the edges with the network particles. This

is reminiscent of the crystal growth observed in both TEOS and ludox experiments.

Figure 3.14: TEM images of the time sequence study of the formation of silicalite-1 from
fumed silica at 180◦C. Images taken after 45 minutes of hydrothermal treat-
ment.

After 45 minutes of hydrothermal treatment (figure 3.14) the presence of rela-

tively large crystal-like particles are observed. These large particles are suspended

within a network of smaller particles, which range in size and shape. In figure 3.14

c and d it is possible to see the different size and morphologies of the crystal-like

particles found within the system. The particle in 3.14 c is much larger than that

seen in d, but it is of a much less well-defined morphology, again this is reminiscent
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of structures observed when using ludox as a silica precursor (figure 3.10 e).

Figure 3.15: In-situ SAXS data on the formation of silicalite-1 from fumed silica at 160◦C
(top), and results from Monte Carlo fitting (bottom).
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Time-resolved SAXS data (figure 3.15) gives an overlook at how the reaction

proceeds on a much finer time-scale than with ex-situ microscopy study. At the start

of the experiment, an average particle size of 57.48 nm ± 10 is observed. From fits

of the data (see appendix A.3.1) it is possible to see that there is a broad spread of

particle diameter observed, with the majority of particles found between 7.8 - 36.4

nm. However, particles as large as 120 nm and as small as 3.8 nm are also observed.

There is also a small population of particles > 300 nm, observable from the start of

the experiment, which are most likely from the presence of larger clusters of fumed

silica particles.

After 10 minutes (600 seconds), the average particle size has not changed

greatly (58.5 nm ± 9.98 nm), however the largest population of particles is found

to span a slightly smaller distribution of sizes, between 8 - 31 nm, though this pop-

ulation is still very polydisperse with particles ranging from 3.6 - 120 nm. The

larger particles are still present but have grown in both number and size (300 - 420

nm). Five minutes later (900 seconds), a change in the shape of the SAXS curve

is observed at 0.05 Å−1 (figure 3.15), and the average particle size has decreased

to 52.94 nm ± 9.09. It is possible to see that the large polydisperse population

of smaller particles has shrunk slightly in terms of particle size distribution. This

trend continues over the next five minutes (1200 seconds), however slight changes

can be seen in the SAXS data (figure 3.15) at a q value of c.a. 0.1 Å−1, where the

data begins to flatten, indicating the presence of particle growth (the hump observed

within the SAXS data is propagating toward lower q). Over this period of time, the

population of larger particles, which are now 360 - 500 nm in size, is growing in

terms of volume fraction, in comparison to that of the decreasing volume fraction

seen for the sub 100 nm particles.

After 30 minutes (1800 seconds) of hydrothermal treatment a drastic increase

in the average particle size is observed (now 103.8 nm ± 8.3). This is due to the

increased population size of the larger particles, which in terms of total volume frac-

tion, has almost doubled over the last 10 minutes of hydrothermal treatment.This is

observed alongside, a shift in the distribution of smaller particles, which now en-
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compasses particles < 140 nm, though the majority of particles are observed in the

range of 10 - 25 nm. The flattening of the SAXS curve (figure 3.15) tends towards

lower values of q, indicating further growth within the system, whilst the observed

increase in gradient from 0.003 Å−1 towards lower values of q indicates the pres-

ence of much larger particles within the system. This trend is observed over the

next 10 minutes (2400 seconds) of hydrothermal treatment, where at this point the

population of smaller particles again spans a broader size range then previously ob-

served, encompassing particles < 154 nm, though the majority of particles remain

in the range of 9 - 27 nm. Whilst at this time, the larger particles in the system are,

in general, > 310 nm in size with the majority of particles falling in the range of

440 - 500 nm.

After 50 minutes (3000 seconds) of hydrothermal treatment, the two popula-

tions are of equal size in terms of relative volume fraction, with the smaller particles

now encompassing particles < 155 nm, whilst the growing population is made up

of particles > 300 nm. The decreasing population has the majority of particles be-

tween 9 - 60 nm now, which indicates a net growth in terms of overall particle size

within this polydisperse population. After this point in the SAXS data, it can be

seen that the population of smaller particles begins to reduce rapidly, with the rel-

ative volume fraction decreasing by a factor of 10 over a two minute period. This

population continues to decrease until it is almost undetectable after 56 minutes (c.a.

3400 seconds) of hydrothermal synthesis. This decrease in volume fraction comes

with the broadening of the distribution of the larger particles present, which can

now be said to encompass particles > 200 nm. This is very similar to observation

made when using TEOS as a silica source, however the decline in the population of

smaller particles here, does not come with a surge in the formation of intermediate

sized particles, but a more iterative growth is observed.

The observation made from experiments using fumed silica as a starting ma-

terial are very reminiscent of the observation made when ludox is utilised. In both

SAXS and microscopy studies, evidence for the dissolution of the fumed silica par-

ticles is observed, with the roughening of particle surfaces observed with TEM and
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the observed decrease in overall particle size in the SAXS data. Both TEM and

SAXS studies also show little evidence for the formation of intermediate species,

with only two distinct particle populations observed within both sets of data. This

also provides evidence that crystal growth may occur through aggregative processes,

similar to that observed with the ludox experiments. However, the dissolution of the

fumed silica particles does not introduce many < 5 nm particles as previously ob-

served. This could be because the fumed silica particles are less porous than the

mesoporous ludox particles, meaning that dissolution primarily occurs only at the

outer surface of the particles, leading to less dissolution in comparison to that ob-

served when utilising mesoporous ludox particles for the synthesis of silicalite-1.

These observations lead to the hypothesis that the formation of silicalite-1 occurs

primarily through the aggregation of fumed silica particles:

1. Template (organic) + Fumed Silica

• Mixing and Aggregation

2. Clusters of template infused Fumed silica particles

• Further Aggregation and Nucleation

3. Amorphous particles and Zeolite Crystals (150 - 400 nm)

• Further Crystal Growth

4. Zeolite Crystals

The formation of silicalite-1 from fumed silica is very similar to the path ob-

served with ludox, and partially with TEOS. The presence of intermediate species is

not observed in microscopy, and little evidence of their formation is observed within

the SAXS data. Though the above path of formation is thought to be the most domi-

nant process, due to the evidence of dissolution processes occurring, other pathways

with the formation of intermediate species should not be ruled out.
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3.4 Summary
The formation of silicalite-1 was probed using three different silica precursors, to

observe the effects that precursor choice can have on these nucleation of zeolites.

These studies were performed using complimentary in-situ and ex-situ techniques.

Ex-situ microscopy was utilised to provide unique details on the local structure

only available from the investigating individual particles, whilst in-situ SAXS ex-

periements were able to provide greater in sights on the formation process as a

whole, giving representative observations on the average structures found through-

out the crystallisation process. All three precursors (TEOS, Ludox and fumed silica)

showed similar formation mechanisms that are somewhat intertwined, hence, the

proposed routes of crystallisation can be considered branches of the same tree. The

use of TEOS led to the observations of a formation mechanism with strong similari-

ties to the model proposed by T. M. Davis et al.[59] However, no single route for the

crystallisation of silicalite-1 can explain all observations, hence the proposal of sec-

ondary, less dominant routes has also been proposed for the formation of silicalite-1

from TEOS. However, this less dominant route of formation observed with TEOS,

does incorporate aspects from some of the other proposed mechanisms detailed

earlier in this chapter.[65, 66, 67, 68] However, it is also thought that this route de-

scribes the most dominant route for crystallisation and growth when utilising either

ludox or fumed silica as a precursor. The observation made from these experiments,

using three different silica precursors, however does not show evidence for the pres-

ence of a single route of formation that is mutually exclusive from the rest. Hence,

it is suggested that certain routes can be made more favourable through precursor

choice, and potentially through the tailoring of synthesis conditions.[39, 65]
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Chapter 4

Synthesis of Hierarchical Zeolites

4.1 Introduction
Hierarchical structures can be found in nature, where they are most commonly de-

ployed in structural application, in materials such as bone and those found in the

stems of trees. Hierarchical structures are also common in fluid transport appli-

cations within nature where, for example, the structures found within the lungs of

many animals can be considered hierarchical.[1, 2] Multimodal porous structures

are found within these structures as they are able to maximise the efficiency of

transport processes, a function that has provided good evidence of the efficiency of

these structures in transport applications for them to gain a great deal of interest

from their adaptation into a multitude of industrial applications in watering systems

and catalysis.[3, 4, 5]

Zeolites are well-known catalytic materials, with large surface areas and sieve

like properties. In industrial applications such as catalysis, the efficiency of zeolites

tends to be limited by the slow transport of reactive species throughout the zeolites

microporous structure. One way of minimising transport limitation, is the use of

nano-sized zeolite materials, which can reduce diffusion paths significantly, how-

ever, in practice the use of nano-sized zeolites has shown to have a few drawbacks.

For example, the mesoporosity seen with nano-sized zeolite structures is primarily

intercrystalline, some structures have also been shown to have poor thermal and hy-

drothermal stability, whilst the use of nano-sized zeolites also means that catalyst

recovery becomes much more difficult.[6] An alternative to the use of nano-sized
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zeolites for minimising diffusion paths is the introduction of meso- and/or macro-

pores into zeolitic materials, as multimodal pore systems have the ability to mimic

similar structural properties seen with nano-sized zeolites.[7, 8, 9, 10] In general, it

is thought that the use of macroporous zeolites could diminish transport limitations

to a greater effect than the introduction of mesopores, whilst also introducing an

increased resistance to coking, and therefore the effective catalytic lifetime of the

material.[11]

4.2 Synthesis of Hierarchical Zeolites
There is a plethora of different methods for introducing secondary porosity into ze-

olites, with new methods and new variations being developed constantly.[7, 11] In

general, these introduction of secondary porosity into zeolites can be split into two

main groups, bottom-up synthesis and top-down methods. With bottom-up meth-

ods, pores are incorporated into the growing zeolite structure through the addition

of templates in synthesis gels. These pore templates can then be removed form

the final zeolite structure leaving voids behind. Top-down approaches take synthe-

sised zeolite structures and introduce secondary porosity into these crystals through

a variety of post-synthesis treatments.

4.2.1 Removal of Framework Components

The removal of framework components is one of the most common top-down ap-

proaches for the synthesis of hierarchical zeolites. This methodology encompasses

three different methods for introducing mesoporosity into zeolite structures through

the removal of T-atoms with varying degrees of control. However, these method-

ologies are hindered by the the significant drawback of large loss of zeolitic mass.

4.2.1.1 Dealumination

The dealumination of zeolites is a well-known, post-synthesis treatment orig-

inally utilised to increase Si/Al ratios in zeolite systems where this was not

possible directly from synthesis control, for example, creating high Si/Al ratio

faujasite.[12, 13] The dealumination of zeolites can be via using a variety of dif-

ferent methods, however these different methodologies can be grouped in to two
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broad groups; those that utilise chemical agents (e.g. acid leaching) and those that

use hydrothermal treatments (e.g. high temperature steaming). With both methods,

the extraction of aluminium T-atoms from the zeolite structure creates vacancies,

which add to the materials overall porosity. However, this method can also lead

to partial collapses of the zeolite structure and can also have consequences on the

materials acidity.[14]

In 1993, Sulikowski utilised ethylenediaminetetraacetic acid (EDTA) to leach

aluminium T-atoms from zeolite Na-Y under reflux at 800◦C.[15] This method re-

sulted in the removal of aluminium from the external surface of the zeolite structure,

in-turn creating a heterogeneous distribution of aluminium within the crystals. The

use of acid in the dealumination of zeolites would soon evolve into the multi-step

process made famous by Van Oers in 2009.[16] In this process, Van Oers aged zeo-

lite Beta nanoparticles at 140◦C within an aqueous solution containing both TEAOH

and HCl. This solution was then quenched before being acidified further with 12

M HCl and then subsequently subjected to hydrothermal conditions for 72 hours.

Through this study it was shown that the rate at which the aged solution is quenched

can have a significant impact upon the resulting properties of the zeolite crystals.

For example, if the solution is cooled slowly higher crystallinity was observed in

comparison to those that were crash cooled. It was also discovered that crash cool-

ing negatively impacts the overall microporosity of the zeolite, but facilitated the

creation of 10 nm mesopores within the crystal structure, where as with slower

cooling regimes, smaller 6 nm pores were discovered.

Another route for the dealumination is through steaming, a method originally

applied to the dealumination of zeolite-Y.[17] This process starts by first substitut-

ing Na+ ions with NH+
4 ions and then subsequently steaming the zeolite at high

temperatures (600 - 800◦C). The steaming process induces the hydrolysis of Al-

O-Si bonds, causing Al atoms to be expelled from the framework, leaving vacan-

cies behind in the structure. This process does however cause partial amorphisa-

tion of the zeolite structure. Some of the vacancies are thought to be filled by

Si atoms supplied by amorphised materials, whilst others vacancies are thought to
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grow into larger mesopores.[18] It is also thought that if the formation of mesopores

occurs in a significant concentration, channels can be formed through coalescence

of pores.[19] The initial steam treatment of zeolites is often followed by a mild

acid leaching process to remove excess aluminium species that have been deposited

as extra-framework aluminium species on the external and internal surfaces of the

crystals, and it is this process that opens up the internal and external surface of the

zeolite crystals.[20]

It has been shown that the dealumination of zeolites thought steam treatment at

temperatures above 750◦C can also increase a zeolites hydrophobicity, when frame-

work aluminium is first extracted it is subsequently morphed into Al-O-Si species

and not alumina (Al2O3).[21] The steam treatment of zeolites is also known to cause

desilication. Malola, showed this computationally, using DFT calculation to simu-

late the steaming process on the chabazite structures.[22] This study did, however

show that the dealumination process is more favourable than desilication, with cal-

culated energy barriers of 190 and 240 kj mol−1 respectively. Electron microscopy

studies also showed another drawback to the steaming of zeolites.[23, 24] These

studies showed that the creation of mesopores through steam treatment did not cre-

ate an interconnecting network of pores, meaning that the observed intracrystalline

diffusion rates between treated and untreated samples showed little to no difference.

4.2.1.2 Desilication

Desilication is a very common method for creating secondary porosity into zeolitic

systems. This method utilises alkaline environments to selectively remove silicon

from zeolite structures. An advantage to using this method is that it is possible

to retain a zeolites acidic properties, whilst incorporating mesoporosity into the

structure.

The first alkaline desilication treatment on a zeolite was performed by Ogura in

2000. By treating ZSM-5 with an NaOH, it was observed that the materials overall

crystallinity was retained, whilst its mesopore volume increase by nearly 400

Suzuki and Okuhara completed similar experiments to those of Ogura et al.

however, lower concentrations of NaOH were utilised (0.05 M) for the creation of
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smaller super-micropores (c.a. 1.8 nm) instead of the creation of the larger meso-

pores (c.a. 4 nm) seen in Ogura’s work.[25] It was also later shown through the

use of 27Al NMR studies that the amount of dealumination occurring during the

desilication process is actually very low/negligible.[26]

In 2004, it was discovered that the Si/Al atomic ratio can play an important

role in desilication through alkaline treatment. Groen studied the desilication of

ZSM-5 samples with varying Si/Al atomic ratios, and it was discovered that after

alkaline treatment the Si/Al ratios for all samples increased confirming that Si was

preferentially removed using this method.[27] It was discovered that for lower Si/Al

atomic ratios (< 25) that the presence of greater quantities of Al, had adverse effects

upon the removal of silica and, hence, the observed mesoporosity from such samples

was much lower than those seen in samples with higher Si/Al atomic ratios. It was

also shown that for samples with high Si/Al atomic ratios (> 50) the dissolution

of silica is much less controlled, leading to the development of larger pores and

lower overall mesoporosity.[27] Groen also showed that no additional framework

aluminium was present in these samples through the use of FTIR and 27Al NMR,

alongside results from NH3 TPD measurements showing that the treated materials

acidity had been preserved. This is however, a somewhat controversial topic as other

authors have reported reductions in Brønsted acidity with alkali treated samples.[28,

29]

Predominantly, the focus of alkaline treatment studies have focused on ZSM-5,

however this method can also been applied to many other zeolite structures (MOR,

CHA, FAU, BEA, FER and many more).[30, 31, 32, 33, 34] Due to this methods

diversity, desilication is generally considered a highly versatile technique for the in-

troducing mesoporosity into zeolites. However, alkaline treatment does not always

induce the similar mesoporous characteristics in every zeolite systems. For exam-

ple, Beta zeolites lower framework aluminium stability (in comparison to ZSM-5)

results in an higher removal of silicon, resulting in greater mesoporosity at the ex-

pense of microporosity, crystallinity and acidity.[33] For zeolites such as ZSM-22

and ferrierite, which generally possess smaller crystal sizes (< 100 nm) as well as
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needle-like and platelet crystal morphologies, much lower mesopore volumes are

observed post treatment. The crystal size and morphology of these structure are

ascribed to cause these observations, whilst the observed mesoporosity is attributed

to be intercrystalline rather than intracrystalline mesoporosity.[35]

Studies have shown that when zeolite-Y, which possess a Si/Al ratio between

2.4 - 3.1, is subjected to alkaline treatment only low mesoporosity is observed in the

resulting product (< 65 m2 g−1).[36] For zeolite-USY (Si/Al ratio = 2.6) standard

desilication processes yield little improvements in mesoporosity (< 50 m2 g−1),

however if USY zeolite is dealuminated prior to undergoing alkaline treatment, a

large mesoporous surface area increase is observed (c.a. 275 m2 g−1).[35] How-

ever, this large increase comes at the high cost of losing nearly 60% of the materials

micropore volume and large reductions in the overall crystallinity of the product,

indicative of the occurrence of amorphization. It has been proposed that the differ-

ences seen between these two systems and ZSM-5 can be explained by the presence

of twelve membered rings, which are more easily desilicated than the ten membered

rings found in systems such as ZSM-5.

These discoveries have lead to the development of an ”accessibility index”

that can be utilised for comparing hierarchical zeolites.[37] The index primarily

uses FTIR spectrography to determine and quantify the accessibility of enhanced

acid sites within hierarchical zeolites. The accessibility index is defined by the ra-

tio between the number of Brønsted acid sites, found in the parent zeolite, and that

of the desilicated samples, where the values are determined from through FTIR

measurements obtained after the adsorption of substituted alkylpyridines (pyridine,

2, 6-lutidine and 2, 4, 6-collidine). Due to the different sizes of the substituted

alkylpyridines (0.57, 0.57 and 0.74 nm respectfully) they have access to different

acid sites, hence the accessibility index increases with accessible mesoporous sur-

face area.

In general, the desilication and the introduction of mesoporosity using stan-

dard alkaline treatment methods comes at the high cost of microporosity, which

is a very undesirable side-effect. Hence, there has been a great deal of interest in
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maximising mesoporosity, whilst minimizing loss of microporosity. The substitu-

tion of NaOH with organic bases, such as TPAOH and TBAOH, have been studied

in the desilication of ZSM-5. The use of these organic bases reduced desilication

rates, leading to lower mesoporosity, and the formation of smaller mesopores than

those seen when using NaOH, however this comes with much less of an effect to

the materials micropore volume (a 20% loss instead of the 50% loss observed with

NaOH).[38, 35]

This new knowledge paved the way for the development of ”pore growth

moderators.”[39] The use of organic and inorganic bases together for desilication

lead to an element of control, with respect to mesopore size, through the regulation

of the organic/inorganic ratios of bases used in the alkaline treatment of zeolites.

For example, if the concentration of OH− is kept constant and the TPA+/OH ratio

is altered between zero and 0.4, pore size can be tuned between 10 nm and 4 nm

respectively. Hence, the use of tetraalkylammonium cations is said to be highly

effective in tuning the development of mesoporosity of zeolites when deployed as

pore growth moderators in desilication processes, as they are effective in controlling

mesopore growth, and in-turn preserving the microporosity present in the parent

zeolites.[39]

4.2.1.3 Irradiation

Developed initially by Valtchev in 2011, the irradiation of zeolite crystals with

heavy ions for the formation of oriented meso-/macropores has proven to be a novel,

top-down approach for introducing hierarchical porosity into zeolites.[40] In this

process, zeolite crystals are exposed to swift heavy ions (e.g. 238U) which possess

energies in the hundreds of MeV, and masses above 100. During this process an irre-

versible material transformation occurs along each projectile path, creating a region

of damaged material which is termed the ”latent track” or ”nuclear track.” These

tracks are cylindrical in shape, with pore dimension ranging from a few nanome-

ters to a few tens of nanometers in diameter. The size of the pore openings can be

increased depending upon the energy and mass of the projectiles used in the irradia-

tion process. After this initial processing with swift heavy ions, the material is then
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treated with HF acid before then being washed with water. The process has been

shown to successfully introduce uniformly sized, parallel arrays of 50 nm macrop-

ores into ZSM-5 crystals.[40] In comparison to other top-down methodologies for

the creation of hierarchical zeolites, this method facilitates a remarkable amount

control. As it is possible to create parallel arrays of meso-/macropores within the

zeolite crystals, the resultant hierarchical structures showed little to no change in

their crystallinity or their microporosity. However, the formation of hierarchical

zeolites through irradiation has its own drawbacks especially with the techniques

accessibility and reliance on the use of heavy ions such as 238U.

4.2.2 Surfactant-Assisted Recrystallisation

It has been shown that mesoporosity can be incorporated into zeolite structures with

the use of cation surfactants such as cetyltrimethylammonium bromide (CTAB)

under mild synthesis conditions. The use of mild synthesis conditions facilitates

the recrystallization of microporous zeolites to micro-, mesoporous zeolites. In

this method, dissolution processes are avoided due to surfactant-zeolite interac-

tions, allowing for the reorganization of the zeolitic network around surfactant

micelles.[8, 41] The mechanism of the recrystallisation process has been probed

using XRD, MAS-NMR and TGA, and it has been proposed that Si-O-Si bonds are

initially broken within the alkaline environment (provided under general the zeolite

synthesis), and during this desilication process, and larger inter- and intracrystalline

pores begin to form.[42] The surfactant molecules involved can diffuse into these ar-

eas, and ion exchange can occur, which in-turn aids in the formation of the micelles.

After this agglomeration of silica around the micelles occurs, encapsulating them

and creating a single-phase zeolite with bimodal porous structure.[43] In general,

this method of mesopore formation is relatively less destructive to the micropore

structure of the material than desilication methodologies.[7]

4.2.3 Dual-Templating

One of the most commonly used methods for the formation of hierarchical struc-

tures is dual-templating. It is a common syntheses method utilised for the formation
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of materials such as MCM-41, which posses long-range ordering of hexagonal ar-

rangements of mesopores within its structure. Dual-templating, in general utilises

different surfactants that are capable of forming micelle structures within aqueous

solutions alongside zeolite templating agents. The surfactant micelles act as tem-

plates for mesopores (as seen with the surfactant-assisted recrystallisation meth-

ods), whilst the zeolite template agent acts as the template for micropores. These

templates work in tandem to form hierarchical structures, however initial studies

utilising this approach showed that having both templates present within the start-

ing reaction mixture lead to the segregation of phases, resulting in the formation of

either zeolites, mesoporous silica materials or their physical mixtures.[44]

To combat the formation of these less desirable products, dual templating and

initiating growth with the introduction of zeolite seeds to the synthesis mixture has

been explored with more positive results.[45] This methodology proved successful

in introducing mesoporosity into aluminosilicate zeolites, which showed both in-

creased stability and catalytic activities in comparison to their conventionally syn-

thesised zeolites counterparts.[45, 46, 47]

The use of organic ammonium salts has also been explored. The organic am-

monium salts can act as structure-directing agents for both the zeolite structure and

that of the mesoporosity through the introduction use of cationic polymers.[48] This

method has been utilised to create hierarchical Beta zeolite with the use of polydi-

allyldimethyammonium chloride as a cationic polymer. Similar studies have also

shown how the use of cationic polymers can dictate mesopore size, and how alter-

ing the amounts of polymer can provide some form of pore control, where adding

large amounts of polymer can facilitate the introduction of larger pores into the

materials on macro-scale.[49] However, drawbacks to this methodology are that,

in general, lower crystallinity products are obtained, as well as some multiphase

products.

4.2.4 Zeolitization

The zeolitization of meso-/macro-porous materials is another method for synthe-

sising hierarchical zeolites. The methods used for the conversion of preformed
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solids was first presented by Xu in the 1990s, with the steaming aluminosilcate

dry gels.[50] This ultimately resulted in the development of the alternative, non-

conventional, hydrothermal synthesis methods known as vapour phase transport

(VPT) and steam-assisted conversion (SAC):

Figure 4.1: Schematic diagrams of autoclaves set up for the conversion of silica thin films
(supported on alumina substrates) to zeolites using VPT (left) and SAC (right)
hydrothermal methods.

1. VPT is where the templating agent is not contained within the gel, or when

converting a thin film the substrate is not in direct contact with the templating

agent. In the case of zeolites, the template is mixed with water and placed

below the ”gel” or thin film and upon heating, the template is transported to

the nutrient source, within steam vapours, where the conversion of amorphous

silica to crystalline zeolitic solid can begin.[50]

2. The SAC methodology has the templating agent and the silica nutrient source

in directly contact. Here, only the water is vaporised and the steaming of the

nutrient source/template mix results in the formation of zeolitic solids.[51]

The development of these methodologies presented many advantages in the

world of zeolite synthesis. Firstly, it was thought that zeolitic materials with the

same SiO2/MxOy ratios within the precursor gels could be obtained. Another ad-

vantage is the consumption of expensive templating agents could be minimised, and

the fact that crystallisation time was reduced are all very favourable characteristics.

Both, SAC and VPT, methodologies have been applied to the synthesis of hier-

archical zeolites, where nanoparticle silicas, meso-structured solids, dry gels and

macroscopic hierarchical amorphous solids have all been utilised.[52, 53, 54, 55]
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In 2011, SAC methodologies were utilised by Moller in synthesising hierar-

chical zeolite Beta.[54] Moller utilised concentrated zeolite precursor gels, so that

the large numbers of individual nuclei would be formed initially, which would then

crystallise to form zeolite Beta nanocrystals. These nanocrystals would then ag-

gregate, creating a intercrystalline mesoporous network. The resulting nanocrystals

synthesised in this study were roughly 20 nm in size, with BET surface areas up

to 730 m2 g−1. This surface area, was said to have high contributions from the

mesoporous network created through the utilisation of the SAC methodology. The

mesopores found between crystals were reported as having diameters of 13 nm, and

it was discovered that the amount of water used in the SAC synthesis could be al-

tered to speed up the formation of the zeolitic solid to have obtain full crystallinity

in only a few hours.

The use of VPT and SAC methodologies for zeolitization can also be applied

with the hard-templating of zeolites, if the hard template being used is made up of

materials appropriate for conversion to zeolite (generally silica or aluminosilicas).

For example, Li used SAC methodologies to convert silica nanospheres to create mi-

crospheres of MFI zeolite, which possessed both meso- and microporosity.[52] Yue,

utilized zeolitization methods for the conversion of MCM-41 materials (both silicate

and aluminosilicates) by ageing the material in a solution of TAPOH and ethanol.

This resulting mixture was subsequently dried then the subjected to hydrothermal

conditions using a SAC methodology to form hierarchical zeolites. It was found

that with longer hydrothermal treatment zeolite crystallinity increased, however the

mesoporous structure found within the MCM-41 materials was increasingly dam-

aged over time, meaning that the mesoporous structure was not well preserved when

highly crystalline samples were produced.

VPT methodologies have been utilised to synthesise silicalite-1 from seeded

Diatomite.[56] The seeds in this synthetic approach are used to induce the zeoli-

tization process. This study showed that after 10 days of VPT treatment around

half of the starting material had been converted to silicalite-1, with a morphology

resembling that of the Diatomite, and possessing macropores.
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Silica and Aluminosilica monoliths prepared via hydrolysing tetramethoxysi-

line have also been subjected to zeolitization.[57] This is done within a solution

containing soluble polymers to induce phase separation during the polymerization

of silica. The resulting silica gel is then mixed with zeolite precursors and sub-

jected to hydrothermal condition using SAC methodologies.[58] The silica gels

created from the polymerization step have a web-like morphology, consisting of

strands of silica that interconnect to create a network of macropores throughout its

structure. The zeolitization of these structures has been successful in producing

hierarchical zeolites with BEA and MFI frameworks, with the preservation of the

web-like morphology inherited in the precursor monoliths.[55, 58, 57] Alongside

the micropores (from the zeolite structure) and the bicontinuous macropores (from

the precursor monolith structure), mesopores are also formed. These are introduced

into the material as voids that are formed between growing zeolite nanocrystals.

This trimodal porosity gives these materials very large surface areas, however, it

has been shown that zeolitized structures tend to show lower acidity in compar-

ison to their non-hierarchical, conventionally synthesised counterparts, indicating

that the monolith structures used in zeolitazation process may not be completely

converted to zeolite.[57, 58]

4.2.5 Hard-Templating

Hard-templating is a bottom-up approach to synthesising hierarchical zeolites,

where porous, hollow or even solid materials are used as scaffolds for pores and/or

the growth of inorganic solids. This methodology for creating hierarchical zeolites

begins by mixing the hard template with the zeolite precursors, the resulting so-

lution is then subjected to the conventional hydrothermal conditions used for the

fabrication of zeolites. The resulting mixture of zeolitic solid and embedded hard

templates is then calcined at high temperatures to remove the hard template, leaving

behind hierarchical zeolite structures. Alternatively, depending on the hard template

used, dissolution processes can also be utilised to remove the template, again leav-

ing behind a hierarchical zeolite structure.

An example of herd-templating is the use of small amorphous carbon nanopar-
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ticles or polystyrene spheres dispersed within a zeolite synthesis gel. During the

synthesis/crystallisation process the carbon particles become trapped and incorpo-

rated within the zeolite structure. These particles are then removed upon calcina-

tion, along with the templating agent used to form the micropores within the zeolite

structure. The removal of the carbon hard-template leaves behind voids that possess

the same morphology as that of the carbon particles within the zeolite structure.[59]

However, this methodology has only been successfully adapted to produce hierar-

chical zeolites with MFI structures, and it has been suggested to only be successful

with MFI structures due to their high structural stability, and tolerance for impurities

during crystallisation.[60, 61, 62, 63]

Another method for hard-templating involves synthesising zeolites within the

voids of a porous carbon materials, effectively infusing the hard-template with zeo-

lite before it is subsequently burned away.[64] This is formally known as a confined-

space synthetic strategy, where the continuous carbon phase that is utilised as a

scaffold for the growth of the hierarchical zeolites, is generally synthesised through

the use of other templating methods such as surfactant micelles, that create the

initial porosity within the carbon scaffolds that is exploited for the growth of hier-

archical zeolites. For example, porous carbon based materials (e.g.g Black Pearls

700 and 2000) have been used as hard templates for the synthesis of hierarchical

zeolites.[61, 62, 64, 63] With this synthetic approach, the zeolite precursors and the

porous carbon scaffolds are mixed together and aged at room temperature before

they are steamed under hydrothermal conditions at 180◦C. The crystalline product

is then washed with ethanol and water, before the scaffolds are removed through

combustion by calcining samples at 550◦C. The resulting products contained highly

crystalline nano-sized zeolite and BET results have shown the presence of meso-

pres, which have been ascribed to the intercrystalline spacings from the packing

of the zeolite crystals.[60] This confined-space synthetic strategy has been success-

ful used to synthesise a broader range of zeolite structures (MFI, LTA, FAU, BEA,

CHA and LTL).[59, 61, 62, 64, 63, 65]

Use of carbon nanotubes and nanofibers as hard templates for the generation
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of mesopores in zeolite systems has also been explored.[66, 67] Again, the carbon

templates are utilised to induce intraparticle mesoporosity, similar to that seen with

the confined-space synthetic strategies. Hence, is is essential for the nucleation

of the zeolitic material to occur between the voids in the carbon templating agent.

To make this happen, sequential impregnation of the individual components of the

precursor gel in needed. It has been shown that the use of carbon nanotubes and

nanofibres creates cylindrical mesopore formation, with lower porosity in compari-

son to the mesopores formed through the use of carbon black.[67]

Mesoporous carbons with highly ordered pore structures have been utilised as

hard-templates. The use of mesoporous carbons is very desirable for the formation

of pores in the final zeolite, due to the simplicity of their removal from the final

product. The hierarchical zeolites obtained through the used of mesoporous carbon

templates, generally, exhibit more regularity in mesopore distribution, with smaller

sized crystals than those templated using commercially available carbons. Another

advantage is that the final zeolitic product’s mesoporosity can be tailored, through

the tuning of synthesis paramaters for the production of the mesoporous carbon

scaffolds.[68] The use of mesoporous carbon temples, however, has its drawback,

especially when it comes to cost and time of preparation. Hence, research has begun

on trying to make the synthesis of these materials cheaper through using alternate,

less expensive carbon source such as carbohydrates and sugars.[69, 70]

Carbon templates have also been used to introduce macropores into zeolite

crystals. Carbon based aerogel monoliths, carbonized rice husks and pyrolysed

wood have all been utilised successfully.[71, 59, 72, 73, 74]

4.2.6 Direct-Synthesis

The direct-synthesis of hierarchical zeolite structures has proven to be one of the

more difficult routes, due to the lack of simple accessible methods for introduc-

tion of macropores into crystalline zeolite structures without the use of macropore

templates. However, synthesis of stacked structures, aka ”house-of-cards” struc-

tures, have been possible without the use of templates. These structures are formed

through the creation of MFI nanosheet structures, with twinned crystals. The
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twinned crystal intergrowths appear at 90◦ angles to the nanosheet allowing for the

sheets to be stacked, whilst incorporating mesoporosity between nanosheets.[75]

This unique method for introducing mesoporosity has been seen with MFI zeolites,

due to the orthogonal intergrowths of MFI crystals, which is induced by the higher

symmetry framework segments found at the twin bondaries. The house-of-cards

approach is relatively simple and effective for creating mesoporosity but is limited

to only few zeolite frameworks due to its reliance on the repetitive rotation of inter-

growths. The house-of-cards structural approach has also been successfully applied

to FAU and EMT zeolite stuctures.[76]

The utilization of macroporous zeolites, where macropores are embedded

within the structure itself, has been limited in industrial application due to the lack

of simple direct methods for the formation of macropores within material struc-

tures. Some most common methods for the introduction of macropores into zeolite

structures include the use of sacrificial templates, post-synthesis modifications and

the zeolitization of amorphous macroporous structures. However, the drawback to

many of these methods is the introduction of complex multi-step processes. This

chapter presents a simple method for the direct synthesis of hierarchical silicalite-1

using conventional hydrothermal methods. The formation of the resulting hierarchi-

cal zeolites is explored using in-situ SAXS and ex-situ microscopy studies. Ex-situ

microscopy will provide a unique insight to the system at certain points in the for-

mation these hierarchical structures, whilst in-situ SAXS measurement will provide

a fuller picture of the system as a whole, making it is possible to see multiple popu-

lation of particles, whilst being able to simultaneously see their growth and decline

in reference to one another.

4.3 Experimental

Macroporous silicalite-1 samples were prepared using 500 nm silica spheres,

tetrapropylammonium hydroxide (TPAOH) and water, which were mixed together

for 20 minutes prior to being subjected to hydrothermal conditions. The synthesis

”gels” were produced in a 25:8:590 SiO2:TPA+:H2O molar ratio. Ex-situ samples
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for microscopy studies were prepared using stainless-steel autoclaves at 180◦C,

whilst in-situ samples were prepared within the UCL hydrothermal in-situ cell at

160◦C. The in-situ cell was equipped with a 2 mm pathlength and sealed using

two, 50 µm mica windows. In-situ SAXS experiments were performed at both Di-

amond light source beamline I22 and at the ESRF beamline BM26b. At I22, data

was recorded at 12.4 keV, using a Pilatus3 2M detector with a sample-to-detector

distance of 9.44 m. At BM26b, data was recorded at 14 keV using a Pilatus2 2M de-

tector with a sample-to-detector distance of 0.9 m. Data reduction was performed

using the DAWN software package provided by Diamond Light Source and data

analysis was performed using McSAS software package.[77] TEM images were

taken using a Jeol 2100 HRTEM with a LaB6 source operating at an acceleration

voltage of 200 kv, whilst SEM images were obtained using a Jeol 7401 high resolu-

tion Field Emission Scanning Electron Microscope at the Department of Chemistry,

University College London.

4.4 Results and Discussions

Figure 4.2: TEM image of 500 nm silica nanospheres.

Figure 4.2 shows the 500 nm silica spheres utilised for the synthesis of macro-

porous silicalite-1. It can be seen that the silica spheres vary slightly in size, though
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are roughly 450 - 485 nm in diameter. Figure 4.3 shows the species visible after

the silica spheres have been exposed to hydrothermal conditions in the presence of

TPAOH and water for 15 minutes. Figure 4.3 a and b show that after this period of

time, the silica spheres have become much rougher in appearance, and shows the

spheres vary in size greatly. It is clear that the silica spheres are actually multimodal,

with the presence of smaller particles 50 - 100 nm in size particles with similar mor-

phologies to that of the silica spheres. It can also be seen that the spheres are held

within a network of smaller particles, which can also be seen within figure 4.3 c,

which shows a roughened sphere, 385 nm in diameter, surrounded by this network

of smaller particles. This network of particles is similar to that observed in the for-

mation of TEOS under the same conditions (Chapter 2), however the network seems

to radiate away from the silica sphere. The presence of these smaller particles cre-

ating the network of particles, is indicative of dissolution and nucleation processes

occurring within the system. Figure 4.3 d, also shows signs of dissolution, however

it is observed in a much more aggressive manner, where the surface of the silica

particle has been torn away in layers. This is thought to be due to the mesoporous

nature of the silica spheres, where the basic templating agent can access the inner

surface area of the spheres, causing dissolution to occur from within. Figure 4.3 e

and f, again show very different species found within reaction mixture after 15 min-

utes of hydrothermal synthesis. These TEM images show the presence of core-shell

species, where the core is less dense than the shell it resides within. The size of the

core shell particles are of similar size to that of the roughened spheres. The forma-

tion of such species could be indicative of the pore forming mechanism within the

system.

Figure 4.4 a and b shows the network of particles, made up of c.a. 20 nm

particles, again very similar to observation made from experiment on the formation

of silicalite-1 from TEOS (Chapter 2. Figure 4.4 c, shows that the silica spheres

are still present after 30 minutes of hydrothermal treatment, however the observed

spheres have a rougher outer appearance than originally observed. It can also be

seen that these particles are considerably smaller than the untreated silica spheres,
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Figure 4.3: TEM images from a time sequence study of the formation of hierarchical
silicalite-1 from 500 nm silica nanospheres at 180◦C. Images taken after 15
minutes of hydrothermal treatment.
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however this could also be due to there being a range of sphere sizes present from

the start of the experiment. Figure 4.4 d, shows that some of the spherical particles

are interconnected forming aggregated structures, thought it should be noted that

the material at the surface of the spheres and the material bridging the particles

together has a morphology similar to that of the network particles. Figure 4.4 e,

again shows the large silica spheres, however many smaller particles, 50 - 150 nm,

are also observed within a network of smaller particles. The large number of these

particles observed at this stage would give the impression that these particles may

have nucleated from the smaller network particles, however due to the presence of

smaller silica spheres from earlier stages of the experiment, their nucleation and

growth cannot be confirmed. Figure 4.4 f shows that the presence of large particles

with morphologies similar to that expected from silicalite-1 (c.a. 600 nm in length).

After a further 15 minutes of hydrothermal treatment, many more larger

species are observed (figure 4.5). Large clusters of silica spheres (c.a. 1.5 µm)

can be seen in both figure 4.5 a and b. At the center of these clusters it becomes dif-

ficult to distinguish between individual particles, however, spherical particles can

be seen at the edges of these particles. Figure 4.5 c, again shows large particles

possessing similar morphologies to those that could be expected from silicalite-1

crystals, however at the edges of many of these particles voids can be seen. These

voids give the large particles a ”swiss-cheese” like appearance, and the voids are os

similar sizes the other of the spheres observed at this stage of the experiment. Figure

4.5 d, shows a particle with typical silicalite-1 morphology, which is atypical of the

probed system. This could indicate the presence of different formation paths within

the probed system. Figure 4.5 e and f, again show large particles that have evidence

that they are hierarchical structures. Figure 4.5 e, shows a large crystal with inho-

mogeneities, which are thought to be voids within the structure. Figure 4.5 f, also

exhibits similar inhomogeneities, however the voids can be seen to be of a similar

size to that of the spheres present within the system, provides some evidence that

the external voids created on the surface of these large particles could be templated

by the sphere within the system.
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Figure 4.4: TEM images from a time sequence study of the formation of hierarchical
silicalite-1 from 500 nm silica nanospheres at 180◦C. Images taken after 30
minutes of hydrothermal treatment.
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Figure 4.5: TEM images from a time sequence study of the formation of hierarchical
silicalite-1 from 500 nm silica nanospheres at 180◦C. Images taken after 45
minutes of hydrothermal treatment.

145



Figure 4.6 shows SEM images taken after 120 minutes of hydrothermal syn-

thesis. It can be seen that the particles present have a typical morphology associated

with twinned silicalite-1 crystals, however voids can be seen in the surface of the

particles. These voids vary in size across the surface of these particles, however

it is not possible to see if the voids are only found on the surface or are present

throughout the whole of the structure.

Figure 4.6: SEM images from a time sequence study of the formation of hierarchical
silicalite-1 from 500 nm silica nanospheres at 180◦C. Images taken after 2
hours of hydrothermal treatment.

Some evidence for the mechanism behind the formation of the surface pores

is observed in figure 4.7. The first SEM image shows silicalite-1 crystals with a

surface covered with silica spheres, alongside half-sphere shaped voids within the

surface of the large particle. This gives the impression that the surface morphology

is templated by these spheres, and as they are partially incorporated into the crystal

before they become detached, leaving behind a void. It is also important to note

that at this stage of the experiment that this sample is only participially crystalline

(figure 4.8). The other SEM image shows the system after 8 hours of hydrothermal

treatment. The voids on the observed crystal are much smaller that previously seen,

whilst the surface of the crystal also have evidence of its formation, with the pres-

ence grain boundaries indicating that the crystal has formed from multiple smaller

particles. Also, it is possible to see the presence of smaller particles with silicalite-1

morphology within these SEM images, which could indicate the presence of multi-

ple paths for nucleation and crystal growth.
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Figure 4.7: SEM images from a time sequence study of the formation of hierarchical
silicalite-1 from 500 nm silica nanospheres at 180◦C. Images taken after 4 (left)
and 8 (right) hours

In-situ SAXS data reveals that the silica spheres at the start of the experiment

are on average 480 nm in diameter (figure 4.9). The data shows that the majority of

the silica nanospheres are c.a. 465 nm, however the nanospheres vary in size with

some as small as 330 nm, and as large as 720 nm observed. Figure 4.10 shows the

SAXS data collected at a shorter sample-detector distance, providing information

on the smaller particles found within the system. It can be seen that at the start of

the experiment that there are very few < 5 nm particles observed, however particle

ranging between 16 - 200 nm are observed within the data, which could correspond

to the particles observed in figure 4.3 b, meaning that these particles observed in

the ex-situ TEM study after 15 minutes may have been present from the start of the

experiment.

As the experiments proceed, it can be seen that a population of small < 5 nm

particles begins to grown, in both volume fraction and size. This observed growth

is observed alongside the loss of the larger particle observed between 16 - 200 nm

in size, and the shrinking of the ”500 nm” spheres. It can be seen in Figure 4.10

that when the < 5 nm particles reaches a peak in population size the 16 - 200 nm

population reaches its lowest point in terms of volume fraction. However, after this

point when the < 5 nm population begins to decline, a population of particles, 16

- 50 nm in size begins to increase in volume fraction. This is observed alongside

the formation of c.a. 90 nm particles. From this point onwards in the data it can
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Figure 4.8: PXRD patterns of hierarchical silicalite-1 samples formed from 500 nm silica
nanospheres at 180◦C, after they have been subjected to hydrothermal condi-
tions for 4 and 8 hours.

be seen that the population of < 5 nm particles continues to decline, the 16 - 50

nm population continues to grown, and the c.a. 90 nm particles are joined by the

formation of particles up to 160 nm. These observation correspond to the ex-situ

TEM study well, as at the start of the experiment evidence of dissolution is ob-

served, followed by the formation of small particles that from a network around the

silica nanospheres, where the smaller particles are c.a. 20 nm in size. At this point

a population of larger 50 - 150 nm particles are observed in the ex-situ microscopy

study. The formation of this population mid-sized population is observed in the

SAXS, alongside the decline of the population of smaller particles, giving evidence

that these mid-sized particles have grown from these smaller particles. The appear-
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Figure 4.9: In-situ SAXS data on the formation of Hierarchical silicalite-1 from 500 nm sil-
ica nanospheres at 160◦C recorded at Diamond Light Source (top), and results
from Monte Carlo fitting (bottom).
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Figure 4.10: In-situ SAXS data on the formation of Hierarchical silicalite-1 from 500 nm
silica nanospheres at 160◦C recorded at the ESRF (top), and results from
Monte Carlo fitting (bottom).
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ance of the mid-sized particles also comes at the point where diffraction peaks are

started to be observed in the system, and as the number of these particles increases

so does the overall crystallinity of the system. This would indicate that these parti-

cles are atleast partially crystalline. These observations made in the high-q SAXS

data, is also reminiscent of observation made when using other silica sources in the

formation of silicalite-1 (Chapter 1).

Though there is a hub of activity occurring in the high-q SAXS data, little

change is observed in the low-q data (figure 4.9). This data shows that the form

factor from the 500 nm silica spheres is present throughout the experiment, whilst

the overall size of the silica spheres has only decreased slightly. These observa-

tion indicate that some dissolution has taken place, however in correspondence to

observed made in the ex-situ TEM study, the 500 nm silica spheres should still be

visible even after long exposure to hydrothermal conditions (figure 4.7.

Figure 4.11: SEM image of hierarchical silicalite-1 formed from 500 nm silica nanospheres
at 180◦C over a 24 hour synthesis period.
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Figure 4.12 shows the PXRD patterns obtained from samples exposed to 24

hours of hydrothermal treatment, alongside data taken from conventionally synthe-

sises silicalite-1. The PXRD data shows that after 24 hours of hydrothermal treat-

ment that using 500 nm silica spheres, good crystallinity is observed in comparison

to conventionally synthesised silicalite-1 (synthesised from TEOS under the same

conditions using the same synthesis ratios). Figure 4.11, shows SEM images of the

Silialite-1 sample synthesised using the 500 nm silica nanospheres. It can be seen

that a much smoother outer surface is observed than previously seen, however, the

external surface of the crystals does not show the voids present at earlier stages,

though the presence of internal macropores can be seen. These macropores are ob-

served to be roughly half the size of the silica nanospheres used in the synthesis

(figure 4.13).

Figure 4.12: PXRD patterns of hierarchical silicalite-1, formed from 500 nm silica
nanospheres at 180◦C, and of conventional silicalite-1 formed under that same
conditions. XRD patterns taken after samples had been subjected to hy-
drothermal conditions for 24 hours.
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Figure 4.13: Histogram showing macropore size observed in hierarchical silicalite-1 sam-
ples formed from 500 nm silica nanospheres at 180◦C for 16 hours (left), and
24 hours (right)

See a decrease in macropore size with increasing synthesis time from 16 to 24

hours (figure 4.13. This decrease in pore size could be mechanistic of the crystalli-

sation process, and could be evidence of the presence of a reverse crystallisation,

where a zeolitic shell is first formed around a nutrient source, which is then slowly

converted to the crystalline solid, leaving behind a void. As the conversion of amor-

phous nutrient to crystalline zeolite proceeds the void becomes larger up to the point

where there is no more amorphous material available for conversion to crystalline

solid.

BET measurements were used to probe the internal porosity of the macrop-

orous silicalite-1 crystals after 24 hours of hydrothermal treatment. Figure 4.14

shows N2 BET data collected from both macroporous silicalite-1 samples and con-

ventionally synthesised silicalite-1. From looking at the shape of the nitrogen ad-

sorption and desorption isotherm it is possible to gain important information of the

presence of pores within the structure. By looking at isotherm for the calcined con-

ventional synthesised silicalite-1 sample, a type I isotherm is observed, where as the

isotherm observed for the macroporous sample is much less commonly observed

with zeolite systems. It can be seen that for the calcined macroporous silicalite-1

sample (550◦ for 8 hours) that the nitrogen sorption isotherms show uptake in three

steps: below P/P0 = 0.2, due to the filling of micropores or capillary condensation
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Figure 4.14: N2 adsorption-desorption isotherms on macroporous silicalie-1 (right) and
conventional silicalite-1 (left).

(also present in the conventionally synthesised silicalite-1 sample), the hysteresis

loop at low relative pressure above P/P0 = 0.2, and in the range of P/P0 = 0.4 -

1.0. It is widely accepted that the the presence of hysteresis loops in gas sorption

isotherms, are observed due to non-coincidence between capillary condensation and

evaporation processes, and therefore can possess valuable information on the con-

nectivity of pores within a probed system.[71, 78, 79, 7] The observed hysteresis at

a relative pressure of roughly 0.2 is said to not be associated with pore filling, or

pore condensation, however it is believed to be caused from a phase transition of the

liquid-like adsorbate within the zeolite channels, that is forming a less disordered

solid-like state.[80] The hysteresis loop observed at relative pressures between P/P0

= 0.4 1.0 is of type IV, accompanied by H4 characteristics, which indicates there

is a more random distribution of mesopores, within an interconnected pore system.

The BET of the macorpoous system formed from these experiments are very sim-

ilar to those formed when using a sacrificial mesoporous carbon tamplates which

are subsequently removed from the zeolite system through calicnation.[80] The to-
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tal surface area of these two samples differed only slightly with the conventional

silicalite-1 having a measured surface are of 334.689 m2 g−1, and the macrop-

orous silicalite-1 having a slightly lower surface area of 324.043 m2g−1, which is

expected from the introduction of macropores into the system.

When looking at the presented data, the formation of macroporous silicalite-1

from 500 nm silica nanospheres, occurs predominantly through the aggregation of

the silica precursor particles. Upon mixing the silica nanospheres with the template

agent, dissolution proceeds and the majority of nanospheres develop rougher ex-

teriors. These template infused silica nanospheres then begin to aggregate. Next,

at the surface of these amorphous aggregates, nucleation proceeds. This nucle-

ation continues until a crystalline shell is formed around the outside of the silica

nanospheres. Macropore formation can then begin, as the amorphous interior of

the silica nanospheres acts as a nutrient source for further crystal growth. When

this amorphous core is slowly converted to silicalite-1, a void is left behind roughly

equal to half the size of the silica spheres used in the synthesis. The formation of

macroporous silicalite-1 can be summarised as:

1. Template (organic) + 500 nm Silica Nanospheres

• Mixing

2. Template Infused Silica nanospheres

• Aggregation

3. Amorphous Aggregates

• Further Aggregation and Nucleation

4. Amorphous-Crystalline ”Core-shell” aggregates

• Crystal Growth (and ”reverse” crystallisation)

5. Amorphous-Crystalline ”Core-shell” aggregates with voids

• Further Crystal Growth (and ”reverse” crystallisation)
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6. Hierarchical Zeolite

However, the presence of dissolution gives rise to secondary processes for

the nucleation of silicalite-1, which have been discussed previously in chapter 1.

Both the SAXS data and TEM data show evidence of the formation of intermedi-

ate species, which can either contribute directly to crystal growth of the macrop-

orous silicalite-1 particles, or alternatively they can go on to form non-hierarchical

silicalite-1 structures, which have also been observed in smaller amount in SEM

images taken towards the end of the synthesis process. This would indicate that

the formation of non-hierarchical silicalite-1 structures is less favourable than the

formation of the macroporous silicalite-1 structures.

4.5 Summary
The formation of hierarchical silicalite-1, synthesised using simple conventional

methods for the direct synthesis of hierarchical silicalite-1 from 500nm silica

nanospheres. The formation of the micro-macroporous crystalline product was

probed using complimentary in-situ SAXS and ex-situ microscopy. The in-situ

SAXS experiements were able to provide in sights on the formation process as a

whole, giving representative observations on the average structures found through-

out the crystallisation process, whilst ex-situ microscopy was utilised to provide

unique details on the local structure only available from the investigating individ-

ual particles. From these investigations, the presence of two distinct, competing

mechanism for the crystallisation of silicalite-1 were observed, with the dominant

mechanism yielding the formation of macroporous silicalite-1 when using silica

nanospheres as a precursor.
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R Güttel, E Spiecker, and W Schwieger. Micro/Macroporous System: MFI-

Type Zeolite Crystals with Embedded Macropores. Advanced materials

(Deerfield Beach, Fla.), pages 1–5, 2014.

[4] E J W Crossland, N Noel, V Sivaram, T Leijtens, J A Alexander-Webber, and

H J Snaith. Mesoporous TiO 2 single crystals delivering enhanced mobility

and optoelectronic device performance. Nature, 495(7440):215–219, 2013.

[5] K Na, C Jo, J Kim, K Cho, J Jung, Y Seo, R J Messinger, B F Chmelka, and

R Ryoo. Directing zeolite structures into hierarchically nanoporous architec-

tures. Science, 333(6040):328–332, 2011.

[6] M A Camblor, A Corma, and S Valencia. Characterization of nanocrystalline

zeolite Beta. Microporous and Mesoporous Materials, 25:59–74, 1998.

[7] D P Serrano, J M Escola, and P Pizarro. Synthesis strategies in the search for

hierarchical zeolites. Chem. Soc. Rev., 42(9):4004–4035, 2013.
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[37] F Thibault-Starzyk, I Stan, S Abelló, A Bonilla, K Thomas, C Fernandez, J P
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Chapter 5

Nucleation and Growth of Metal
Organic Frameworks

5.1 Metal-Organic Frameworks

5.1.1 Introduction

A little over 20 years ago, the term metal-organic framework (MOF) was first pro-

posed in literature, for a group of coordiantion polymers, some of which can be

dated back to the 1960s. [1, 2] MOFs are a class of crystalline materials possess-

ing structures with classical coordination bonds between metal cations (e.g. Zn2+)

and electron donating organic linker molecules (e.g. carboxylates or amines). As

there are inorganic and organic components within these systems, the pore size and

chemical environments can be tailored towards specific applications or desirable

properties and it is this feature that sets them apart from other porous materials such

as zeolites. The topology of a MOFs intimately related to the coordination environ-

ment favoured by the metal ions and the geometry of the organic linker groups that

make up its structure. The metal ion and its surrounding linkers, can be considered

as building blocks and it is these blocks that establish the network of symmetry

throughout its structure.

In recent years, MOFs have gained a great deal of attraction within a diverse

range of research areas, due to the versatility nad large range of potential struc-

tures. This diversity also means that MOFs have the potential to be tailored to

specific tasks and through obtaining a greater understanding of the formation mech-
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anisms of different MOF systems, it is thought that application specific MOFs can

be developed.[3] The properties that MOFs can possess are observed in a great

deal of micro- and mesoporous materials used commercially today, making them

equally desirable in a great deal of applications. These potential applications in-

clude gas storage, adsorption, separation, drug storage and delivery, flame retar-

dants and in catalysis.[4, 5, 1, 6, 7, 8, 9, 10, 11] However, work is still needed to

push MOFs fully into the world of large scale industrial applications, and there are

many limitation that need to be overcome before this can occur. Some of the set-

backs include poor stability to temperature, humidity, pH change and the removal

of solvents from pores. One of the other major setbacks for MOFs has been that the

optimization and scale-up of synthesis has proven challenging. It has been shown

for a great number of systems that the relationship between synthesis parameters

and final products can be difficult to predict, and has lead to many trial and er-

ror, or large-scale screenings of syntheses rather than through rational experimental

design.[3, 12] Hence, more research has started to go into trying to understand the

link between reaction parameters and synthetic outcome to aid in creating targeted

MOF structures and to obtain a greater understanding of the processes involved in

their formation.[3, 12, 13, 14, 15, 16]

5.1.2 Nucleation and Growth of MOFs

5.1.2.1 Theories of Nucleation

Classical nucleation is thought to occur homogeneous through the rearrangement of

atoms, ions or molecules to form crystalline nuclei that will eventually become large

enough to grow irreversibly.[17, 18] The homogeneous nucleation of particles oc-

curs when crystallisation becomes thermodynamically favourable under conditions

of supersaturation. However, this nucleation incurs a change in the free energy of

the system:

∆G = 4πr2
γ− 4

3
πr3

∆µ (5.1)

where ∆µ is the difference in chemical potential between the crystalline and
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liquid phases, γ is the free energy between the different phases, and r is the ra-

dius of the nuclei formed. The change in the free energy of the systems can be

either negative, due to the contributions from the difference in chemical potential,

or positive due to contribution from the presence of unfavourable interfacial free

energy between the different phases. The theory of homogeneous nucleation can be

considered an activated process, where the kinetics are determined, in part, by the

critical size of the nuclei and the size at which free energy is maximised. Classi-

cal nucleation theory also infers that the most thermodynamically favourable state

is obtained directly, without the formation of intermediates or amorphous species,

whereas non-classical nucleation allows for the formation of metastable phases and

intermediates through multiple nucleation stages.[18]

Nucleation can also occur heterogeneously in the presence of foreign objects

within a solution, such as dust, bubbles or anything that can create a solid inter-

face, and the presence of these foreign bodies means that nucleation can occur at

lower levels of supersaturation.[18] This means that nucleation occurring heteroge-

neously is more favourable, making a larger contribution to the overall nucleation of

the system, in comparison to homogeneous nucleation. This also means that nucle-

ation processes can be influenced through the addition of foreign bodies to a system,

such as substrates and seed particles to promote the formation of nuclei through het-

erogeneous means.[19] This is performed regularly in the world of MOFs with the

introduction of modulators and capping agents into a system to alter the nucleation

and growth characteristics, which can influence the obtained crystal morphology

and even be used to create new structures entirely.[12, 20]

Many of the hypotheses for the nucleation of MOFs, have a strong basis zeo-

lite in crystallisation. This, in part, is due to the fact that many MOF systems share

similar structures to zeolites.[21] One of these theories proposes the nucleation of

zeolites through monomer addition. This follows the idea that there is an equilib-

rium between forming bonds and breaking bonds within the zeolite precursor gel.

These bonds will continually form and break until a thermodynamically more stable

state is reached, which in general is the formation of a stable crystalline structure.
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This is thought of as a classical model of nucleation, though in the case of zeolites,

as the the monomeric species are present within the zeolite gel, a heterogeneous

system, the formation of additional monomer species is not required, making it sig-

nificantly different to the traditinoal classical nucleation model.[16, 19]

Another zeolite model that has been applied to the nucleation of MOFs is the

introduction of secondary building unit. In essence, this model is an extension of

monomer addition, through the formation of secondary building blocks, which are

defined as the smallest structural units of the crystalline product. With this model,

the amorphous gel can act as a reservoir for the secondary building blocks to form,

as well as being a site for heterogeneous nucleation to occur.[22, 23] One of the

major differences between monomeric addition and secondary building unit theo-

ries is that with monomeric addition, nucleation occurs within the amorphous gel,

whereas with secondary building unit theory, nucleation can occur at either the sur-

face of the gel or homogeneously.[22, 23] With the secondary building units theory,

it is also important to note that, traditionally, only the final crystalline phase is pro-

duced without the formation of intermediates, meaning that the building blocks are

of the same structure as that of the final crystalline product.

Essentially, when it comes to the nucleation of MOFs there are two main ideas,

the first being that monomeric species, the metal ions and organic linkers, contribute

to nucleation directly, or that nucleations occcurs through the formation of interme-

diate units, prior to the nucleation of the crystalline MOF. [24, 25, 26]

5.1.2.2 Theories of Growth

Again, the theories surrounding the mechanics of crystal growth can also be sepa-

rated into classical and non-classical ideologies. Classical growth models encom-

pass theories that indicate that upon the formation of stable nuclei, they can then

grow larger through unit-cell replication and without the formation of intermediate

species, hence only the formation of the final structure is observed.[27] This essen-

tially means that both the growing nuclei and the final crystalline product are the of

the same structure, and growth occurs through the attachment of smaller the species.

This theory stems from the idea that under supersaturated conditions, growth is ther-
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modynamically favourable and will yield the formation of crystalline morphologies

that reduce the total Gibbs surface free energy.[16] The growth of larger particles,

that further minimise the Gibbs surface free energy, is also favoured, hence the

dissolution of smaller particles and the subsequent deposition on the surface of

the larger particles (Ostwald ripening) is observed.[28] Classical growth ideolo-

gies also tend to rely upon the assumption that growth from a solution occurs via

diffusion and the subsequent incorporation of monomeric species into a crystalline

surface.[19, 29, 30, 31] Hence, classical growth models can be either diffusion-

limited or dependent upon the rate of surface integration. When surface integration

processes are favoured, the mechanism of crystal growth can occur via multiple dif-

ferent paths and is greatly dependent upon the systems level of supersaturation. For

example, at lower levels of supersaturation the crystal surface tend to be smooth

and growth occurs through the attachment of adsorbed units, forming energetically

favourable sites of growth. This form of growth can also become self-perpetuating

at very low levels of supersaturation, resulting in the formation of defects and dis-

locations, encouraging spiral growth or the formation of screw dislocations.[32] At

higher levels of supersaturation, steps and kinks can form through birth and spread

mechanisms, and as the level of supersaturation increases, growth becomes more

and more favourable, resulting in the integration of growth units into the crystal

surface at a greater number of sites.[30] This process is known as rough or con-

tinuous growth, and it can have and effect upon the overall appearance of the final

crystalline product.

Non-classical growth models treat growth quite differently, with the main

divergence of the two models being the introduction of growth through forms

other than that of the attachment of smaller units, which possess the same struc-

ture as the final product. For many systems a variety of intermediate species

have been observed, where they have been shown to take on a multitude of

different forms, including gels, and both amorphous and crystalline metastable

phases.[22, 33, 34, 35, 36] This opens up the world of growth to a multitude of

possibility, with the formation of various isomers and intermediates becoming pos-
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sible. This in-turn, means that reaction parameters can have a great influence upon

the formation of intermediate species, and the mechanisms that are taking place

throughout the formation of crystalline products. This opens up the potential for

multi-step processes taking place, leading to the formation and growth through Ost-

wald’s rule of stages.[18, 19, 37]

The main principle behind Ostwald’s step rule is that the phase with the lowest

free energy barrier, in relation to the solution it is within, will nucleate and grow,

even if that phase is not the thermodynamically most stable, however the forma-

tion of these phases will persist until the most thermodynamically stable phase is

reached. This, in essence, takes a classical growth model and adds an iterative

element, meaning that the classical model can still be followed, but through the

formation of multiple products.[38]

Two formation models that follow Ostwald’s step rule are the solid-solid

transformations and dissolution-recrystallisation models.[23] Solid-solid transfor-

mations occur through the rearrangements of solid phases, without the involvement

of dissolution processes or solution-phase intermediates. This means that solid-

solid transformations are limited to forming structurally related products as new

building blocks cannot be created due to the lack of dissolution processes. How-

ever, dissolution-recrystallisation involves the dissolution of the reactant phases,

creating a reactive solution that can form a more thermodynamically stable product.

This process involves solution based intermediates and can cause dramatic changes

between reactants and products.

The formation of crystalline products through the aggregation of smaller par-

ticles is also not covered by classical growth theories.[19, 27]. Aggregation is the

process where smaller units come together to form a larger crystalline product that

posses a morphology that is dictated by the particles it is made from. This process

is generally considered to occur under kinetically controlled growth conditions, and

the final obtained morphologies can be contradictory to the surface energy mini-

mization of the systems, which again goes against the classical model of growth.
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5.1.3 The Formation of Metal-Organic Frameworks

Both classical and non-classical nucleation and growth models have been re-

ported with respect to the formation of MOFs.[39] The use of kinetic models to

gain greater understanding of MOF crystallisation have been performed to great

extent.[39] Avrami models are commonly utilised in the solvothermal crystallisation

of MOFs, though the Avrami model was originally created for describing solid-state

transformations.[40, 41, 42] The Avrami-Erofeev equation can be expressed as:

α = 1− e[−(kt)n] (5.2)

Here, α is the extent of crystallisation, k is the rate constant for crystal

growth, t is the reaction time, and n is the Avrami exponent, which is said to con-

tain information on the dimensionality and mechanism of growth. For example,

when n ≈ 0.54− 0.62, growth is said to be through diffusion mechanisms, when

n≈ 1−1.24 growth occurs via first order or phase boundary mechanisms, and when

n≈ 2−3, nucleation or growth mechanisms are observed.[43, 44] However, the use

of the Avrami-Erofeev model has some limitations.[45] For example, growth and

nucleation processes are undistinguishable from one another, meaning no detailed

information on the the crystallisation process can be obtained. The model also as-

sumes that crystallization occurs via the stepwise addition of individual molecules

at a constant rate, and as the model was originally created for use with solid-state

reaction, ambiguities can rise in the interpretation of the parameters within the con-

text of solvothermal reactions. However, many XRD studies have been preformed

on the formation of MOFs, and the Avrami-Erofeev model have been utilised to ob-

tain nucleation and growth rate constants, where for the majority of probed MOFs

values between 0.5 - 1.5 have been observed.[39, 46, 47, 48, 34] These values in-

dicate that diffusion and phase-boundary controlled mechanisms prevail, however

as such a wide range of values have been observed, this highlights the difficulty in

finding a generalized ”one fits all” model for MOFs as a whole.[44]

Time-resolved XRD studies have also been utilised to probe the mechanistic

formation of MOFs. Angle-dispersive XRD studies, along with Rietveld refine-
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ments, have provided insight on the formation of rare-earth MOFs, suggesting that

in the early stages of crystallisation, they form water-rich structures that are subse-

quently dehydrated as the water is exchanged with organic ligands towards the later

stages of formation.[34] These observation are said to show the formation of sec-

ondary building units in MOF systems. The secondary building units are thought

to assemble within solution from monomeric metal precursors, something that has

been probed using X-ray absorption spectroscopy (XAS).[35] XAS was utilised to

follow the formation of MIL-89 from trimeric Fe3+ acetate, and it was found that

Fe trimers remained present throughout the entire crystallisation process.[35] This

includes the formation of amorphous intermediate species and the final product,

providing strong evidence towards the hypothesis of secondary building units. Sim-

ilar evidence has also been observed with the formation of Mn-MIL-100, where

during crystallisation, where Mn3+ species are formed from Mn2+ precursors prior

to formation the final product.[49] This again showed that the mechanism of forma-

tion occurred in two stages, with the initial formation of Mn3+ secondary building

units, and then subsequent formation of the crystalline product.

Non-classical growth in MOFs has also been presented in a variety of

studies.[39, 50, 51, 52] In 2010, Walton et al, utilised time-resolved energy-

dispersive XRD methods to follow the crystallisation of HKUST-1 and MIL-53.

Whilst results from the study on HKUST-1 revealed classical growth mechanics, a

different story was observed with MIL-53.[39] The growth of MIL-53 was more

consistent with Ostwald’s step rule, with the formation of MOF-235 as an inter-

mediate phase prior to the formation of MIL-53. In this synthesis.[36] However,

the formation of the MOF-235 as an intermediate phase only occurs when MIL-53

is synthesised in protic solvents, and the presence of an intermediate phase is not

observed when preforming the synthesis in water.[50, 51, 52]

The formation of crystalline intermediates has also been observed in the forma-

tion of lithium tartrate MOFs, where the formation of three competing intermediate

phases has been reported.[53] This study shows the formation of two low-density

intermediates prior to the formation of the thermodynamic product. Kinetic analysis
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of the system suggested that the thermodynamic product possesses a much greater

activation energy than that of the intermediate species, hence the formation of the

final product is more favourable as it requires a transformation of the ligand confor-

mation.

The formation of MOF-5 has proven to be a complex system, with a variety

of time-resolved studies being performed on the system.[54, 55] These studies have

unveiled that the formation of MOF-5 proceeded via the formation of at least one in-

termediate phase, however the formation of this intermediate depends greatly upon

the physical paramaters implemented (time, temperature and the presence of me-

chanical stirring).[54] With higher temperature syntheses (140◦C), the intermediate

formed was observed to be MOF-69c, which would then form MOF-5 through the

reaction with additional terephthalic acid. Other studies found that when synthe-

sised at 110◦C, a layered Zn(BDC)(DMF) intermediate structure formed alongside

dimeric secondary building units.[55] This observation was made upon quenching

samples for ex-situ measurements to be taken, though when in-situ experiments

were preformed, a layered Zn3(BDC)3(H2O)3 compound with trimeric secondary

building units were observed. Neither of these layered structures correspond to the

MOF-69c observed in the study preformed by Wu et al, and the formation of these

different intermediates is thought to be down to the differences in synthesis param-

eters used. [55]

Studies have also provided evidence for dissolution-recrystallization mech-

anisms, when going from crystalline intermediates to the final product.[56] In

dissolution-recrystallization mechanisms, the intermediate species transform into

the final product through the rapid dissolution and subsequent recrystallisation of

a crystalline intermediate species to produce larger particles with a different crys-

talline structure.[56] It has also been shown that some desirable products are not

necessarily the thermodynamic product but are a metastable intermediate form. This

has been in many MOF systems where the thermodynamic product can often be

non-porous. This illustrates some of the difficulties associated with the synthesis of

MOFs, and one of the main reasons for studying the formation of these systems is

175



to obtain a better understanding on how to easily synthesise materials with desirable

properties, and without the formation of non-desirable intermediates, or in certain

cases the thermodynamic product.

A good example of an intermediate phase being the desirable product is ob-

served witht the formation and collapse of MOF-14.[57] When MOF-14 is exposed

to higher temperatures for prolonged periods of time the structure collapses into

Cu2O. This process shows the importance in tailoring of synthesis parameters for

desirable products to be formed. Other studies have also shown, that heating zinc

oxalate and piperazine together at increasing temperatures, can yield a variety of

different structures with increasing dimensionality.[58, 59] It was shown that 1D

helical chains, 2D honeycomb structures and 3D layered pillars can all formed

depending upon the heating regime used, and at the highest temperatures the 3D

layered pillar structures formed through the progressive build-up of the forms with

lower dimensionality. Similar findings have also been observed with ex-situ time-

resolved XRD studies on manganese oxy-bis(benzoate) structures, where it was

found that upon increasing the temperature of the system, 1D wire-like structures

would form and would transition into 2D layered structures before finally forming a

3D network.[60] The structures also showed increasing levels of dehydration lead-

ing to the conclusion that the change in dimensionality may have been driven by

entropy of dehydration.

It has also been shown that the formation of MOFs can be effected by the

method of heating used at synthesis.[36, 61, 62, 63, 64] For example, MIL-53 was

synthesised using a two-step procedure to probe nucleation and growth processes

independently, and it was shown that nucleation and growth rates change depend-

ing on the form of heat applied to the system.[64] Of the three heating methods

used, ultrasonic heating was shown to be the fastest, closely followed by microwave

heating, whilst conventional heating was significatly slower, with significant drops

observed in the speed of nucleation and growth.[36, 61, 62, 63, 64]
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5.1.4 Formation of Zeolitic imidazolate frameworks (ZIFs) from

solution

ZIFs are a class of MOFs compromised of imidazolate linkers and metal cations

arranged in tetrehedral coordinated frameworks. The structures formed by ZIFs are

similar to those observed in zeolites, and they are intrinsically porous, and have

been shown to have good thermal and chemical stabilities. These properties have

lead to much interest from the scientific community to harness the properties of

ZIFs, and exploit them in commercial applications.

XRD has shown to be a popular technique for probing the formation of

ZIFs.[48, 65, 66] Studies performed on the formation of ZIF-8 have observed the

formation of small clusters prior to crystallisation. Time-resolved XRD studies have

been deployed to probe the nature and formation of these clusters to better under-

stand their nature. Such studies have shown that these clusters are either amorphous

or only possess medium-range order, before transitioning into the final crystalline

form.

The formation of partially ordered intermediates has also been probed using

using XRD with ZIF-67, which is a cobalt-substituted structure analogous to ZIF-

8.[48, 65] This study followed both nucleation and growth phases, revealing that

after only short synthesis times, peaks in the data were observed. It was suggested

that these observations could result from the formation of low crystallinity ZIF-

67 species with medium-range order, which the author deemed to be a metastable

intermediate phase.

Light scattering experiments have also played a key role in helping to under-

stand the formation of MOFs in-situ. Static light scattering (SLS), which measures

the scattered intensity as a function of angle, which can be related to the radius of

gyration, has been utilised to follow the formation of ZIF-8 in methanol, where the

rapid formation of c.a. 50 nm particles was obsereved within the first few minutes

of the reaction.[68, 69] It was also hypothesised that the presence of larger particles

within the system was due to the aggregation/agglomeration of smaller nanocrys-

tals. Similar observations have been made using dynamic light scattering (DLS),
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Figure 5.1: Structural representation of ZIF-8.[67]

within other ZIF structures. DLS is used to estimate particle diffusion through the

Stokes-Einstein relation, which can be related to a particles hydrodynamic radius,

and experiments preformed on the formatoin of ZIF-zni (a dense zinc imidazolate

framework), using DLS revealed that the formation occurs through two distinct

steps.[70] The formation of 120 nm primary particles is observed first, which is

subsequently followed by the formation of aggregated secondary particles, similar

to observation made with SLS experiments on ZIF-8.[69]

Combined SLS/DLS and SAXS/WAXS studies have also been utilised for

probing the formation of ZIF-71.[71] The authors, initially observed the forma-

tion of amorphous clusters followed by subsequent growth through aggregation to

form larger amorphous particles, prior to the formation of crystalline ZIF-71, which

was proposed to occur via particle reorganization. In-situ SAXS/WAXS studies

have also been deployed to observe the formation of ZIF-8, where the formation

of amorphous intermediates was probed.[15] This study observed the initial for-

mation of c.a. 1 nm clusters, which subsequently disappeared with the forma-

tion of larger particles. Other SAXS/WAXS studies have probed the growth of

ZIF-71, with the authors suggesting that growth proceeds through the formation of

small clusters, prior to the formation of larger amorphous particles and the subse-
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quent formation of crystalline ZIF-71, whihc is said to occur through a solid-solid

transformation.[71, 23] It was proposed that growth occurs via monomer addition,

where the monomers could be either the small clusters observed in the early stages

of the synthesis, oligomers or individual metals and linkers.

Atomic force microscopy (AFM) studies has also proven helpful in exploring

the formation of ZIFs.[72, 73, 74, 75] AFM studies have shown that the formation

can occur via more classical routes at low levels of supersaturation. In-situ AFM

was deployed to probe the growth of ZIF-8 in DMF, giving indications that growth

can occur through the classical birth and spread mechanism with spiral growth oc-

curing simultaneously at the (110) crystal face.[72] However, in-situ studies on ZIF-

76 and ZIFs with LTA structures have resulted in the observations of high nucleation

rates proceeding through the birth and spread mechanism, though as the level of su-

persaturation begins to decrease, spiral growth is subsequently observed. It was

also shown that growth proceeds via step wise, two-dimensional nucleation and

the further spreading of metastable sublayers, and it was noted that the sublayers

were temporarily bridged, and stabilised through non-framework species prior to

the formation of stable terraces, a finding that would also be observed is other MOF

systems.[73, 74, 75]

The step heights of growing MOF crystal interfaces have also been probed

using AFM, identifying fundamental growth units.[72, 73, 76, 75, 77] Step height

analysis has revealed the presence of monomeric species, and not the presence of

full secondary building units, alongside non-framework species acting as stabilisers

for partially formed layers. It was also found that the observed growth mechanism

was highly dependent upon the relative metal:ligand concentrations. Many of these

studies share the idea that the simple solvated metal ions and linkers, instead of

larger units, should be considered as the fundamental growth units.

TEM studies have also been used to probe the growth of ZIF-8 in real-

time.[78, 46] The study preformed by Patterson et al, concluded that the forma-

tion of ZIF-8 does not actually occur through the aggregation of particles, but from

the growth of subunits within solution. This result is consistent with some results
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obatined from SAXS/WAXS experiments, where nucleation is said to be limited by

the depletion of reactants from the solution, resulting in limited growth.[33] Other

high-resolution TEM studies have also shown the formation of armchair and zigzag

termination along the (110) face of the ZIF-8 crystals.[79] It was also shown that

coherent interfacial structures were found between crystals.

The formation of small pre-nucleation clusters has also been explored using

TEM studies, where it was shown that the formation of crystalline ZIF-8 occurs in

four stages.[46] First nucleation occurs, followed by crystallisation, growth and

stationary periods. The authors proposed that the formation of ZIF-8 proceeds

from a gel solution, where crystalline growth occurs at the expense of the gel,

similar to hypotheses seen in the world of zeolites.[23, 80] The authors also indi-

cated that the formation of medium-range ordered ZIF-8 intermediates occurs prior

to the formation of crystalline particles through either solution or solid mediated

mechanisms.[46]

This chapter focuses on probing the formation of ZIF-8 using time-resolved in-

situ SAXS/WAXS techniques to monitor the nucleation and growth of crystalline

ZIF-8 in flow. The use of simultaneous SAXS/WAXS measurements allows for

particle size and shape to be monitored, alongside crystallinity and allows for the

easy observation of any intermediate stages (crystalline or amorphous) that may

produced during the formation of ZIF-8.

5.2 Experimental

In-situ SAXS/WAXS studies were preformed on the formation of ZIF-8 samples in-

flow at Diamond Light Source beamline I22 (figure 5.2). Two precursor solutions

were prepared, one containing zinc nitrate hexahydrate, and the other containing

2-methylimidazole in methanol. The 2-methylimidazole solution was placed within

a PTFE round bottom flask and flowed through PTFE tubing and a glass capillary

using a peristalitic pump. The round bottom flask was placed within an oil bath

so that the temperature could be regulated during experiments. The zinc nitrate

solution was placed within a syringe, which was subsequently placed in a syringe
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Figure 5.2: Diagram of the experimental set-up used at beamline I22 at Diamond light
source for preforming in-situ SAXS measurements on the formation of ZIF-8.

pump that could be controlled remotely, so the reaction could be triggered simulta-

neously with data collection. ZIF-8 samples were prepared with a total molar ratio

of Zn:Hmim:MeOH 1:8:550. Both SAXS and WAXS data was collected simultane-

ously providing a total accessible q-range of 0.003 - 3 Å−1 using two Dectris Pilatus

2M detectors.

5.3 Results and Discussions

Figures 5.3 and 5.4 shows the in-situ WAXS data collected on the formation of

ZIF-8 at three different temperatures. All observed Bragg reflections correspond

to the body centred cubic lattice of ZIF-8, without the presence of other phases

throughout the crystallisation process. This indicates that ZIF-8 is the only crys-

talline product formed under these conditions, with the formation of any transient

crystalline phases. It can also be seen that temperature can have a great upon the

speed that crystallisation occurs, with crystalline products observed after c.a. 400,
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Figure 5.3: Waterfall plots of the in-situ WAXS data collected on the formation of ZIF-8 at
14 (a), 22◦C (b)
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Figure 5.4: Waterfall plots of the in-situ WAXS data collected on the formation of ZIF-8 at
44 (a) and 55◦C (b)
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Figure 5.5: Rate of crystallisation of ZIF-8 at 14, 22, 44 and 55◦C.

100, 4 and 2 seconds at 14, 22, 44 and 55◦C respectively.

Figure 5.5 shows a plot of crystallisation versus time, where the intensity of

the 211 reflection was normalised to the the intensity observed at the end of the

experiment. It can be seen that at higher temperatures the crystallization process

initially occurs rapidly, before slowing, which could be indicative of a different

crystallisation mechanisms become more prevalent, such as Ostwald ripening.

From the in-situ WAXS data crystallite size was estimated using the

Williamson-Hall method (figure 5.6). This shows that, in general, with increas-

ing synthesis temperature, smaller crystallites are observed. This could indicate

that at increased temperatures, nucleation is more favourable, leading to the forma-

tion of a greater number of nuclei, limiting their overall growth due to the lack of

nutrients in the later stages of the experiment. However, when comparing estimated

crystallite size from experiments at 44 and 55◦C the reverse is observed, with larger

estimates for crystallite size observed at the highest temperature. However, from
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the WAXS data no obvious explanation for this change in trend can be deduced.

Figure 5.6: Crystallite sizes obtained from Williamson-Hall plot on the WAXS data ob-
tained from on the formation of ZIF-8 at 14, 22, 44 and 55◦C.

Figures 5.7 and 5.8 shows the in-situ SAXS data recorded simultaneously with

the corresponding in-situ WAXS data (figures 5.3 and 5.4) on the formation of ZIF-8

at four different temperatures. It can be seen that altering the synthesis temperatures

can have a significant effect on the size and polydispersity of the particles formed.

The first thing that becomes visible in the data is that at the start of the reaction

there are no visible population of particles observed. However, after a few seconds

in each reaction small clusters of particles are observed. These clusters are observed

in the data at q > 0.1 Å−1, after 12, 6, 2 and 1 seconds at 14, 22, 44 and 55◦C

respectively. Figure 5.9 shows fits of the SAXS data at high-q where it can be

seen that the size of these clusters appears to be temperature dependent, with an

average size of 1.12 nm observed at 14◦C and 2.3 nm at 55◦C. It can also be seen

that the distribution of these clusters is relatively narrow, and they are visible in the

background subtracted SAXS data for different periods of time, again depending
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Figure 5.7: Waterfall plots of the in-situ SAXS data collected on the formation of ZIF-8 at
14 (a) and 22◦C (b).

186



Figure 5.8: Waterfall plots of the in-situ SAXS data collected on the formation of ZIF-8 at
44 (a) and 55◦C (b).
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upon the synthesis temperature (figures

Figure 5.9: Monte Carlo fits of SAXS data for the formation of small particles formed
initially in the formation of ZIF-8 at 14 (a), 22 (b) 44 (c), and 55◦C (d).
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This figure also shows the presence of an isosbestic, which is only observed

within SAXS when two solid states dominate the scattering during growth, where

the scattering of smaller particles is observed towards higher-q and that from the

larger particles is observed towards lower-q.[81] The presence of an isosbestic point

strongly indicates that the larger particles are formed from these smaller clusters,

and it provides evidence that no intermediate stage or stages are formed between

that of the clusters and the larger particles. This is because an isosbestic point

indicates that whilst the concentration of the large scatterers increases over time,

the opposite is observed with the small clusters. It should also be noted that the

appearance of the larger particles also coincides with the first observations of Bragg

peaks in the in-situ WAXS data, indicating that these larger particles are actually

crystalline ZIF-8 particles.

It can also be seen in figures 5.10 and 5.11, that the isosbestic point shifts to

higher-q with increasing temperature, indicating at lower temperatures there is a

larger average volume between the two physical states, indicating that at lower tem-

peratures the smaller particles cluster together more efficiently. This would result

in the observation of larger particles at lower temperatures. It is also possible to

see in figures 5.10 and 5.11 that as the scattering increases for the larger particles,

a decrease in scattering is observed for the cluster particles, which is a good indi-

cation that the clusters are directly involved with the nucleation of the larger ZIF-8

particles.

From fits of the SAXS data (figures 5.12 and 5.13), it can be seen that synthe-

sis temperature can have a large impact in the overall particle distribution observed

(appendix c). At 14◦C it can be seen that a much broader distribution of particles is

observed in comparison to other synthesis temperatures. It can be seen that the pop-

ulation of ZIF-8 particles is polydisperse with the largest observed particles being

c.a. 60 nm by the end of the experiment. The growth of particles can be observed

over time, and it can be seen that at 14◦C the initial growth of particles occurs much

slower than at higher temperatures. The broad range of observed particles could be

indicative of a low rate of nucleation, which results in the formation of a broader
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Figure 5.10: Background subtracted time-resolved SAXS plots for the formation of ZIF-8
at 14 (a) and 22◦C (b) showing the isosbestic point. The numbers within the
legend represent time in seconds.
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Figure 5.11: Background subtracted time-resolved SAXS plots for the formation of ZIF-8
at 44 (a) and 55◦C (b) showing the isosbestic point. The numbers within the
legend represent time in seconds.
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range of particles with larger average particles size.

At 22◦C a much more monodisperse population of particles is observed, with

a final particle size of c.a. 45 nm observed. It can be seen that, in comparison

to a synthesis temperature of 14◦C, the growth of particles occurs much faster. It

can also be seen that after the initial growth of particles, the growth begins to slow

rapidly after 300 seconds.

At 44◦C a relatively narrow population of particles is observed c.a. 20 nm

after 1800 seconds. It can be seen that the initial growth of particles is very rapid,

however, at this temperature secondary populations of larger particles are observed.

These larger particles do not grow from the smaller particles, indicating that they are

most likely formed from aggregates. These aggregated particles are also observed

growing similar to that of the primary population of particles. The presence of these

larger aggregate particles can also be seen in the SAXS data (figures 5.7 and 5.8) as

towards the end of the experiment the SAXS data at low-q tends towards a gradient

of q−4, indicating the presence of larger structures.

At 55◦C a relatively narrow population of particles is initially observed, whilst

the presence of larger aggregates is observed after c.a. 100 seconds. The volume

fraction occupied by these aggregate particles is more than previously seen with

a synthesis temperature of 44◦C, and the presence of multiple larger population is

also visible at this higher temperature. However, the aggregates are also observed

to grow independently. At a synthesis temperature of 55◦C the observed particles

are slightly larger than those observed at 44◦C. This goes against the trend observed

with higher temperatures resulting in the formation of smaller particles. This can

be better observed in figure 5.14 that shows the average particle sizes obtained from

fits of the in-situ SAXS data.

Figure 5.14 shows the average particles sizes obtained from Monte Carlo fits

of the in-situ SAXS data at each temperature. It can be seen that, in general, that

at higher temperatures smaller particles are formed, however this does not hold true

when comparing the synthesis at 44 and 55◦C. The observed increase in average

particle size at 55◦C could be due to the presence of larger aggregated particles
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Figure 5.12: Colour contour plots of the SAXS fit data for the formation of ZIF-8 at 14 (a)
and 22◦C (b).

193



Figure 5.13: Colour contour plots of the SAXS fit data for the formation of ZIF-8 at 44 (a)
and 55◦C (b).

194



Figure 5.14: Average particle radius obtained from Monte Carlo fitting of SAXS data ob-
tained from following the formation of ZIF-8 at 14, 22, 44 and 55◦C.

being present at higher temperatures, however when looking at the data presented

in figure 5.13, it can be seen that the primary group of particles are of a greater size

than those observed at 44◦C.

If the values obtained for average size from Monte Carlo fits of the in-situ

SAXS data are looked at more closely (figure 5.15) it can be seen that growth does

not occur continuously, but looks to occur in steps. This can be seen most promi-

nently at higher temperatures but can also be seen at 22◦C, where the steps occur

over an elongated period of time. This trend is not observed at 14◦C, however it is

thought that the trend may not be visible due to the slower formation times smearing

the trend.

Figure 5.15 shows that at 55◦C, the particles that are formed initially are

slightly larger than those observed at 44◦C, this could be attributed to the pres-

ence of larger pre-nucleation clusters being present at higher temperatures, however

it can also be seen that the initial growth at 55◦C occurs slightly faster than at 44◦C.
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This is then followed by a secondary phase of rapid growth observed after c.a. 25

seconds of synthesis at 55◦C.

Figure 5.15: Average particle radius obtained from Monte Carlo fitting of SAXS data ob-
tained from following the formation of ZIF-8 at 22 (a), 44 and 55◦C (b).

When this trend is looked at with respect to the rest of the data presented in this

chapter, the different steps can be attributed to significant moments observed in the

formation of ZIF-8. Initially, the formation of small amorphous clusters occurs this

is then followed by the nucleation and growth of crystalline ZIF-8, which is thought

to proceeds by the following steps (figure 5.16):

1. Nucleation of crystalline ZIF-8 begins, in tandem with cluster formation.

2. The isosbestic point is then reached, where formation of clusters ends, but the

nucleation and growth of crystalline ZIF-8 particles continues at the expense

of the decreasing population of cluster particles. This correlates to the pres-

ence of an isosbestic point, which indicates that there is a conversion between

no more than two phases, meaning that the clusters are directly converted into

crystalline ZIF-8.

3. Population of cluster particles is fully depleted at this point, and the nucle-

ation of crystalline ZIF-8 becomes less favourable in comparison to growth

(via monomer addition).

4. Particle growth begins to slow as levels of available nutrients decreases. At

this point further growth via aggregation becomes more favourable at higher
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temperatures.

Figure 5.16: Average particle radius obtained from Monte Carlo fitting of SAXS data ob-
tained from following the formation of ZIF-8 at 44◦C, split into sections to
emphasize different stages of growth.

At 55◦C larger pre-nucleation clusters form, which allows for the formation

of larger ZIF-8 nuclei than observed at 44◦C. The nucleation phase can be seen

to be more rapid at higher temperatures, and also means that the isosbestic point is

reached much more quickly at higher temperatures than at lower temperatures. This

means that nucleation at the expense of the pre-nucleation clusters occurs more

rapidly at 55◦C than at 44◦C, and once this nucleation phase has ended growth

continues to occur via monomer addition, which is more favourable at 55◦C than at

44◦C, hence larger particles are observed at 55◦C than at 44◦C.

This formation mechanism can also be used to explain the higher polydisper-

sity observed at 14◦C. At low synthesis temperatures, a lower rate of nucleation is

observed. Due to this the ordered packing of the pre-nucleation clusters is much

greater, hence larger particles are formed in general, though due to the low rates of
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nucleation the observed product yields are also much lower. At 14◦C the broader

range of particles observed can also be explained by the presence of simultaneous

nucleation and growth within the system. As particle nucleation is slow, it occurs

over a much longer period of time, allowing for nuclei formed early on in the syn-

thesis to grow to a larger size, whilst other nuclei are still forming. This occurs until

all the pre-nucleation cluster particles are gone, at which point a variety of different

sized particles are present within the synthesis medium, when only growth can then

occur. This is observed at 14◦C with a slight narrowing of the particle size towards

the end of the experiment (figure 5.12).

5.4 Summary
In-situ SAXS and WAXS experiments, with high temporal resolution, were pre-

formed to probe the formation of ZIF-8 at four different synthesis temperatures.

This studied provides evidence that the nucleation of crystalline ZIF-8 particles oc-

curs via a non-classical route, where the pre-nucleation clusters evolve into larger

ZIF-8 particles, which is subsequently followed by growth via monomer addition,

and aggregation. Initially, pre-nucleation clusters were observed prior to the forma-

tion of crystalline ZIF-8 particles. These clusters were observed to form within a

matter of seconds, depending on the synthesis conditions and the size of the pre-

nucleation clusters formed was shown to be temperature dependent, with higher

temperatures yielding larger sized clusters. After the formation of these clusters,

ZIF-8 particles then begin to form and it is thought that the pre-nucleation clusters

play a prominent role in the nucleation of these crystalline particles. After the initial

formation of crystalline ZIF-8 particles, the pre-nucleation clusters can also serve

as a reservoir of nutrients for subsequent growth of the crystalline particles. How-

ever, once this nutrient resource becomes spent, growth via monomer addition and

aggregation processes is thought to be favoured.
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[15] J Cravillon, C A Schrçder, R Nayuk, J Gummel, K Huber, and M Wiebcke.

Fast Nucleation and Growth of ZIF-8 Nanocrystals Monitored by Time-

Resolved In Situ Small-Angle and Wide-Angle X-Ray Scattering. Angew.

Chem. Int. Ed., 50:8067–8071, 2011.

[16] M J V Vleet, T Weng, X Li, and J R Schmidt. In Situ , Time-Resolved , and

Mechanistic Studies of Metal Organic Framework Nucleation and Growth.

Chem. Rev., 118(7):3681–3721, 2018.

[17] G C Sosso, J Chen, S J Cox, M Fitzner, P Pedevilla, A Zen, and A Michaelides.

Crystal Nucleation in Liquids: Open Questions and Future Challenges in

200



Molecular Dynamics Simulations. Chemical Reviews, 116(12):7078–7116,

2016.

[18] S Karthika, T K Radhakrishnan, and P Kalaichelvi. A Review of Classical and

Nonclassical Nucleation Theories. Crystal Growth and Design, 16(11):6663–

6681, 2016.

[19] J J De Yoreo, P U P A Gilbert, N A J M Sommerdijk, R L Penn, S White-

lam, D Joester, H Zhang, J D Rimer, A Navrotsky, J F Banfield, A F Wallace,

F M Michel, F C Meldrum, H Cölfen, and P M Dove. Crystallization by par-

ticle attachment in synthetic, biogenic, and geologic environments. Science,

349(6247), 2015.

[20] S Furukawa, J Reboul, S Diring, K Sumida, and S Kitagawa. Structuring of

metalorganic frameworks at the mesoscopic/macroscopic scale. Chem. Soc.

Rev., 43(16):5700–5734, 2014.

[21] M Eddaoudi, D F Sava, J F Eubank, K Adil, and V Guillerm. Zeolite-

like metal-organic frameworks (ZMOFs): Design, synthesis, and properties.

Chemical Society Reviews, 44(1):228–249, 2015.

[22] J D Rimer and M Tsapatsis. Nucleation of open framework materials: Navi-

gating the voids. MRS Bulletin, 41(5):393–398, 2016.

[23] C S Cundy and P A Cox. The hydrothermal synthesis of zeolites: Precur-

sors, intermediates and reaction mechanism. Microporous and Mesoporous

Materials, 82(1-2):1–78, jul 2005.

[24] M P Attfield and P Cubillas. Crystal growth of nanoporous metal organic

frameworks. Dalton Trans., 41(14):3869–3878, 2012.

[25] A Ramanan and M S Whittingham. How molecules turn into solids: The case

of self-assembled metal-organic frameworks. Crystal Growth and Design,

6(11):2419–2421, 2006.

201



[26] M Singh, D Kumar, J Thomas, and A Ramanan. Crystallization of copper(II)

sulfate based minerals and MOF from solution: Chemical insights into the

supramolecular interactions. Journal of Chemical Sciences, 122(5):757–769,

2010.

[27] H Cölfen and S Mann. Higher-order organization by mesoscale self-assembly

and transformation of hybrid nanostructures. Angewandte Chemie - Interna-

tional Edition, 42(21):2350–2365, 2003.

[28] P W Voorhees. The theory of Ostwald ripening. Journal of Statistical Physics,

38(1-2):231–252, jan 1985.

[29] R W Thompson. Verified Syntheses of Zeolitic Materials. Elsevier, 2001.

[30] P Cubillas and M W Anderson. Synthesis Mechanism: Crystal Growth and

Nucleation. In Zeolites and Catalysis: Synthesis, Reactions and Applications,

pages 1–66. 2010.

[31] R J Kirkpatrick. Crystal growth from the melt: a review. Am. Mineral.,

60:798–814, 1975.

[32] W K Burton, N Cabrera, and F C Frank. The Growth of Crystals and the Equi-

librium Structure of their Surfaces. Philosophical Transactions of the Royal

Society A: Mathematical, Physical and Engineering Sciences, 243(866):299–

358, 1951.
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Chapter 6

In-situ Hydrothermal Cell
Development

6.1 Introduction

Solvothermal processes are utilised in a great number of syntheses involved in the

formation and transformation of heterogeneous catalytic materials, for example

most zeolitic solids are commonly formed under hydrothermal conditions. Simi-

larly, dense framework oxides, metals oxides, sulphides and many other systems

are synthesised using solution based processing methods so that morphology, spe-

cific particle shape and size can be controlled efficiently.

When studying the processes involved in the formation of these materials the

prevention of sedimentation becomes very important. This is especially so when

conducting in-situ experiments on dynamic heterogeneous systems, where parti-

cles can nucleate and subsequently sediment within the sample environment. This

can greatly hinder the collection of good, representative data on particle growth as

events can be partially, or even completely missed.

This chapter describes the history of hydrothermal synthesis and in-situ hy-

drothermal experiments, focusing on the experimental set ups and the equipment

used. The difficulties associated with the collection of in-situ data on hydrothermal

systems and strategies for overcoming these issues. This chapter also covers the

design and development of a new in-situ hydrothermal cell, designed to prevent the

sedimentation of nucleating and growing particles within heterogeneous systems,
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for the collection of high quality, representative data.

6.2 Hydrothermal Synthesis

Hydrothermal synthesis, generally, refers to any heterogeneous reaction occurring

in the presence of a solvent/mineralizer under high pressures and temperatures. This

allows dissolution and recrystallization to occur in materials that would normally be

considered to be relatively insoluble under ambient conditions.

However, this has not always been the definition of hydrothermal synthesis, for

example, in 1913 it was described as the conditions that reactants are to under the

action of water, at temperatures near or above its critical point (c.a. 370◦C), when

held within a sealed vessel to subsequently create an high pressure environment.[1]

Another definition came from Lobachev, where he states that hydrothermal synthe-

sis is actually a group of methods encompassing crystallisation from superheated

aqueous solutions at high pressures.[2] This definition has evolved over time, es-

sentially lowering the temperature and pressure requirements than in previous defi-

nitions. For example, hydrothermal synthesis has been defined as an heterogeneous

reaction occurring within an aqueous medium at temperature greater than 100◦C

and 1 bar of pressure, or a water catalysed reactions taking place at temperatures

¿100◦C and at pressures greater than a few atmospheres [3, 4, 5]

Essentially, the term has grown over time to encompass nearly any heteroge-

neous reaction occurring in an aqueous medium carried out at temperatures and

pressure above those considered to be ambient.[6] The definition can also be broad-

ened to encompass any homo- or heterogeneous reaction in the presence of a solvent

(aqueous or not) occurring within a closed system at temperatures and pressures

above those of ambient conditions.[7] This includes the use of gels and solution

based precursors in the formation of nanomaterials and many other reactions per-

formed within closed vessels. Due to this broader, more encompassing, modern def-

inition for hydrothermal synthesis other terms, such as solvothermal, ammonother-

mal, carbonothermal and alcothermal synthesis to name only a few, have become

commonly used to describe different off-shoots of hydrothermal synthesis.
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6.3 Hydrothemal Synthesis

6.3.1 The Early History of Hydrothermal Synthesis

The success and popularity of Hydrothermal synthesis can be largely associ-

ated with advancements in technical capabilities, especially, those associated with

improvements in the machining and fabrication of materials with the suitable

characteristics to withstand the high temperatures and pressures produced dur-

ing hydrothermal treatments. However, the adoption of hydrothermal methods by

chemists, as a common synthesis practice for the production of crystalline materials

also played its roles the overall success of the technique.

The origins of the term ”hydrothermal synthesis” can be ascribed to the field

of geology, and specifically, the British geologist Roderick Murchison, who in the

early nineteenth century described it as the actions of water, at elevated temperatures

and pressures, that can bring about changes in the Earth’s crust and is responsible

for the formation of many rocks and minerals.[1, 8, 6] From this description it was

determined that minerals formed during postmagmatic and metasomatic stages, in

the presence of water and at elevated temperatures and pressures, can be considered

to have been formed hydrothermally. To begin with hydrothermal conditions were

known to occur naturally, typically emanating from cooling magmas, and other

heated exogenic sources, capable of initiating petrogenetic processes, which would

in-turn trigger the formation of the metasomatic facies found naturally in large rock

formation. The origins and importance of hydrothermal processes were well known

in the field of geology in the early nineteenth century, however, the processes itself

was still to be examined in great detail, leaving lots of questions to be answered.

This quest for answers would quickly lead to a great deal of research into the inner

workings of hydrothermal processes and the development of studies looking at how

these conditions could be replicated and controlled within a lab environment.

The first lab based hydrothermal experiments are widely credited to have been

performed in 1839, by Robert Bunsen.[9] Bunsen began using sealed thick walled

glass tubes to heat aqueous solutions upto 200◦C, which in turn put these solu-

tions under 100-150 atmospheres of pressures. These initial experiments were then
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followed up when Bunsen began to grow barium and strontium carbonate crystals

within aqueous ammonium chloride solutions under the same conditions, and it is

these experiments that are considered, by many, as some of the first hydrothermal

experiments to utilise aqueous solvents as a synthesis medium.[3, 10] The idea of

synthesising crystaline materials under high temperatures and pressures, quickly

began to spread and was soon adopted by another German scientist, Karl Emil von

Schafhäutl, whom in 1845 began to grow quartz crystals from freshly precipitated

silicic acid.[11] Schafhautl, performed his experiments within a Papin’s digester

(high pressures cooker) and this method would also soon be widely adopted by

many European mineralogists later in the nineteenth century, a technique that would

eventually overtaking the use of sealed glass tubes.

It was the success of these early experiments that made hydrothermal synthesis

what it is today. Without the early adoption of this technique, as a method for

simulating the conditions found naturally within the Earth’s crust, the push for the

synthesis of many naturally occurring crystalline materials would not have been so

strong, and it wasn’t long after these initial experimental reports that other naturally

occurring crystalline materials were synthesized for the first time.

In 1848, Wohler recrystallized Apophyllite, in aqueous solutions at 180◦C un-

der 10 atm of pressure.[12] This work was soon followed up by De Senarmont’s

hydrothermal synthesis focusing on silica gels, in 1851, where a variety of different

solvents were utilised at temperatures ranging from 200 - 300◦C. These experiments

resulted in the formation of six-sided prisms possessing pyramidal terminations,

and is one of the earliest known successful syntheses of quartz crystals.[13, 14] In

the same year, De Senarmont also published his designs for a hydrothermal vessel,

where the sealed glass tubes, that are used to hold the synthesis mixture, are subse-

quently held within fused gun barrels.[15] This design would soon be iterated on by

Daurree, in 1859, for the synthesis of quartz at 400◦C in an aqueous medium. This

iteration would be the first to introduce a pressure balance arrangement between the

glass tube and the steel housing.[16, 17]

In 1862, St Claire Deville attempted to convert bauxite to corundum under
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hydrothermal conditions using sodium hydroxide as a mineralizer, however the

results obtained were not particularly definitive.[18] This lack of definite results

was quite common in the early history of hydrothermal synthesis. For example, a

great deal of the early work performed on hydrothermal synthesis was conducted

in sealed glass tubes, but these tubes were effected by the hydrothermal conditions.

However, it wasn’t until 1873 when preventative measures were proposed by von

Chroustshoff, which consisted of lining the autoclaves with gold/noble metals, and

it was this break through that allowed von Chroustshoff to synthesize tridymite

phase quartz.[19]

With the introduction of steel autoclaves, with noble metal linings, higher tem-

peratures and pressures became accessible for the first time, however, work primar-

ily remained focused on developing the syntheses of quartz, feldspar and a few other

related silicates. This lead to some early definitions of hydrothermal synthesis be-

ing specifically tied to the synthesis of silicates, however, there were still attempts

by people to synthesise other materials. For example, Hannay, in 1880 claimed to

synthesise artificial diamonds, a claim that could have aided in fuelling more re-

search into hydrothermal synthesis, especially the development of higher pressure

techniques.[20]

The synthesis of large (2-3mm) crystals of potassium silicate, obtained whilst

growing orthoclase and feldspar as an additional phase was the next significant de-

velopment for hydrothermal methods, alongside Friedel’s coining of the term hy-

drothermal ”bomb” in 1881.[21] The availability of new alloys and metals in the

late 1870s and early 1880s lead to the development of newer hydrothermal set-ups,

including De Schulten’s copper ”bomb,” which was used to synthesise analcite at

180◦C in 18 hours, and Ramsay’s cast iron autoclaves.[22, 23]

Many long term hydrothermal experiments were performed, including

Chroustshoff’s synthesis of quartz, in 1887, where initially four experiments were

set up in glass tubes, with three of the tubes burst during the heating process, how-

ever the fourth remained in tact and large (8 x 3 mm) quartz crystals were eventually

obtained six months later.[24]
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A couple years later, Bruhns designed a platinum-lined, steel autoclave that

utilised steel screws and copper washers to hold down the cover.[25] This design

would grow to be very popular in Europe. It was also around this time, when Doetler

was able to synthesise chabazite and analcite utilising an iterative gun-barrel auto-

clave design, where a nickel coated gun barrel enclosure was used in conjunction

with sealed silver-lined steel tubes (”bullets”).[26] In the same year, Chroustshoff,

used thick wall evacuated glass tubes to produce large (1 x 0.5 mm) dark green

iron-magnesium silicate crystals (hornblende) in 3 months.[27]

In 1892, Karl Josef Bayer, was first to commercialise hydrothermal technolo-

gies for the extraction of Alumina from bauxite using sodium hydroxide, a process

that is still used to the modern day.[28, 6]

The popularity of hydrothermal synthesis finally made its way from Europe to

a second continent when, in 1898, Barus became the first North American to publish

work on the impregnation of glass through the utilisation of steel autoclaves.[1]

Throughout most of the 19th century, it can be seen that there were a great deal

of studies concentrating on the formation of naturally occurring minerals and other

crystalline materials. However, in these early years of synthetic crystal growth by

hydrothermal synthesis it is easy to see that there was little consideration given to

solvent chemistry, kinetics and solubility of the probed systems.[29, 1] Nonetheless,

around 80 different mineral syntheses were discovered in the nineteenth century

alone.[1] The largest problems that effected these early hydrothermal experiments

were from experimental uncertainties. These arose predominantly from the lack

of suitable synthesis equipment, for example, many experiments failed due to poor

sealing of vessels, causing leakages and pressure fluctuations.

Another problem with earlier experiments was a lack of adequate characteri-

sation techniques. Initially, it was only possible to obtain small amounts of sample,

partly due to the limitations the most commonly used hydrothermal vessels pos-

sessed. For example, sealed glass tubes would often corrode during the hydrother-

mal process adding silica to the reactants, creating a great deal of problems when

trying to perform accurate chemical and phase analysis on products. Many early
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syntheses also produced small crystal sizes making optical microscopy difficult,

and it was these technological road blocks that hindered the progress of hydrother-

mal synthesis in its early days. This, in-turn, lead to more focused research into the

synthesis of large bulk crystals, meaning that many experiments yielding smaller

sized crystals and small amounts of product were cast aside and considered fail-

ures. This was predominantly due to the lack of available X-ray techniques at the

time, hence, chemical analysis had to be relied upon. This meant that many of the

experiments that were considered to be failures, may well not have been. This led to

some poorly informed assumptions being made on the solubility of materials, and

the subsequent labelling of materials as not suitable for crystal growth.[6]

This would soon change though, when more systematic studies began to be un-

dertaken, such as Spezia’s seminal work on seeded growth of α-quartz.[30] Spezia’s

work shows that subjecting samples to high pressure alone was not enough to influ-

ence the growth or solubility of quartz. He then looked at the influence of sodium

silicate on quartz crystals at temperature and found that in the presence of a basic

medium, that the quartz crystal’s rhombohedral faces were attacked, whilst on the

other faces large masses of deposited silica was found. This explained observations

of rapid growth along the c-axis of quartz crystals.[31] Soon after, Allen was then

able to synthesise quartz at c.a. 400◦C in 3 days using a steel autoclave sealed with

a large copper disk, kept in place by a screw on a steel cap (an iterative design of

Bruhns’ earlier autoclave).[1]

Next, came some important developments in autoclave designs to reach even

higher temperatures and pressures. First, test tube-like pressure vessels that could

reach pressures as high at 5 kbar and temperatures upto 750◦C for extended pe-

riods of time. This design was followed up by Boeke and Tammann’s newly de-

signed autoclaves capable of reaching even higher pressures, through the utilisation

of CO2 pressures. The experiments performed by Boeke and Tammann can be con-

sidered some of the first solvothermal experiments ever performed (though the term

’solvothermal’ would not be introduced for another 60 years).[32, 33, 34] These

autoclaves were made of steel rods, 25 cm in diameter, and 45 cm long. The design
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utilized soft metal gaskets which act as seals when compressed and the heating was

performed internally using a resistance furnace.

In 1914, Morey, also designed a simple gasket sealed autoclave that could con-

tain 25 - 100 ml. This became a very popular design due to its simplicity, ease of

use, and the fact that they could withstand temperatures up to 450◦C and pressures

of 2 kbar.[35] Morey and Fenner, also looked at the pressure and temperature condi-

tions used in hydrothermal synthesis more in-depth, by using high purity reactants,

meaning product composition could be known with a higher degree of accuracy than

before.[36] With the results of these experiments, Morey and Fenner, were able to

form a mechanism for the crystallisation of pegmatite.[10] They determined that

various stable solid phases can coexist within the solution over specific temperature

ranges, corresponding to a three-phase pressure system. A systematic approach to

studying phase equilibria at high temperatures was also taken by Bowen in 1922 for

silicates, a study that would eventually lead to Bowen’s famous reaction series.[37]

It was also around this time that X-ray techniques became much more readily avail-

able, meaning that there was no longer a reliance on producing large bulk crystals

and a more systematic understanding of the products obtained from hydrothermal

synthesis could begin.

In 1931, there were further developments in hydrothermal vessel designs when

Goranson designed an autoclave that was internally heated but also externally

cooled using circulating water.[28] These designs were and iteration of a earlier

design by Adams and Smyth, however the the internal and external heating a cool-

ing elements enabled these autoclaves to reach higher pressures and temperatures

than those previously seen.[38] It was also around this time where the hydrothermal

synthesis of inorganic compounds, similar to those found in nature could be called

well established. However, in general crystal growth at this time would be consid-

ered very slow due to the lack of understanding of solvent chemistry at the time.

This would soon change due to an unlikely source. As a consequence of World War

II (WWII) there became a large demand for high-quality quartz crystals. High per-

fection α-quartz crystals were used in for piezoelectric applications at the time, as
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when subjected to mechanical stress, quartz generates an electrical polarisation.[39]

Hence, during the war quartz was used in submarine detection systems due to their

anisotropic properties, in oscillators, were frequency is highly dependent upon crys-

tal orientation. These crystals were previously supplied from Brazil, however and

embargo halted the supply of high-quality quartz from Brazil, this lack of supply

also had an effect on telecommunication applications during WWII. However, in

the history of hydrothermal synthesis this embargo lead to huge developments in

the synthesis of large quartz crystals at faster rates then previously possible, though

the accomplishments at this time had to wait for the war to end before any pub-

lications could be made, though progress was shared through intelligence reports

between allies at the time. One of the first publications after WWII, in the field

of hydrothermal synthesis, came from Nacken, in 1946, where it was shown how

natural α-quartz can be used to seed growth in an isothermal system to obtain large

quartz crystals.[40, 41]. The autoclaves used during war time were generally of a

design reminiscent of Doetler’s earlier 1890s gun-barrel design.

After WWII, more hydrothermal syntheses were commercialized including the

large-scale synthesis of single crystal quartz using the methods described by Nacken

in 1946.[40, 42] Soon after this, the first non-naturally occurring zeolite was next to

be synthesised by Barrer in 1948, which would again cause a surge of excitement

around hydrothermal synthesis.[43, 44] Barrer was already a well known name in

the world of zeolites and hydrothermal synthesis with the commercialization of his

earlier natural zeolite syntheses in the late 1930s.[45, 46] However, his discovery of

the first non-naturally occurring zeolite would soon be follow up with there charac-

terisation and his pioneering on the adsorption properties of zeolites.[47]

In the same year, Tuttle came out with a new autoclave design.[48] He designed

a threadless cold-cone seal, though this first iteration of the design was not capa-

ble of reaching the high temperatures and pressures required for most syntheses.

However, this design was soon adapted by Roy into the test-tube like bomb design

manufactured from mixed alloy rods with a hole drilled down the middle. These

test tubes were c.a. 20 cm long and c.a. 2 cm in diameter in size, with one end be-
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ing threaded and sealed with a cone seated against where a pressure pump could be

connected.[10] This design was able to reach temperatures up to 1000◦C, depend-

ing on the alloy used, and with its direct connection to a pressure pumps, pressure

was no longer coupled to temperature. Gold or platinum tubes could be housed

within the test-tube bomb housings and experimentalist could have a much more

precise control of pressures (up to 5 kbar) than ever before. One other advantage

of this design was that multiple vessels could be used simultaneously using a single

pressure source. The noble metal capsules used were welded shut with the nutrients

inside, and during the experiments these capsules would collapse when pressurised,

but remain sealed, and as the vessel was heated to the desired temperature, whilst

being kept at a constant pressure, capsule would expand back to its original vol-

ume. The Tuttle-Roy design would be successful in initiating a great number of

studies on the phase relations in several systems that required greater pressure and

temperature ranges than had been previously inaccessible in labs around the world.

[49, 50, 51, 52]

In the 1950s, Walker and Buehler contributed significantly to hydrothermal

synthesis by developing methods for producing large crystals within welded steel

autoclaves, and even more progress came from Laudise’s and Sullivan’s contribu-

tion from undertaking systematic kinetic studies of crystal growth that lead to sig-

nificant improvements in overall growth rates.[53, 54, 55]

By the 1970s hydrothermal research began to stagnate and declined due to

there being minimal scope for new research in making large-size single crystals of

quartz (its main use at the time), and the growth of large-scale crystals of many

other compounds had been attempted and determined to be failures. This also came

with a stigma that the crystal growth of large crystals was more of an art form than

an actual science.[10] This stagnation came even though little to no work had been

done to probe solvent chemistry or the kinetic processes involved with hydrothermal

synthesis. However, hydrothermal synthesis was finally ready to start reaching its

full potential and have its renaissance when work done by Franck in the late 1950s

began to gained some attention. This research started probing solvent chemistry and
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system kinetics within hydrothermal synthesis.[56, 57, 58, 59] This work and its

delayed popularity could be considered one of the main reasons that hydrothermal

synthesis is what it is today.

Finally, in 1982, the first international Hydrothermal Symposium was held in

Japan marking over 100 years of research in hydrothermal synthesis.[60]

6.3.2 Hydrothemal Equipment

6.3.2.1 Glass-Tube Autoclave

The use of thick-walled glass-tube autoclaves was very common in the relative

cheapness and easy of use. The use of sealed glass-tubes came with the advan-

tage of being able to observe the reaction taking place and the materials resistance

to acidic environments. However, these advantages come with the disadvantages of

only being able to be used at relatively temperatures and pressures, in comparison

to later designs and also not being resistant to attack from basic solutions. The use

of quartz tubes autoclaves would eventually be the direct successor to thick-walled

glass-tube autoclaves.[61]

6.3.2.2 Steel autoclaves

Flat-Plate Closure Autoclaves, also known as Morey-Autoclaves, were initially de-

signed in 1913 to incorporate a Bridgman unsupported area seal gasket.[1, 62] Es-

sentially, a Bridgman seal consists of a cylindrical driving piston that can be sub-

jected to an external force to pressurise a vessel. The piston is pressed into the vessel

that has a solid base, and the piston sits within the vessel on top of a compressible

material (generally softer metals). The gaskets were commonly made from copper,

silver or teflon, with the autoclave itself being made from hard steel. These auto-

claves were sealed through compression of the gasket when tightening of a nut (see

figure 6.1). For the Morey-Autoclave, maximum obtainable temperatures wre in the

region of 450◦C, with a maximum pressure of 2 kbar.[63]

In 1948, Tuttle designed a small thread-less hydrothermal vessel (figure 6.2).

The use of threaded sealing mechanism in hydrothermal equipment had previously

caused some problems with the sealing/opening of the vessels, especially after mul-
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Figure 6.1: Morey Autoclave design from 1949 (patent US3201209A).[64]

tiple uses, do the the seizing of the mechanisms after the vessels had been subjected

to multiple heating/cooling cycles. This design could reach higher temperatures the

previously seen and had the advantage of being able to control the pressure within

the vessel.[48] The ”Tuttle apparatus,” was made from steel cells that were closed

using a cone-in-cone seal. The seal was closed using weights placed above the ves-

sel to press the cones together. The cones would be machined to 59◦ and 60◦ so that

the seal. could be made. These autoclaves were heated externally and were capable

of reaching 800◦C and 2 Kbar, however, the cones would need to be machined for

each and every experiment.
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Figure 6.2: Tuttle Autoclave from patent US7374616B2.[65]

A year after its initial invention, the ”Tuttle apparatus” was developed further

in a quest to make the design simpler to use.[64] The cone seal was moved outside

of vessel, hence, the seal was renamed the use cold-cone seal. The initial 1949

design was made from a cobalt-based alloy, and pressure could be applied to the

samples through a hole in the external closure. This design was capable of reaching

900◦C and 1 kbar or 750◦C at 3 kbar for long duration experiments. This vessels

design would be altered and tweaked a great deal in the coming years. For example,

in 1952, a universal pressure intensifier for compressing gasses and liquids was

designed by Roy and Osborn.[66] This initiated the use of test-tube hydrothermal

racks, where a single compressor could be used with multiple hydrothermal vessels

making it much easier to perform large scale experiments or multiple experiments

at a time. The original design by Tuttle would also be iterated on with availability of

newer alloys. These new materials were able to extend the temperature and pressure

ranges of the cells to over 1000◦C and 10 kbar.[67, 68, 69]

Roy, again, modified Tuttle’s original designs to make what is known as the

”test-tube bomb.” This was a design that would prove to be simpler to use than
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the original, by using only a single threaded closure and decoupling the pressure

and temperature dependencies through the use of an external pressure system. For

performing experiments, samples would be sealed within noble metal tubes that

would then be placed within the test-tube cell that would utilise the cold-cone seal

design. Due to this designs simplicity, its ability to be used with multiple vessels

using a single pressure pump, and its inexpense, made this design one of the most

popular in the history of hydrothermal synthesis.

Welded closures, designed by Walker and Buehler, were capable to reaching

temperatures up to c.a. 400◦C and pressures up to 3 kbar. These were first in-

troduced in the early 1950s, and use disposable liners, that were welded closed at

both ends. These sealed liners would then be placed within an outer tube made of

a heavier construction.[53, 70] These designs were generally used for dealing with

corrosive environments as the use of sacrificial liners means that the heavier and

more expensive external construct could be saved. After each experiment, the lin-

ers would need to be sawn open, meaning that this design required a great deal of

machining to use these autoclaves. Though this heavy reliance on machining was

relatively inexpensive in comparison to having to replace entire autoclaves when us-

ing corrosive environments which was not an uncommon practice in the early days

of hydrothermal synthesis.

Next, came the Unsupported area closures or the modified Bridgman high

pressure autoclave.[71] These were sealed through the mechanical tightening of

a plunger against a deformable gasket (similar to that of the original Tuttle design).

The pressure generated upon sealing these vessels would force a piston to push up-

wards against the deformable gasket creating a hermetic seal. This design could be

used at 500◦C and was capable of creating 3.7 kbar. Generally, the external encloses

would be made from stainless steel, and these autoclaves were used primarily for the

synthesis of quartz crystals. As there is no liner for the prevention of corrosion used

with these autoclaves, they would be attacked by the mineralizers used in the syn-

thesis of quartz. With the initial experiments sodium iron silicates would then form

on the inner walls of the autoclaves, which would then inhibit any further corrosion
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of the autoclave. The corroded iron that would be present in the reactants mixture is

on a scale of a few parts per million, hence, high-acoustic and watch-quality quartz

can still be obtained with these levels of impurities.[72, 69]

Many other experiments require the use of low-carbon steel or the use of noble

metal liners to reduce the amount of impurities in the final products. However, with

these liners pressures are counterbalanced with that of the inner walls of the auto-

clave. Due to this, the liners are only filled with a specific amount to prevent over

pressuring the liners, in-turn preventing any ruptures. This style of autoclave has

also undergone other modifications for easy of scale-up making them more useful

for industrial scale applications and for growing large single crystals.[73] One of the

most important design feature of these autoclaves is the self-energized flange clo-

sures, which utilize a sealing gasket or plastic materials, such as teflon, depending

on desired experimental temperatures. Further modifications to the sealing mech-

anism allowed for the production of large capacity autoclaves which use modified

GreyLoc seals.[60, 74]

6.3.3 In-situ Hydrothermal Equipment

Crystallisation studies were originally limited to static measurements where it was

only possible to take periodic snapshots of the reaction by probing ex-situ sam-

ples. This process is not very efficient, and can incorporation artefacts into the data

obtained. For example, when preparing samples for measurements, products and

reactants need to be separated, changing the state of the system, in turn limiting the

usability of the information obtained from the samples. However, with the introduc-

tion and development of X-ray based techniques, the ability to prove sample in-situ

became more feasible. The ability to perform in-situ experiments took a huge leap

with the introduction and fast expansion of synchrotron radiation sources.

The first in-situ experiments were performed during the 1980s. These exper-

iments focused on studying solid state reactions due to a lack of adequate time

resolution, which can be negated, for example, when probing temperature related

phase transformations. Hence, why these types of reactions were initially probed.

However, the first in-situ hydrothermal reactions were performed in 1990 by Polak
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using neutron diffraction techniques to study the formation of zeolites.[75] The first

synchrotron X-ray study on the formation of zeolites was later performed by Barnes

in 1992, using energy-dispersive diffraction.[76, 77]

For studying hydrothermal reaction in-situ generally two types of experimental

set-ups have been utilised in studying the crystallisation of solids.[78] The first, an

autoclave-esque set-up used for energy dispersive studies, and the second, capillary

reactors that are preferred for angularly resolved studies. Energy dispersive methods

have been used for the study of zeolites by Bensch,[79, 80] O’Hare,[81, 82, 83, 84]

Sankar,[85, 86, 87, 88] and Walton.[89, 90]

The autoclave cells used for in-situ studies are generally similar to those used

with a standard synthesis lab. However, the walls of the autoclaves need to be

thinned in two places (one on each side of the autoclave), to essentially act as

small windows for the X-rays to enter and exit the cell.[91] Like most simple mod-

ern autoclaves, heating conducted externally, and data acquisition using energy-

dispersive techniques can be on the scale of milliseconds to minutes depending

on experimental parameters and beamline capabilities. An advantage of these set

ups is their physical size, as the reactants can be stirred in-situ to prevent sedi-

mentation, and keeping the sample in a homogenised suspension. Cells like these

however, come with the drawbacks that the ”windows” need to be kept small, to

preserve the structural integrity of the autoclave which in turn limits the accessi-

ble q-range. Also, when using this type of in-situ cell X-ray absorption can be-

come a problem, hence, they are only really suitable for energy dispersive studies

using white beam. These autoclave-like cells has been successfully utilised to ob-

tain valuable information on the crystallisation of layered double hydroxides,[92]

metal-organic frameworks,[90] and many other systems.[80, 93] One example of

a in-situ autoclave type cell is the Oxford/Daresbury hydrothermal cell. This cell

has been utilised for studying the crystallisation of a wide range of inorganic ma-

terials, including microporous solids (zeolites), layered materials (layered tin sul-

fides), and open framework materials (gallium fluorophosphates) alongside many

others.[94, 81, 93, 82, 78, 95, 96] The use of this cell has shed light on the existence
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of many previously unknown intermediate crystalline phases that occur only under

specific reaction conditions and not others. For example, when studying the crys-

tallisation of gallium fluorophosphates, unknown intermediate crystalline phases

were observed prior to the formation of the expected microporous phase.

6.3.3.1 Capillary cells

The use of a narrow capillary as hydrothermal reactors, has been utilised for nu-

merous in-situ experiments. First pioneered by Norby in the 1990s, capillary reac-

tors need needed to use capillaries made from a material capable of withstanding

the temperatures and pressures produced during hydrothermal synthesis, as well as

being chemically inert (to the reactants in the probed reaction) and relatively trans-

parent to X-rays.[97, 98, 99] Due to these requirements, quartz, sapphire, diamond

and thinned steel tubes have been used depending on reaction and technique used

to probe the synthesis.[6, 100, 78, 94, 99] Capillary cells have the advantage that

their length provides, as probing the reactions are not limited to a specific window

area, and samples can be probed along with length of capillary. As the scattered

beam is not limited to a specific window area and scattered X-rays can escape from

the entirety of the reaction volume, means that capillary cells are well suited for use

in angular resolved studies. The design of capillary based cells has been adapted

many times since its initial development in the 1990s.[101, 102, 103, 104, 105] For

hydrothermal experiments, capillaries are sealed with once the reaction precursors

have been injected into the cell. The capillary is then mounted on a goniometer

head so it can be placed directly into the beam. The use of the goniometer head also

means that the capillaries can be spun for better data acquisition. Heating is com-

monly done via a hot air blower and with some designed pressures can be applied

externally. Capillary cells do, however, have certain drawbacks. For one, no in-situ

stirring can be applied to the reactants, this can cause problems with the homogene-

ity of samples and reaction mixtures. Another draw back is the very small probed

volume within these reactors, which can cause problems with repeatability and also

introduce artefacts into obtained results.
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6.3.3.2 UCL in-situ Hydrothermal cell

This cell was designed to mimic conditions produced within an autoclave with the

incorporation of large windows to allow the passage of X-rays through the sample.

Heating is provided from four cartridge heaters built into the cell stand, and the

heat is transferred though the brass body of the cell, to a polyether ether ketone

(PEEK) sample holder. PEEK is utilized in this cell primarily for its high chemical

inertness and its ability to withstand moderate temperatures (up to 240◦C). The cell

is sealed using two large (25 cm in diameter) windows placed on either side of the

PEEK sample holder. Typically the windows used would be made out of mica or

kapton, however, the window material can be altered to better suit the technique

being used to probe the experiments or to better withstand the conditions that the

experiments are conducted under. The advantages of using a cell with this sort of

design are the larger accessible q-ranges in comparison to the autoclave set up due

to the incorporation of large windows. Using changeable window materials is also

an advantage as it can be tailored to better suit experimental requirements. This cell

also has a much larger probed volume in-comparison to capillary cells, however

there is still a lack of space for sufficient stirring. This means sedimentation can

become an issue. Also, the indirect heating of the sample means that the sample

temperature in the cell needs to calibrated/calculated. Other issue can occur from

improper sealing as this design utilises a large screw threaded seal that can bow the

large windows.

6.4 Designing a New Hydrothermal Cell

6.4.1 Introduction

Design a in-situ cell capable of synthesising materials under hydrothermal condi-

tions on a beamline at a synchrotron. The cell will be primarily designed for use

when collecting scattering experiments and for preventing the sedimentation of par-

ticles during data acquisition.
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6.4.2 Prevention of Sedimentation

The sedimentation of particles can be a large problem when performing in-situ ex-

periments on heterogeneous solution, as it becomes harder to assess if the data col-

lected is relevant or not. For example, when trying to look at the nucleation and

growth of nanoparticles, nucleating from within a solution, the repeated nucleation

of particles can be easily observed, whilst their growth can be easily missed due to

particle sedimentation. The sedimentation of particles is a sizeable problem when

performing such experiments in-situ, but also when collecting data on any hetero-

geneous systems. Hence, the prevention of particle sedimentation becomes very

important for collecting data that is representative of the sample as a whole.

Stokes’ law is, in its essence, a description of how drag forces act upon a spher-

ical object within a fluid and it can be used to determine the rate at which a particle,

of known size, sediments within a fluid of known viscosity and density.[106] It is

generally written as:

Fd = 6π ·η ·R ·υ (6.1)

where, Fd is the frictional force acting upon the interface between the particles

and the fluid (Stokes’ drag), η is the dynamic viscosity of the fluid, R is the radius

of the spherical particles and υ is the flow velocity of the particles.[107] There are

a few assumption made with this equation such as the homogeneity of the materials

involved, the particles are spherical with smooth surfaces and the particles do not

interact with each other. Stokes Law can be used to obtain the terminal velocity of

spherical particles in a fluid by utilising differences in weights and buoyancies of

the spheres in the fluid:

Fg = ∆ρ ·g · 4
3
·π ·R3 (6.2)

where ∆ρ is the difference in densities between the particles and the fluid and
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g is the gravitational acceleration.[108] From using equations 6.1 and 6.2 a force

balance can be derived so that Fd = Fg meaning that the velocity, υ , can be derived:

υ =
2 ·∆ρ ·R2

9 ·η
(6.3)

where η is the dynamic viscosity. As the excess force increases with R3 and

Stokes’ drag increases with R, the terminal velocity increases with R2 meaning that

it is greatly dependent upon particle size.[109] For example, 500 nm silica spheres

held within water will sediment at a rate of c.a. 4 mm hour−1 at 25◦C. For 250, and

100 nm silica spheres, under the same conditions, sediment at c.a.1 and 0.1 mm

hour−1 respectively. For systems with greater ∆ρ values sedimentation becomes

much more of a problem, for example, 100 nm gold nanoparticles in water under the

same conditions as above sediment x20 faster than silica particles, at a rate of c.a. 2

mm hour−1. Heat is also a factor to consider when thinking about sedimentation and

performing in-situ experiments. With increasing heat sedimentation also increases.

For example, 100 nm silica spheres in water at 80◦C sediment at a rate of 0.42 mm

hour−1, in comparison to 0.15 mm hour−1 at 25◦C, and 100 nm gold nanoparticles

sediment at a rate of 4.7 mm hour−1, in comparison to 1.66 mm hour−1 at 25◦C.

This temperature increase results in a substantial change in sedimentation rates (see

table 6.1). The rates of sedimentation may not seem that large at first, but when

considering the size of sample environments used for SAXS measurements and the

size of the X-ray beam the problems become more apparent. For example, the X-ray

beam at Diamond beamline I22 is only 0.2 mm in height, hence, for many in-situ

experiments, especially at high temperatures the sedimentation of particles can be

a very big issue. This is again an significant problem for lab SAXS and SANS

experiments due to the longer exposure times that are needed for data collection.

6.4.3 Design Specification

When designing an in-situ hydrothermal cell for performing scattering experiments

at a synchrotron there are many things that need to be taken into account. First, the
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Material Particle Size Sedimentation
(nm) (mm ·h−1)

25◦C
Silica 500 3.74
Silica 250 0.94
Silica 100 0.15
Silica 50 0.04
Gold 250 10.39
Gold 100 1.66
Gold 50 0.42

80◦C
Silica 500 10.57
Silica 250 2.64
Silica 100 0.42
Silica 50 0.11
Gold 250 29.35
Gold 100 4.70
Gold 50 1.17

Table 6.1: Rate of sedimentation for spherical nanoparticles in water.

experimental conditions for temperatures, pressures etc. need to be met, but also

requirements from the probing technique also need to be considered, and only if

the design can meet the criteria from both can be considered a success. For this

project a hydrothermal cell was developed, primarily for collecting in-situ SAXS

data from heterogeneous solutions. This means that the cells needs to be capable

of creating hydrothermal conditions, but also allow for good data acquisition over a

large q-scale.

The attractive features for the use of hydrothermal synthesis is that material

growth can occur below a material’s melting point, and often at a temperature below

that of a destructive phase transformation (e.g. α-quartz for silicas). As hydrother-

mal systems are sealed the atmosphere can be altered to suit that of the growing

material (e.g. creating an oxidising or reducing environment). Hence, for designing

an hydrothermal cell there are some specific criteria that needs to be met. The good

hydrothermal cell needs to be:

1. Inert to acids, bases and oxidising agents

2. Easy to seal and be leak proof
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3. Capable of reaching the high temperatures and pressures required for hy-

drothermal synthesis

4. Able to withstand hydrothermal conditions for extended periods of time

5. Rugged enough to withstand multiple heating and cooling cycles

The requirements for an in-situ cell from the point of view of scattering exper-

iments are quite different. A good in-situ cell for collecting SAXS data needs:

1. Changeable path-lengths

2. Changeable window materials (also useful for other techniques such as XAS)

3. Large windows for obtaining large q-range

4. The prevention of sample sedimentation

5. Integration into beamline systems (for remote control of temperature etc.)

Changeable path-lengths are important to be able to perform experiments on

different material systems where the probed sample has a greater or lesser X-ray

absorption coefficient. Changeable windows are advantageous as there is a lower

chance of contamination between experiments, whilst the ability to use different

window materials means that the window material can be tailored to different ex-

perimental set-ups.

The criteria for the hydrothermal capabilities of the cell are very much material

based, whilst the data collection criteria are primarily design focused. This, in a

way, partially decouples material choice and design aspects of this project at its

initial stages, however, both need to be considered when it comes to component

fabrication and overall cost. Safety also needs to be considered a each stages of the

design process.

6.4.4 Choice of Materials and Parts

Due to the requirements, discussed above, the choice of materials used for the con-

struction of an autoclave is very important to be able to perform hydrothermal ex-

periments successfully. Material choice is especially important when considering
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where the sample will be held within the cell (an initial design prototype can be

seen in figure 6.3). Overall, the external enclosure need to be made from a strong

material to withstand the high temperatures and pressures produced within the cell,

however, there are very few materials that are strong and also inert to acidic and

basic conditions.

Also for use with sensitive synchrotron techniques the presence of impurities

can not be tolerated, hence, manufacturing the sample chamber from metal and

using similar methods to prevent corrosion of the walls that were utilised with mod-

ified Bridgman high pressure autoclave (mentioned above) are not applicable here.

The use of such methods would also limit the use of the in-situ cell to only a few

specific experiments and, hence, the use of a material with good chemical inertness

is therefore a necessity. The solution to this problem is therefore to use at least

two materials for the cell, one strong material for the external enclosure, and a sec-

ond for containing the sample. Materials such as Polyether ether ketone (PEEK)

and Polytetrafluoroethylene (PTFE) are some of the best choices for being in di-

rect contact with the sample due to their high chemical resistance. PEEK is a high

temperature thermoplastic, that retains its physical properties upto temperatures of

around 240◦C.[110, 111] It absorbs little moisture, has good wear characteristics

and is easily machined. PTFE, on the other hand, is a crystalline polymer with a

melting point of around 250 - 300◦C (depending on purity) and possess many of

the same attributes as PEEK, though it is not as easily machined, or as strong as

PEEK, though it is more elastic. However, the unique characteristics associated

with PTFE make it the idea material for use as liners in modern autoclaves, where

PTFE’s ability to expand with rising temperatures can be exploited in forming an

hermitic seal within modern metal autoclaves.[72] For the design of an in-situ hy-

drothermal cell, where a hermetic seal will not be used, PEEK is generally a better

choice, where ease of machining, good wear characteristics, strength and low levels

of deformation are more valuable.

A wide variety of window materials can be incorporated into the cell’s design

to make the cell suitable for different experimental conditions and for different char-
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Figure 6.3: Orthographic representations of the initial design for the in-situ rotating hy-
drothermal cell that were 3D printed to aid in the design process.

acterisation techniques. The windows need to be between 6 - 25 mm in diameter

and window material should be chosen for specific experiments as window mate-

rials themselves have their own pros and cons that are experimentally dependent.
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For example, mica can be a good window choice for SAXS experiments as they are

strong and scatter little at small angles, however, mica cannot be used for SAXS

experiments where data collection is occurring simultaneously with a 2D WAXS

detectors, due to the presence of high intensity single crystal spots on the detec-

tor potentially damaging the detector. Hence, window material is very experiment

dependent, though some example window materials are: mica, mylar, kapton, sap-

phire, diamond, PTFE, amorphous glass.

As for the external enclosure strong materials are required that have good ther-

mal characteristics, and are easy to machine. The ease of machining characteristic

removes a lot of potential materials such as the use of stainless steel, however, met-

als such as aluminium and brass are still valid options. Both materials have similar

thermal characteristics (depending on compositions) and both are easily machined,

however, aluminium is much cheaper than brass making it the more obvious choice

for the external enclosure.

For heating the sample, the heater needs to be capable of reaching temperatures

in excess of 200◦C. It also needs to be able to incorporated into the design so that

heating of the sample is done as directly as possible. Due to these requirements a

ceramic heater was chosen due to the diversity of shapes readily available on the

market. The Watlow Ultramic 600 advanced ceramic heater was chosen due to its

small form factor (25 x 25 mm square) that has a 5 mm diameter mounting hole

in the centre of the heater, which will be utilised as a path for the X-rays to access

the sample.[110] The heater is capable of reaching 400◦C and has a build in k-type

thermocouple for accurate temperatures reading.

For the prevention of sedimentation the in-situ cell required a motor and bear-

ing for the rotation of the sample enclosure. The motor needs to have accurate,

reproducible positions, variable speeds, be able to rotate both clockwise and anti-

clockwise directions and quickly switch between rotation directions without issue.

Hence, the Quicksilver motor QCI-A23K3 was chosen for its broad range of con-

trollable parameters, its simple set up and detailed software package making in-

depth motor control relatively simple.[112]
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The bearing used for smooth rotation of the sample, in general, needs to be

able to withstand some high temperatures, be of a standardised size that is readily

available and relatively inexpensive. For the bearing the standard 6305 form factor

was chosen due to its 25 mm and 62 mm internal and external diameters that could

be easily incorporated into the design. The 6305 form factor also has a wide range

or bearings available that are self lubricating, can withstand high temperatures and

remain stable at high temperatures to prevent off axis rotation that could effect data

collections.[113]

6.4.5 Description of Final Design

The cell is designed for the primary purpose of preventing the sedimentation of

particles within heterogeneous systems. The cell is a versatile hydrothermal reactor

with large, interchangeable windows that allow the passage of X-rays through the

sample. For sample loading (figure 6.4), a PEEK ring of desirable pathlength is

chosen and fitted with a window made from a suitable material, tailored for the

experiments being performed. A 2 mm silicon rubber seal (24mm O.D, 18mm I.D)

is then placed on the window and attached to the aluminium heater mounting using

six M3 x 5mm countersunk internal hex screws. This unit is then placed on a flat

working surface, PEEK sample ring facing up, so that the sample can be added

(2mm path length with 10 mm diameter opening holds c.a. 120-140µl, 1mm path

length c.a. 60-70µl). Next a second window is carefully placed over the sample,

making sure no liquid is pushed between the PEEK ring and the windows itself.

Next a silicon rubber ring is placed on top of the window and then the aluminium

front plate (tapered side facing up) is then mounted using six M4 x 8mm internal

hex screws. The screws should be screwed in and tightened in a way to provide even

pressure across the surface of the aluminium front plate. Skived PTFE tape can also

be used on the sample ring to help create an internal seal between the PEEK sample

ring and the windows. The sample ring opening is larger than that of the opening

on the front plate, but smaller than the windows being used, so that a larger sample

volume can be accommodated/probed.

The cell can accommodate a range of window diameters (6 - 25 mm) and ma-
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Figure 6.4: Diagram of the in-situ rotating hydrothermal cells sample environment enclo-
sure.

terials depending on sample ring used, to make finding suitable windows easier (not

restricted to a single specific window diameter), and means that the sample environ-

ment can be tailored to that of the experiment. Also, with the use of larger windows

more sample can also be accommodated, through widening of the sample chamber

within the sample ring. Once sealed, the sample chamber can then be taken from

the lab to the beamline, where the heater can be mounted into the grooves found

at the rear of the sample chamber (in the heater mount, see figure 6.4), and then

the sample chamber can be mounted on to the cell stand using three M6 screws.

The heater is a 120 V, 800W Watlow Ultramic 600 advanced ceramic heater with a

maximum temperature of 400◦C, that uses a k-type thermocouple for temperature

monitoring.[114] The eurotherm and power supply used for this heater have been

integrated into Diamond’s I22 beamline so that it can be run remotely. A piece of

Superwool™ (a good thermal insulator, 0.06 W/mk at 200◦C) can also be placed

between the sample holder and the stand to prevent heat transfer from the heater

to the stand, and the bearing that it houses. Full rotation of the cell is possible for

room temperature experiments, however when the heater is needed for experiments

a maximum rotation of 340◦, which can be performed in a back-and-forth motion.

Full rotation is not possible due to the wires providing power to the heater and the

thermocouple. Due to these wires a hard stop has also been incorporated into the
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final design of the cell for safety reasons.

The cell stand houses a bearing to assist in the smooth rotation of the cell. The

cell utilises standard sized bearings (6305) so that they can be easily obtained and

changed depending on needed use. For most use cases that cell can be equipped with

a SKF Deep groove ball bearing model 6305-2Z/C3 that has maximum working

temperature of 120◦C.[113] This will be suitable for all hydrothermal uses of the

cell as the temperature of the bearing is much lower than that in the sample chamber

of the cell. However, for use at higher temperatures, where the use of PEEK sample

rings are not possible the use of a graphite based, self lubricating bearing, such as

the SKF Deep groove ball bearing, model 6305-2Z/VA228 can be used up to the

maximum temperature of the cell’s heater (400◦C). The cell stand is also equipped

with a stepper motor (Quicksilver motor QCI-A23K3), and a timing belt for the

rotation of the cell.[112] The motor has a USB interface so that it can be controlled

remotely from a PC.

The stand is made up of four main parts. The vertical stand, which houses the

bearing using a push fit and grub screws to hold it in place. Inside the bearings

internal opening is the sample mount, which is essentially a hollow cylinder of

aluminium. It is hollow to allow the beam to pass through the centre of rotation of

the cell. At one end of this cylinder there is a mount for the sample chamber to be

attached to. At the bottom of the cell there is a mounting for the motor. The motor

is connected to the sample mount hollow cylinder using a timing belt, which can be

tensioned depending upon the mounting position of the motor. The motor mounting

plate is also equipped with mounting holes so that the cell can be mounted securely

on a beamline. The holes are spaced to fit a standard M6 breadboard. Orthographic

representation of the final design can be seen in figure 6.5.

6.4.6 Thermal Properties

Between the sample and the heater is 1 mm of aluminium. This thin piece of alu-

minium is strong enough to withstand the strain it is placed under from sealing the

cell and allows for good thermal conductivity from the heater to the sample. The

cell is heated using a 800W Watlow Ultramic 600 advanced ceramic heater with
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Figure 6.5: Orthographic representations of the in-situ rotating hydrothermal cell including
all machined parts.

a built in thermocouple. Temperature control is performed by a Eurotherm PID

controller that capable of reading the K-type thermocouple built into the ceramic
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Figure 6.6: The final design for the in-situ rotating hydrothermal cell.

heater. When the heater is powered, heat is transferred to the sample, however, as

the thermocouple is built into the heater, we do not know accurately the sample

temperature and there is a temperature offset between the heater and the sample.

The temperature of the sample will be lower as the heat has to transfer through the

1 mm of aluminium of the heater mount and some heat is transfer from the heater to

the cell stand. This unwanted heat transfer to the stand can, however, be negated by

placing a 2 mm piece of Superwool™, which is a good thermal insulator (thermal

conductivity of 0.06 W/mk at 200◦C), between the heater mount and cell mount. It

is possible to account for the temperature offset by measuring the sample temper-

ature independently of the heater. This was done by drilling a hole into the top of

the sample ring for placing a second thermocouple directly into the sample to probe

the temperature offset. Temperature offset tests were performed using silicone oil

in the sample chamber, which was subjected to a series of heating tests where the

stage temperature was set and the sample temperature was left to equilibrate. These

tests revealed how the ceramic heater heats up almost instantaneously to the set tem-
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perature and that the temperature of the cell reaches equilibrium within a 5 minute

period (figure 6.7). From these test, the temperature offset from the set temperature

and the sample temperature were calculated and it was found that there is a linear

relation between the sample temperature and set point that can be expressed as:

Tcell = 0.73Tstage +6.21 (6.4)

This expression if for the cell where a 2 mm pathlength is used. This expression

also changes when it is equipped with a 2 mm piece of Superwool™ between the

heater mount and the stand this relation changes to:

Tcell = 0.79Tstage +6.46 (6.5)

The relationship is also linear but a steeper gradient is observed, indicating its

better performance (up to an 8.23% increase in temperature). This change, between

using the Superwool™ and not, represents a 13.5◦C temperature increase on aver-

age for set point temperatures between 200 - 230◦C and 9.5◦C average increase for

set point temperatures between 100 - 200◦C.

6.5 Experimental
SAXS experiments were performed at Diamond Light Source, UK on beamline

I22. A sample to camera distance of 9.233m was utilised at an energy of 12.4KeV

to give an accessible q-range of 0.0018 - 0.18Å−1. The rotating cell was equipped

with a PEEK sample ring with 1 mm pathlength. The cell was loaded with a 70µl

aliquot of a 3 M aqueous solution of 250nm amorphous silica spheres was loaded

into the in-situ cell’s sample chamber. The loaded sample chamber was then subse-

quently fixed to the cell stand and placed on the beamline. Rotation of the cell was

controlled through the QuickControl software provided by QuickSilver Controls,

Inc. Through the use of this software the amount of rotation could be controlled

239



Figure 6.7: Equilibriun sample temperature as a function of the set temperature of the heat-
ing stage.

alongside the speed of rotation. Prior to each individual experiment the sample

was vigorously agitated. The collected SAXS data was then background processed

using DAWN.

6.6 Results and Discussions

6.6.1 No Rotation

Figure 6.8 shows the processed SAXS data obtained from a 3 M solution of 250

nm SiO2 spheres in water. The sample was not subjected to any mechanical agi-

tations during data collection and it can been seen that in the space of the first 10

seconds that the scattering data changes quite radically. The change can be seem

most prominently in the first maxima observed between 0.003 - 0.004Å−1. Fig-

ure 6.9 shows how this effect continues over the first 5 minutes of data collection.

These changes in intensity of the data and the shape of the maxima can be mistaken
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Figure 6.8: SAXS data collected on a solution of 250 nm SiO2 spheres dispersed in water,
showing how the data is effected by sedimentation of particles over the course
of 1 minute.

for mechanistic changes occurring during in-situ experiments, though the drop in

intensity is actually caused by the presence of less sample (SiO2 in this case) in

the beam. This also causes the change in shape of the maxima in the data, as with

a higher concentration of particles present within the beam, more secondary scat-

tering incidents occur leading to a larger presence of structure factor being present

within the data.

As SAXS is an averaging technique, and the data collected is said to be repre-

sentative of the sample as a whole, however, for many experiments this may not be

true, especially for heterogeneous systems where the sedimentation of particles is

a problem. This is because the whole sample volume is not being probed and only

an averaged scattering pattern of the particles in the beam is actually obtained. This

can lead to problems with reproducibility, as the data collected may not be repre-

sentative of the whole sample. The early effects of sedimentation on the data are
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the most drastic, however these can be most easily missed. The sample in this ex-

periment was vigorously mixed prior to data collection, however with set up times

between experiments on beamlines, times for safety searches to be completed and

additional time for data collection to actually begin the initial changes in the sam-

ple could be missed completely, again bringing up reliability problems for many

experiments.

This is a problem that effects the data more and more over time, meaning the

final stages of a reaction are the easiest to miss, and experiments maybe thought

of as failures due to changes in sample concentrations resulting in loss of signal,

meaning that sample is no longer being a problem. This also raises many other

questions, such as, when collecting data on the growth of particles over time, are

the larger particles being probed or is the growth of these particles being missed

completely due to sedimentation?

Figure 6.9: SAXS data collected on a solution of 250 nm SiO2 spheres dispersed in water,
showing how the data is effected by sedimentation of particles over the course
of 5 minute.
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This changes in data showing in figure 6.9 occur due to the sedimentation of the

SiO2 particles in water. To visualise the sedimentation we can use the transmission

data from the experiment, alongside the Beer-Lambert equation to work out how

much SiO2 is in the beam at any set time throughout the experiment. The Beer-

Lambert equation can be written as:

T = e−2µR (6.6)

Where T is the transmittance of the sample, µ is the sample’s X-ray absorption,

and R is the sample radius. As we are essentially interested in finding the sample

thickness we can rearrange the equation to obtain the sample diameter which will

give a rough idea of the actual sample thickness:

ln(T )
−2µ

= R (6.7)

ln(T )
−µ

= D (6.8)

Utilising the above equation we can have a good idea of how much SiO2 is in

the beam at any point during the experiments. Figure 6.10 shows the transmission

values collected over a 5 minute period of time, on a 3 M solution of 250 nm SiO2

sphers in water at room temperature. The sample was held within the rotating cell,

however, for this experiment the sample was not rotated so that it was possible to

see the effects of sedimentation has upon the sample. Figure 6.10 also shows the

amount of SiO2 in the beam, calculated using the Beer-Lamber equation.

From this data we can see that the transmission increase over time, meaning

that the amount of sample in the beam is decreasing. It is possible to see that at the

start of the experiment there is 348 µm in the beam, and this initially drops quite
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Figure 6.10: Orthographic representations of the in-situ rotating hydrothermal cell includ-
ing all machined parts.

rapidly over the first 60 seconds before slowing. After five minutes there is only

321 µm in the beam, equivalent to almost an 8% loss of SiO2 in the beam over a 5

minute period. As mentioned in section 6.1, at elevated temperatures the problem of

sedimentation increases greatly. For example, at 80◦C sedimentation rates are over

x2.8 faster, meaning for in-situ experiments where heating is involved, the problems

associated with sample sedimentation will be increased greatly.

6.6.2 Sample Rotation

Figure 6.11 shows how rotation speed effects the rate of sedimentation over the

course of a 30 minute experiment, when the cell is rotated 180◦ in a back and forth

motion. It can be seen that when the rotation speed is relatively fast (total rotation

time = 150 ms), the fraction of sample in the beam is much lower than observed

when there is no rotation. This low fraction of silica in the beam can be explained

as not being due to sedimentation, but due to centrifugal forces acting upon the
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Figure 6.11: The sedimentation of SiO2 when rotated in a back-and-forth motion over 180◦

rotation, performed at six different rotation speeds (low total rotation time =
greater rotation speed). Each point corresponds to the fraction of SiO2 left in
the beam after 30 minutes of rotation, and the fraction of SiO2 left in the beam
when the sample is subjected to no rotation is marked by a dashed black line.

sample effectively pushing the SiO2 to the edges of cell and out of the beam. This

high speed rotation results in nearly a 20% loss of sample in the beam can after 30

minutes of rotation.

However, as the speed of rotation is decreased from 100 to 250 ms it can be

seen that nearly 15% more sample is observed in the beam (from 82.4% at 100 ms to

97.1% at 250 ms), this is also an 8% increase in SiO2 observed than with no rotation.

The trend of slowing rotation speed and observing increasing amounts of sample in

the beam stays true up to a rotation speed to 1000 ms where > 99% of the sample

remains in the beam over a 30 minute period. However, upon decreasing the speed

further it can be seen that less sample remains in the beam over this period of time.

This indicates that the speed of rotation is insufficient, at rotations speeds slower

then 1000 ms, for adequately agitation of the sample, meaning that there is some
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sedimentation observed, however, the slow speeds can be still be more effective

than allowing the sample to be stagnant.

Figure 6.12: Comparison of the rotation speed and the degree of rotation and its effective-
ness at preventing sedimentation on a 3 M solution of SiO2 in water at 25◦C.

The effects on the degree of rotation was also probed using the rotating cell.

Figure 6.12 shows how different degrees of rotation, with the same rotation speeds,

effects particle sedimentation after 30 minutes. As we saw in figure 6.11 we can see

with 180◦ back-and-forth rotation having a rotation of c.a. 1000 ms per rotation is

best. Though, when comparing the speeds used for 360◦ of rotation, slower rotation

speed are more effective.

A trend can bee seen where effective speeds for preventing sedimentation, i.e.

speeds where centrifugal forces are not prominent, and speeds that are not too

slow to be effective. As the rotation speed is increased, a less degree of rotation

is required to prevent sedimentation effectively, and similarly with lower rotation

speeds, a larger degree of rotation is required. Figure 6.12 also shows how with all

four tested degrees of rotation, it was possible to keep > 99% of the sample in the
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beam. Optimum rotation parameters for preventing the sedimentation 250 nm SiO2

spheres in water, is to rotate the sample by 360◦ at 5000 ms rotation1, or 270◦ at

2500 ms rotation1 or 240◦ at 1000 ms rotation1.

6.7 Summary
By rotating samples during data collection the sedimentation of particles can be

successfully avoided. By carefully choosing the parameters for rotation the sedi-

mentation of particles can be negated during in-situ SAXS experiments. The new

cell’s simplistic design for ease of fabrication and use of off the shelf parts means

replacement parts are either inexpensive to manufacture and or widely available. It

is also good to note that due to the cells versatile design it can also be utilised on

many beamlines using a multitude of different synchrotron or neutron techniques

to obtain data on heterogeneous systems without having to deal with issues aris-

ing from the sedimentation or particles over time. For example, for use in XAS

experiments, where the sedimentation of the sample in the beam can cause drastic

changes in data quality. The cell would also be useful for use with the collection of

lab based scattering measurements due to the techniques slow data collection. Even

though measurement times at a synchrotron can be very short this does not take into

account the time taken to lock-up the hutch, perform safety searches, and to align

samples, which are all time consuming tasks that come part in parcel with collecting

data at a synchrotron. These few minutes are long enough for sedimentation to have

an effect on the sample and in-turn effect the data collected. A further advantage of

rotating samples for scattering experiments comes from the fact that the measured

scattering is averaged over the texture of the sample, an effect that is utilised a great

deal in powder diffraction.
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Chapter 7

General Conclusions and Future Work

In this thesis advance X-ray scattering techniques have been utilised to explore the

formation of zeolites and MOFs. The formation of conventional Silicalite-1 was

probed using three different silica precursors under the same conditions to reveal the

presence to two distinctive mechanism for the growth of crystalline Silicalite-1. To

expand this study in the future synthesis parameters should be varied, in an attempt

to promote growth of Silicalite-1 through a single formation mechanism. This could

be attempted initially through preforming syntheses with different precursor ratios

or under different synthesis conditions.

The formation of Silicalite-1 was also probed using a novel silica precursor to

synthesize hierarchical structures. Through this study the formation mechanism for

the incorporation of macropores was explored and the novel material was charac-

terised using a multitude of different techniques. It was found that multiple forma-

tion mechanism are present within the system and again future work should focus

on tailoring synthesis condition to favour the formation of hierarchical structures.

Work should also be put into tailoring pore size through careful selection of pre-

cursors, and into expanding this method of creating macropores into catalytically

active zeolite structures (see appendix B.1.3).

The formation of ZIF-8 was also explored using X-ray scattering techniques. It

was observed that these MOFs form via prenucleation clusters, something that does

not follow the classical nucleation theory that has been proposed for the formation

of some MOF systems. This would could be expanded upon through further explo-

ration of temperature conditions, with smaller jumps in temperature measured. The
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study could also be expanded to investigating synthesis ratios, the use of different

solvents and modulators, and could be expanded to more MOFs starting with other

cubic systems such as HKUST-1 and ZIF-67.

Finally, the design and commissioning of a new in-situ hydrothermal cell was

presented. This new cell has the ability to prevent the sedimentation of particles

suspended within a solution through rotation. The cell is designed primarily for

the collection of X-ray scattering data, however the design is adaptable and with

the incorporation of a large sample chamber and larger windows it can be utilised

at numerous beamlines with a variety of characterisation techniques. The cell is

capable of producing hydrothermal conditions and is equipped with appropriate

safety features to allow for its safe use.
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Appendix A

Nucleation and Growth of Zeolites

A.1 Formation of Silicalite-1 from TEOS

A.1.1 In-situ SAXS Data (high-q)

Figure A.1: In-situ SAXS data of the formation of Silicalite-1 from TEOS at 150◦C.
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A.1.2 SAXS Fits

Figure A.2: Fits of the in-situ SAXS data collected on the formation of Silicalite-1 from
TEOS at 150◦C. Scans taken after 480, 720, 960 and 1200 seconds, top to
bottom respectively
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Figure A.3: Fits of the in-situ SAXS data collected on the formation of Silicalite-1 from
TEOS at 150◦C. Scans taken after 1440, 1680, 1920 and 2160 seconds, top to
bottom respectively
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Figure A.4: Fits of the in-situ SAXS data collected on the formation of Silicalite-1 from
TEOS at 150◦C. Scans taken after 2400, 2640, 2880 and 3120 seconds, top to
bottom respectively
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Figure A.5: Fits of the in-situ SAXS data collected on the formation of Silicalite-1 from
TEOS at 150◦C. Scans taken after 3360, 3600, 3840 and 4080 seconds, top to
bottom respectively
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Figure A.6: Fits of the in-situ SAXS data collected on the formation of Silicalite-1 from
TEOS at 150◦C. Scans taken after 4320, 4560, 4800 and 5040 seconds, top to
bottom respectively
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A.2 Formation of Silicalite-1 from Ludox AS-40

A.2.1 In-situ SAXS Data (high-q)

Figure A.7: In-situ SAXS data of the formation of Silicalite-1 from TEOS at 150◦C.
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A.2.2 SAXS Fits

Figure A.8: Fits of the in-situ SAXS data collected on the formation of Silicalite-1 from
Ludox at 150◦C. Scans taken after 1, 400, 800 and 1200 seconds, top to bottom
respectively
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Figure A.9: Fits of the in-situ SAXS data collected on the formation of Silicalite-1 from
Ludox at 150◦C. Scans taken after 1600, 2000, 2400, and 2800 seconds, top to
bottom respectively
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Figure A.10: Fits of the in-situ SAXS data collected on the formation of Silicalite-1 from
Ludox at 150◦C. Scans taken after 3200, 3600, 4000, and 4400 seconds, top
to bottom respectively
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Figure A.11: Fits of the in-situ SAXS data collected on the formation of Silicalite-1 from
Ludox at 150◦C. Scans taken after 4800, 5200, 5600, and 6000 seconds, top
to bottom respectively
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A.3 Formation of Silicalite-1 from Fumed Silica

A.3.1 SAXS Fits

Figure A.12: Fits of the in-situ SAXS data collected on the formation of Silicalite-1 from
fumed silica at 150◦C. Scans taken after 1, 240, 480 and 720 seconds, top to
bottom respectively
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Figure A.13: Fits of the in-situ SAXS data collected on the formation of Silicalite-1 from
fumed silica at 150◦C. Scans taken after 960, 1200, 1440 and 1680 seconds,
top to bottom respectively
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Figure A.14: Fits of the in-situ SAXS data collected on the formation of Silicalite-1 from
fumed silica at 150◦C. Scans taken after 1920, 2160, 2400 and 2640 seconds,
top to bottom respectively
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Figure A.15: Fits of the in-situ SAXS data collected on the formation of Silicalite-1 from
fumed silica at 150◦C. Scans taken after 2880, 3120, 3300 and 3360 seconds,
top to bottom respectively
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Synthesis of Hierarchical Zeolites

B.1 Formation of Macroporous Silicalite-1

B.1.1 In-situ SAXS Data (high-q) Fits

Figure B.1: Fits of the in-situ SAXS data collected on the formation of macroporous
Silicalite-1 from 500 nm silica nanospheres at 160◦C. Scans taken after 0, 800,
1200 and 2000 seconds, top to bottom respectively
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Figure B.2: Fits of the in-situ SAXS data collected on the formation of macroporous
Silicalite-1 from 500 nm silica nanospheres at 160◦C. Scans taken after 2400,
3200, 4400 and 5200 seconds, top to bottom respectively
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Figure B.3: Fits of the in-situ SAXS data collected on the formation of macroporous
Silicalite-1 from 500 nm silica nanospheres at 160◦C. Scans taken after 6000,
6800, 7600 and 8400 seconds, top to bottom respectively
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Figure B.4: Fits of the in-situ SAXS data collected on the formation of macroporous
Silicalite-1 from 500 nm silica nanospheres at 160◦C. Scans taken after 8800,
9600, 10000 and 10400 seconds, top to bottom respectively
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B.1.2 In-situ SAXS Data (low-q) Fits

Figure B.5: Fits of the in-situ SAXS data collected on the formation of macroporous
Silicalite-1 from 500 nm silica nanospheres at 160◦C. Scans taken after 0,
1000, 3200 and 4000 seconds, top to bottom respectively
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Figure B.6: Fits of the in-situ SAXS data collected on the formation of macroporous
Silicalite-1 from 500 nm silica nanospheres at 160◦C. Scans taken after 4800,
5600, 6400 and 7200 seconds, top to bottom respectively
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Figure B.7: Fits of the in-situ SAXS data collected on the formation of macroporous
Silicalite-1 from 500 nm silica nanospheres at 160◦C. Scans taken after 8000,
8400, 8800 and 9600 seconds, top to bottom respectively
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Figure B.8: Fits of the in-situ SAXS data collected on the formation of macroporous
Silicalite-1 from 500 nm silica nanospheres at 160◦C. Scans taken after 10000,
10400, 10800 and 11200 seconds, top to bottom respectively
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B.1.3 Aluminium Incorporation into Hierarchical Zeolites

Figure B.9: PXRD patterns of hierarchical ZSM-5 (AZF-01) and hierarchical Silicalite-1
samples formed from 500 nm silica nanospheres, and conventional Silicalite-1
at 160◦C.

Figure B.10: SEM images of ZSM-5 samples formed from 500 nm silica nanospheres.

Figure B.11: SEM images of ZSM-5 samples formed from 500 nm silica nanospheres.
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Figure B.12: 27Al MAS-NMR spectrum of impregnated 500 nm silica spheres (Al-SNS),
and hierarchical ZSM-5 (AZF01). Peak observed at 55.1 ppm for AZF01
sample is associated with tetrahedrally coordinated aluminum species within
the zeolites frameworks, whilst signals observed at c.a. 30 and c.a. 0 ppm are
associated with 5- and 6-coordinate aluminium species respectively.
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Figure B.13: N2 adsorption-desorption isotherms of hierarchical ZSM-5 sample (AZF-01).
Sample was found to have a surface area 282.043 m2/g, and isotherm ob-
served is similar to that seen for macroporous silicalite-1 samples.
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Nucleation and Growth of Metal
291



Organic Frameworks

C.1 Formation of ZIF-8

C.1.1 Formation of ZIF-8 at 14◦C

Figure C.1: Fits of the in-situ SAXS data collected on the formation of ZIF-8 at 14◦C.
Scans taken after 120, 132, 144 and 156 seconds, top to bottom respectively
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Figure C.2: Fits of the in-situ SAXS data collected on the formation of ZIF-8 at 14◦C.
Scans taken after 168, 180, 192 and 220 seconds, top to bottom respectively
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Figure C.3: Fits of the in-situ SAXS data collected on the formation of ZIF-8 at 14◦C.
Scans taken after 280, 340, 400 and 466 seconds, top to bottom respectively
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Figure C.4: Fits of the in-situ SAXS data collected on the formation of ZIF-8 at 14◦C.
Scans taken after 520, 580, 680 and 800 seconds, top to bottom respectively
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Figure C.5: Fits of the in-situ SAXS data collected on the formation of ZIF-8 at 14◦C.
Scans taken after 920, 1040, 1320 and 1440 seconds, top to bottom respectively
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Figure C.6: Fits of the in-situ SAXS data collected on the formation of ZIF-8 at 14◦C.
Scans taken after 1560, 1680 and 1800 seconds, top to bottom respectively
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C.1.2 Formation of ZIF-8 at 22◦C

Figure C.7: Fits of the in-situ SAXS data collected on the formation of ZIF-8 at 22◦C.
Scans taken after 32, 40, 48 and 60 seconds, top to bottom respectively
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Figure C.8: Fits of the in-situ SAXS data collected on the formation of ZIF-8 at 22◦C.
Scans taken after 70, 80, 100 and 120 seconds, top to bottom respectively
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Figure C.9: Fits of the in-situ SAXS data collected on the formation of ZIF-8 at 22◦C.
Scans taken after 140, 160, 180 and 200 seconds, top to bottom respectively
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Figure C.10: Fits of the in-situ SAXS data collected on the formation of ZIF-8 at 22◦C.
Scans taken after 300, 400, 500 and 600 seconds, top to bottom respectively
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Figure C.11: Fits of the in-situ SAXS data collected on the formation of ZIF-8 at 22◦C.
Scans taken after 800, 1000, 1400 and 1800 seconds, top to bottom respec-
tively
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C.1.3 Formation of ZIF-8 at 44◦C

Figure C.12: Fits of the in-situ SAXS data collected on the formation of ZIF-8 at 44◦C.
Scans taken after 8, 20, 30 and 40 seconds, top to bottom respectively
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Figure C.13: Fits of the in-situ SAXS data collected on the formation of ZIF-8 at 44◦C.
Scans taken after 50, 60, 70 and 80 seconds, top to bottom respectively
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Figure C.14: Fits of the in-situ SAXS data collected on the formation of ZIF-8 at 44◦C.
Scans taken after 100, 140, 200 and 300 seconds, top to bottom respectively
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Figure C.15: Fits of the in-situ SAXS data collected on the formation of ZIF-8 at 44◦C.
Scans taken after 400, 800, 1200 and 1800 seconds, top to bottom respectively
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C.1.4 Formation of ZIF-8 at 55◦C

Figure C.16: Fits of the in-situ SAXS data collected on the formation of ZIF-8 at 55◦C.
Scans taken after 6, 18, 32 and 46 seconds, top to bottom respectively
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Figure C.17: Fits of the in-situ SAXS data collected on the formation of ZIF-8 at 55◦C.
Scans taken after 60, 80, 100 and 140 seconds, top to bottom respectively
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Figure C.18: Fits of the in-situ SAXS data collected on the formation of ZIF-8 at 55◦C.
Scans taken after 300, 400, 600 and 800 seconds, top to bottom respectively
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Figure C.19: Fits of the in-situ SAXS data collected on the formation of ZIF-8 at 55◦C.
Scans taken after 1000, 1300, 1500 and 1800 seconds, top to bottom respec-
tively
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