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Robust Synchronization of Master-Slave Chaotic
Systems Using Approximate Model: An

Experimental Study
Hafiz Ahmed∗, Ivan Salgado†, Héctor Ríos‡

February 15, 2018

Abstract
Robust synchronization of master slave chaotic systems are considered

in this work. First an approximate model of the error system is obtained
using the ultra-local model concept. Then a Continuous Singular Ter-
minal Sliding-Mode (CSTSM) Controller is designed for the purpose of
synchronization. The proposed approach is output feedback-based and
uses fixed-time higher order sliding-mode (HOSM) differentiator for state
estimation. Numerical simulation and experimental results are given to
show the effectiveness of the proposed technique.

Index terms— Robust Synchronization, Chaotic Systems, Sliding-Mode, Master-
Slave Synchronization, Model-Free Control

1 Introduction
Over the last decades, the synchronization of chaotic systems has attracted a lot
of attention of researchers from multidisciplinary research communities [1, 2].
Synchronization of chaotic systems has several potential applications. It can be
used for secure communication [3, 4], electronic locking device [5], chemical and
biological systems [6], neural network [7], signal processing [8] etc.

In the context of chaotic system synchronization, one important problem
is the synchronization of master-slave systems. A collection of master-slave
chaotic systems can be consulted from [9]. In this problem, the slave system
needs to follow the trajectory of the master system. This problem has been
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studied very widely in the literature and as such various results are available.
Various control approaches have been applied or can be applied for master-
slave synchronization of chaotic systems, for example, linear output-feedback
[10], linear state-feedback [11], state feedback linearization [12], sliding-mode
[13], adaptive sliding-mode [14], proportional-derivative controller [15], nonlin-
ear H∞ controller [16], active disturbance rejection control [17] etc. Most of
these controllers provide relatively good performances.

However, in order to design the previously mentioned robust controllers,
good knowledge of the system dynamics are required. Obtaining good models
are often not so easy due to various practical considerations like uncertainties,
and external disturbances. To overcome the limitation of model based control,
an alternative solution can be to use approximate model based control [18,
19].The main idea here is to approximate the system dynamics by a local model
described by an appropriate input-output relationship.

Based on the previously mentioned works, this article proposes an approxi-
mate model based sliding-mode control strategy to achieve robust synchroniza-
tion of master-slave chaotic systems. The novelty of this paper is to combine
approximate-model and sliding-mode control techniques in order to control un-
certain nonlinear systems like chaotic oscillators. Moreover, experimental veri-
fication is provided as well.

Main contributions: Firstly, unlike the existing model based approaches
available in the literature e.g.,[15], an approximate-model based master-slave
synchronization is proposed here. This is a big advantage over the existing re-
sults. Secondly, the dimension of the observer being used for synchronization
is lower than the disturbance estimation based control schemes [20]. Finally,
experimental validation is another contribution of this work.

In this work, the synchronization error system is approximated by a ultra-
local model. Using this approximate model, a sliding-mode controller is designed
so that the slave systems can track the master system. The proposed controller is
output-feedback based and uses fixed-time Higher Order Sliding-Mode (HOSM)
differentiator (see , [21] for an introduction of HOSM differentiator and [22, 23,
24, 25] for various applications) to estimate the states and perturbations. The
proposed controller produces less chattering than the conventional sliding-mode
controller. Moreover it does not require the estimate of the disturbance like
[20, 17].

The rest of the article is organized as follows: Problem statement is given
in Section 2, details of the proposed control strategy can be found in Section 3.
Simulation results are given in Section 4 while experimental study can be found
in Section 5 . Finally Section 6 concludes this article.
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2 Problem statement
Consider the following master system

ΣM :
{
ẋM = fM (xM )
yM = hM (xM )

(1)

where xM =
[
x1M x2M . . . xnM

]T ∈ Rn is the state vector and yM ∈ R is
the output of the master system. fM and hM are smooth vector fields. Consider
a slave system described by

ΣS :
{
ẋS = fS (xS) + gS (xS)u
yS = hS (xS)

(2)

where xS =
[
x1S x2S . . . xnS

]T ∈ Rn is the state vector, u ∈ R (u :
R+ → R is locally essentially bounded and measurable signal) is the control
and yS ∈ R is the output of the slave system. fS , gS and hS are smooth
vector fields. Now, the synchronization problem considered can be established
as follows.

The master-slave synchronization objective: Given two chaotic system of
same order, find a control to force the states of the slave system (2) to be
synchronized with the states of the master system (1). In order to attain this
objective, let us define the synchronization error, ε := xM − xS . Then, master-
slave synchronization is defined as follows:

Definition 1. A slave system (2) exhibits master-slave synchronization with
the master system (1), if

lim
t→∞

ε = 0 (3)

for all t ≥ 0 and any initial condition ε(t0) = xM (t0)− xS(t0).

3 Approximate Model Based Sliding-Mode Con-
trol

This section provides the detail of the proposed controller which will be used
later for the purpose of master-slave synchronization. Consider a general nonlin-
ear Single-input Single-Output (SISO) chaotic system represented in the general
form as [26]

f
(
y, ẏ, . . . , y(a), u, u̇, . . . , u(b), d

)
= 0, (4)

where y ∈ R is the measurable output, u ∈ R is the input signal and d ∈ R is a
bounded disturbance.
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Property 1. The system (4) is BIBS (bounded input bounded state), and the
derivative of its input is bounded.

Property 1 is not restrictive as it can be fulfilled by chaotic systems. It is
not possible to have chaotic behavior without boundedness of the trajectory.
However, it is to be noted here that for general nonlinear systems, Property 1
can be restrictive.

Roughly speaking, the main idea of approximate model based control is to
replace complex “unknown” mathematical model by a simple ultra-local model
which is only valid during a very short time interval. In this direction, model
(4) can be approximated by the following ultra-local model

y(ν) = F + αu, (5)

where ν is the derivative of order ν ≥ 1 of y, F is the compensation term,
which carries the unknown and/or nonlinear dynamics of the system as well as
the time-varying external disturbances and α ∈ R is a “nonphysical” constant
parameter for scaling. The compensation term F can be estimated by the
measurements of the system input and output.

Assumption 2. The disturbance signal F : R+ → R is continuously differ-
entiable for almost all t ≥ 0, and there is a constant 0 < κ+ < ∞ such that
ess supt≥0|Ḟ (t) | ≤ κ+.

The existing literature on the application of model-free control depends on
the estimation of F (e.g., [18, 19]). In this work we will not consider this
direction. In our case, F will be considered as a disturbance and the objective
is to design a robust controller in the presence of F using differentiator based
approach. In this paper, uniform finite-time convergent differentiator proposed
by Cruz-Zavala et al. [27] will be used for the purpose of state estimation. This
will be detailed later on in this Section. To design the tracking controller, the
tracking errors can be defined as e1 = y − yd and ė1 = e2 = ẏ − ẏd. Then the
tracking error dynamics can be written as

ė1 = e2, (6a)
ė2 = F + αu− ÿd. (6b)

The tracking problem for system (5) is essentially the stabilization of the
error dynamical system (6). To stabilize the system (6), it is necessary to design
a controller u under the presence of external perturbations and/or parametric
uncertainties which are included in the unknown function F . For this purpose,
inspired by the ideas given in [28, 29], the following CSTSM controller is used
in this work:

σL (e1, e2) = e1 + α

L0.5 de2c
2
3 , (7a)

u = ÿd − k1L
2
3 dσLc

1
3 + z, (7b)

ż = −k2LdσLc0, (7c)
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where σL (e1, e2) is a continuously differentiable function of the state, ÿd is
the second derivative of the reference trajectory to be tracked, z is a dummy
variable which extends the dynamics of the system so that the control signal
become continuous, k1, k2 and L are design parameters of the proposed control
law and α > 0 is a constant. Controller (7) requires all components of the
state vector, which limits its implementation. However, in order to overcome
this difficulty, observers/differentiators are proposed for solving the mentioned
problem about state estimation.

3.1 Fixed-time differentiator for state estimation
According to Property 1, the system (4) is BIBS. Model (5) is a local approx-
imation of model (4). So, similar assumptions are also applicable in this case.
Lets consider that the upper bound for F is f+, i.e. |dFdt | ≤ f+. To estimate
the states of Model (5), the following HOSM differentiator can be applied based
on [27]:

ζ̇1 = −η1

(
dζ1 − yc

1
2 + γdζ1 − yc

3
2

)
+ ζ2, (8a)

ζ̇2 = −η2

(1
2dζ1 − yc0 + 2γ (ζ1 − y) + 3

2γ
2dζ1 − yc2

)
, (8b)

where ζ =
[
ζ1 ζ2

]T is the estimate of Y =
[
y ẏ

]T , η1, η2 are tuning
parameters and γ ≥ 0 is a scaler. When γ = 0, the standard robust exact dif-
ferentiator proposed in [30] is recovered. The system (8) is discontinuous. As a
result the solutions of the system (5) equipped by the differentiator (8) cannot
be understood by the classical theory of differential equations, which assumes
Lipschitz continuity to guarantee the existence of unique solutions. The solution
has to be understood in the sense of Filippov [31]. The solution concept pro-
posed by Filippov for differential equation with discontinuous right hand sides
constructs a solution as the “average” of the solutions obtained from approach-
ing the point of discontinuity from different directions. Then the following result
can be provided:

Theorem 3. [27] Let model (5) be BIBS. If the tuning parameters η1 and η2
are chosen from the following set η,

η =
{

(η1, η2) ∈ R2|0 < η1 < 2
√
f+, η2 >

η2
1
4 + 4 (f+)2

η2
1

}
∪
{

(η1, η2) ∈ R2|η1 > 2
√
f+, η2 > 2f+

}
,

then the differentiator (8) is fixed-time convergent and the convergence time is
independent of the initial differentiation error, i.e. there exists Ts > 0 such that
for the system in (5) and the differentiator in (8) for all t ≥ Ts, Ỹ = Y − Ŷ = 0.
In addition, the estimation error Ỹ stays bounded for all t ≥ 0.
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With the estimated states, the estimated tracking errors can be defined as
ê1 = ŷ − yd and ê2 = ˙̂y − ẏd. Hence, the control law (7), in terms of estimated
state variables, take the following form:

σL (ê1, ê2) = ê1 + α

L0.5 dê2c
2
3 , (9a)

u = ÿd − k1L
2
3 dσLc

1
3 + z, (9b)

ż = −k2LdσLc0 (9c)

Then the main result of this work is given below:

Theorem 4. Let model (5) be BIBS, and tuning parameters of the HOSM
differentiators be properly selected according to Proposition 3. Consider the
system (5) with differentiator (8) and the controller (9). Then for some positive
and sufficiently large values of k1, k2 and L, the output y tracks the reference
trajectory yd in a finite-time.

Proof. The proof is straightforward. For tf ≥ Ts, the trajectories of the dif-
ferentiators converge to those of the system, and then ê1 = e1 and ê2 = e2.
Therefore, substituting the control (9) into the error dynamics (6), one obtains:

ė1 = e2, (10a)

ė2 = e3 − k1L
2
3 dσLc

1
3 + F, (10b)

ė3 = −k2LdσLc0. (10c)

Define ē3 = e3 + F . Then, eq. (10) can be written as follows:

ė1 = e2, (11a)

ė2 = ē3 − k1L
2
3 dσLc

1
3 , (11b)

˙̄e3 = −k2LdσLc0 + Ḟ . (11c)

Note that the error dynamics given in (11) mimics the one for the CSTSM
controller presented in [28]. Using a Lyapunov function based argument, it has
been shown there that for some positive and sufficiently large values of k1, k2
and L, the system (11) is UFTS and then

x1(t) = xd(t), x2(t) = ẋd(t), e3(t) = −F (t), ∀t ≥ Ts + Tc,

where Tc is the convergence time of the controller.

Remark 5. In this work, for the sake of simplicity, we have considered ν = 2. If
ν > 2, then the controller (9) is not applicable. In that case, a recently proposed
technique [32] can be easily applied for high relative degree system.
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4 Implementation and Simulation Results
In this section, the implementation of the proposed controller will be demon-
strated through numerical example. For this purpose, we consider the master-
slave synchronization of the two identical chaotic duffing oscillator.

We take the following representation of the duffing oscillator

ẋ1 = x2, (12a)
ẋ2 = −p1x

3
1 − p2x1 − p3x2 + qcos (ωt) + u, (12b)

where p1, p2, p3, q and ω are non-zero constant parameters and u is the control.
For the master oscillator, u = 0. It has been shown in [33] that if the parameters
are set as: p1 = 1, p2 = −1.1, p3 = 0.4, q = 1 and ω = 1.8, then model (12)
shows chaotic behavior. In order to design the master-slave synchronization
controller, let us define the errors among the master and slave system as, e1 =
x1m−x1s and ė1 = e2 = x2m−x2s where m stands for master system and s for
the slave system. Then the error dynamics can be written as

ė1 = e2, (13a)
ė2 = φm (x1, x2, ω)− φs (x1, x2, ω)− u, (13b)

where φm/s
(
x1m/s, x2m/s, ω

)
= −p1x

3
1m/s−p2x1m/s−p3x2m/s+qcos (ωt). From

the properties of φm and φs, it can be substantiated that the difference of the
two functions are bounded. Define F := φm − φs with |dFdt | ≤ f+ where f+

being a known positive constant. Then eq. (13) can be written as

ė1 = e2, (14a)
ė2 = F − u, (14b)

If we consider y = e1 as the output, then model (14) can be written as

y(2) = F + αu, (15)

where α = −1. Then the design of the synchronizing controller follows directly
from Section 3. In this regard, the first step is to implement the observer (8)
for model (14). The observer takes the following form:

˙̂e1 = −η1

(
dê1 − e1c

1
2 + γdê1 − e1c

3
2

)
+ ê2, (16a)

˙̂e2 = −η2

(1
2dê1 − e1c0 + 2γ (ê1 − e1) + 3

2γ
2dê1 − e1c2

)
(16b)

With the estimated state ê1 and ê2, the controller (9) for system (14) is
given as:
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Figure 1: State estimation results

σL (ê1, ê2) = ê1 + α

L0.5 dê2c
2
3 , (17a)

u = −k1L
2
3 dσLc

1
3 + z, (17b)

ż = −k2LdσLc0. (17c)

To illustrate the performance of the observer, digital simulations are per-
formed using the following parameters of the fixed-time sliding-mode observer:
γ = 1, η1 = 2

√
5, η2 = 10 and initial conditions ê1(0) = ê2(0) = 0. From Fig.

1, we can see that the estimation errors ẽ1 = e1− ê1, and ẽ2 = e2− ê2, converge
to the origin in finite-time.

Parameters of the controller (17) are selected as: k1 = 16, k2 = 7, α = 1
and L = 1. To compare the performance of the proposed technique, extended
high-gain observer based output feedback controller is selected. Based on recent
developments in the area of extended high gain observer [34, 20], the controller
takes the following form,

u = −F̂ − k1ê1 − k2ê2 (18)

where ê1, ê2 and F̂ are the estimates of e1, e2and F respectively. These estimates
are generated by the following extended high gain observer,

˙̂e1 = ê2 + ζ1

ε
(e1 − ê1) , (19a)

˙̂e2 = F̂ + u+ ζ2

ε2
(e1 − ê1) , (19b)

˙̂
F = ζ3

ε3
(e1 − ê1) . (19c)

Parameters of controller (18) are selected as: k1 = 5 and k2 = 10 while the
parameters of EHG observer are selected as ζ1 = ζ2 = 3, ζ3 = 1 and ε = 0.01.
In the simulation, we assume that the noisy measurement of x1,m of the master
system is available to the slave system. The measurement noise is added to make
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Figure 2: a) Synchronization of x1,s to x1,m. MF-proposed control, EHG- eq.
(18); b) zoomed view in steady-state; c) convergence of the slave system to
master system.

the simulation realistic. Band-limited white noise block of Simulink is used to
generate the noise. The result of the synchronization is given in Fig. 2 and 3.
Fig. 2 and 3 show that master-slave synchronization is achieved after applying
the control. Comparative simulation results show that the proposed controller
perform better than the EHG based control scheme. The convergence time
of the proposed controller is better than that EHG based controller. Steady-
state error of the proposed controller is significantly small than that of EHG
based controller. One problem of high-gain observer is that it amplifies the
measurement noise. This is also evident here as shown in Fig. 3. These noise
amplified estimated states deteriorates the performance of the controller.

From theoretical point of view, in the presence of noise, the asymptotic
accuracy of differentiator deteriorates as the differentiation order increases. For
example, in [21], it is shown that for the sliding-mode differentiator, the n-th
order differentiation accuracy is of the order of ε(2−n), where ε is the maximum
noise amplitude. So, higher the differentiation order, lower the accuracy. The
proposed controller requires the first derivative of the measurement where as
EHG based controller requires also the second derivative. Since the accuracy of
the second derivative estimation is lower than the first derivative, this plays a
role in the performance of the EHG based controller.

The comparative simulation results demonstrate the effectiveness of the pro-
posed controller.

5 Experimental study
To verify practical feasibility and performance of the synchronization scheme
developed in this study in Section 3, let us consider the synchronization of
master-slave Van der Pol oscillators given by [35]:
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Figure 3: a) Synchronization of x1,s to x1,m. MF-proposed control, EHG- eq.
(18); b) zoomed view in steady-state; c) convergence of the slave system to
master system.

Figure 4: Circuit diagram of an autonomous Van der Pol oscillator.

ẋ1 = x2, (20a)
ẋ2 = −x1 + κ

(
1− x2

1
)
x2 + u, (20b)

y = x1 (20c)

where κ is the system parameter. In this work, the parameter κ = 0.1 is
selected. The electronic circuit diagram can be seen in Fig. 4. The circuit
parameters are: Ri = 1MΩ, i = 1, 6, R7 = 130Ω, R8 = 1.2KΩ , R9 = 100Ω,
R10 = 1.5KΩ, C1 = C2 = 1µF , LM741 is a general purpose operational
amplifier and AD633 is a 4-quadrant multiplier operational amplifier. We used
dSPACE 1106 board as rapid prototyping solution. The HOSM differentiator
based CSTSM controller was implemented using Simulink. The solver was the
Euler’s method and the sampling frequency was 5KHz.

The objective here for the salve system is to follow the trajectory of the
master system using the information of outputs only. As shown in Section 4,

10



Figure 5: Experimental synchronization of master slave Van der Pol oscillator
systems

the error dynamics in this case is also given by Eq. (14). Then the controller 17
can be similarly designed. The result of the experimental study can be seen in
Fig. 5. From this figure, it can be seen that synchronization is achieved among
the master-slave system. This shows the effectiveness of the controller used in
this work. The estimation error of the fixed-time differentiator can be seen in
Fig. 6.

6 Conclusion
In this work, an approximate model based master-slave synchronization of chaotic
systems has been presented. The error dynamics of the master-slave systems is
first approximated by a perturbed chain of integrators. Then the synchroniza-
tion is achieved using control approaches based on sliding-mode control theory.
The proposed controller is output-feedback-based and uses a fixed-time differen-
tiator to estimate the unmeasurable states. Experimental study demonstrated
the effectiveness of our method using master-slave Van der Pol oscillators.

References

References
[1] Y.-Y. Hou, “Design and implementation of ep-based pid controller for chaos

synchronization of rikitake circuit systems,” ISA Transactions, vol. 70, pp.

11



Figure 6: Experimental state estimation results

260–268, 2017.

[2] A. Mohammadzadeh and S. Ghaemi, “Synchronization of chaotic systems
and identification of nonlinear systems by using recurrent hierarchical type-
2 fuzzy neural networks,” ISA transactions, vol. 58, pp. 318–329, 2015.

[3] S. Hammami, “State feedback-based secure image cryptosystem using hy-
perchaotic synchronization,” ISA transactions, vol. 54, pp. 52–59, 2015.

[4] M. Feki, “An adaptive chaos synchronization scheme applied to secure com-
munication,” Chaos, Solitons & Fractals, vol. 18, no. 1, pp. 141–148, 2003.

[5] G. Minero-Ramales, D. López-Mancilla, C. E. Castañeda, G. H. Cuellar,
J. H. G. López, R. J. Reátegui, E. V. Rauda, C. Posadas-Castillo et al., “A
discrete-time chaos synchronization system for electronic locking devices,”
The European Physical Journal Special Topics, vol. 225, no. 13-14, pp.
2655–2667, 2016.

[6] E. Scholl and H. G. Schuster, Handbook of chaos control. John Wiley &
Sons, 2008.

[7] R. Mislovaty, E. Klein, I. Kanter, and W. Kinzel, “Public channel cryptog-
raphy by synchronization of neural networks and chaotic maps,” Physical
review letters, vol. 91, no. 11, p. 118701, 2003.

[8] H. Dedieu, M. P. Kennedy, and M. Hasler, “Chaos shift keying: Modulation
and demodulation of a chaotic carrier using self-synchronizing chua’s cir-
cuits,” IEEE Transactions on Circuits and Systems II: Analog and Digital
Signal Processing, vol. 40, no. 10, pp. 634–642, 1993.

12



[9] A. Lerescu, N. Constandache, S. Oancea, and I. Grosu, “Collection of
master–slave synchronized chaotic systems,” Chaos, Solitons & Fractals,
vol. 22, no. 3, pp. 599–604, 2004.

[10] J. Suykens, P. Curran, and L. Chua, “Master-slave synchronization using
dynamic output feedback,” International Journal of Bifurcation and Chaos,
vol. 7, no. 03, pp. 671–679, 1997.

[11] J. C. Cruz-Victoria, R. Martínez-Guerra, C. A. Pérez-Pinacho, and G. C.
Gómez-Cortés, “Synchronization of nonlinear fractional order systems by
means of pi rα reduced order observer,” Applied Mathematics and Compu-
tation, vol. 262, pp. 224–231, 2015.

[12] A. Rodriguez, J. De Leon, and L. Fridman, “Synchronization in reduced-
order of chaotic systems via control approaches based on high-order sliding-
mode observer,” Chaos, Solitons & Fractals, vol. 42, no. 5, pp. 3219–3233,
2009.

[13] ——, “Quasi-continuous high-order sliding-mode controllers for reduced-
order chaos synchronization,” International Journal of Non-Linear Me-
chanics, vol. 43, no. 9, pp. 948–961, 2008.

[14] H.-T. Yau, “Design of adaptive sliding mode controller for chaos synchro-
nization with uncertainties,” Chaos, Solitons & Fractals, vol. 22, no. 2, pp.
341–347, 2004.

[15] C. Yin, S.-m. Zhong, and W.-f. Chen, “Design pd controller for master-slave
synchronization of chaotic lure systems with sector and slope restricted non-
linearities,” Communications in Nonlinear Science and Numerical Simula-
tion, vol. 16, no. 3, pp. 1632–1639, 2011.

[16] J. A. Suykens, P. F. Curran, J. Vandewalle, and L. O. Chua, “Robust
nonlinear h infinity synchronization of chaotic lure systems,” IEEE Trans-
actions on Circuits and Systems I: Fundamental Theory and Applications,
vol. 44, no. 10, pp. 891–904, 1997.

[17] I. Salgado, M. Mera-Hernández, and I. Chairez, “Quasi-minimal active dis-
turbance rejection control of mimo perturbed linear systems based on dif-
ferential neural networks and the attractive ellipsoid method,” ISA trans-
actions, vol. 71, pp. 304–316, 2017.

[18] S. Elmetennani and T. M. Laleg-Kirati, “Bilinear approximate model-based
robust lyapunov control for parabolic distributed collectors,” IEEE Trans-
actions on Control Systems Technology, vol. 25, no. 5, pp. 1848 – 1855,
2016.

[19] R.-E. Precup, M.-B. Radac, R.-C. Roman, and E. M. Petriu, “Model-free
sliding mode control of nonlinear systems: Algorithms and experiments,”
Information Sciences, vol. 381, pp. 176–192, 2017.

13



[20] H. K. KHALIL, “Extended high-gain observers as disturbance estimators,”
SICE Journal of Control, Measurement, and System Integration, vol. 10,
no. 3, pp. 125–134, 2017.

[21] A. Levant, “Higher-order sliding modes, differentiation and output-
feedback control,” International journal of Control, vol. 76, no. 9-10, pp.
924–941, 2003.

[22] S.-A. Amamra, H. Ahmed, and R. A. El-Sehiemy, “Firefly algorithm opti-
mized robust protection scheme for dc microgrid,” Electric Power Compo-
nents and Systems, vol. 45, no. 10, pp. 1141–1151, 2017.

[23] H. Ahmed, R. Ushirobira, D. Efimov, D. Tran, M. Sow, L. Payton, and
J.-C. Massabuau, “A fault detection method for automatic detection of
spawning in oysters,” IEEE Transactions on Control Systems Technology,
vol. 24, no. 3, pp. 1140–1147, 2016.

[24] H. Ahmed, R. Ushirobira, D. Efimov, D. Tran, and J.-C. Massabuau, “Ve-
locity estimation of valve movement in oysters for water quality surveil-
lance,” IFAC-PapersOnLine, vol. 48, no. 11, pp. 333–338, 2015.

[25] J. Chang, J. Cieslak, J. Davila, A. Zolghadri, and J. Zhou, “Analysis and
design of second-order sliding-mode algorithms for quadrotor roll and pitch
estimation,” ISA transactions, vol. 71, pp. 495–512, 2017.

[26] M. Fliess and C. Join, “Model-free control,” International Journal of Con-
trol, vol. 86, no. 12, pp. 2228–2252, 2013.

[27] E. Cruz-Zavala, J. A. Moreno, and L. M. Fridman, “Uniform robust exact
differentiator,” IEEE Transactions on Automatic Control, vol. 56, no. 11,
pp. 2727–2733, 2011.

[28] S. Kamal, J. A. Moreno, A. Chalanga, B. Bandyopadhyay, and L. M. Frid-
man, “Continuous terminal sliding-mode controller,” Automatica, vol. 69,
pp. 308–314, 2016.

[29] L. Fridman, J. A. Moreno, B. Bandyopadhyay, S. Kamal, and A. Chalanga,
“Continuous nested algorithms: The fifth generation of sliding mode con-
trollers,” in Recent Advances in Sliding Modes: From Control to Intelligent
Mechatronics. Springer, 2015, pp. 5–35.

[30] A. Levant, “Robust exact differentiation via sliding mode technique,” au-
tomatica, vol. 34, no. 3, pp. 379–384, 1998.

[31] A. F. Filippov, Differential equations with discontinuous righthand sides:
control systems. Springer Science & Business Media, 2013, vol. 18.

[32] S. Laghrouche, M. Harmouche, and Y. Chitour, “Higher order super-
twisting for perturbed chains of integrators,” IEEE Transactions on Auto-
matic Control, vol. 62, no. 7, pp. 3588 – 3593, 2017.

14



[33] S. Bowong, F. M. Kakmeni, and J. L. Dimi, “Chaos control in the uncertain
duffing oscillator,” Journal of sound and vibration, vol. 292, no. 3, pp. 869–
880, 2006.

[34] H. K. Khalil, “High-gain observers in feedback control: Application to
permanent magnet synchronous motors,” IEEE Control Systems, vol. 37,
no. 3, pp. 25–41, 2017.

[35] H. Ahmed, R. Ushirobira, D. Efimov, L. Fridman, and Y. Wang, “Oscil-
latory global output synchronization of nonidentical nonlinear systems,”
IFAC-PapersOnLine, vol. 50, no. 1, pp. 2708–2713, 2017.

15




