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• The modelling approach predicts residu-
al stresses within linear friction welds
with notably reduced computational
time.

• Increasing the rubbing velocity increased
the peak residual stress and narrowed
the band of tensile residual stress.

• The residual stress distribution is strong-
ly affected by the thermal gradient of the
equilibrium temperature field.

• High weld interface temperature en-
larges the band of tensile residual stress.
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Modelling the mechanical mixing occurring at the interface of a linear friction weld (LFW) is complex, making it
difficult to study the development of residual stresses within real engineering workpieces. To address this, a
sequentially-coupled numerical model of a Ti-6Al-4V LFWwas developed, bypassing the modelling of the oscil-
lations by applying the heat at the weld interface and sequentially removing rows of elements to account for the
burn-off. Increasing the rubbing velocity was found to numerically increase the peak of residual stress while
narrowing the distribution. Only small changes arose from increasing the applied pressure or changing the
oscillation direction. Predictions suggested a strong correlation between the phase 3 temperature profile and
the residual stress field subsequently created. Validation against neutron diffraction and contour method are
also presented. This approach provides a computationally efficient technique to study the residual stress
development within large 3D structures.
. This is an open
© 2017 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

Linear friction welding is a solid-state joining process which has
been successfully implemented to manufacture titanium and nickel-
based superalloy bladed-disks [1]. The process works by linearly rub-
bing one workpiece against another while applying a compressive
access article under
force. Heat is generated first by friction then by plastic deformation. If
appropriate parameters are used, themicrostructure at the joint refines,
resulting in higher hardness [2] and tensile strength [3] compared to the
parent material. LFW is fast compared to other welding processes
(typically under 10 s) and offers good repeatability [4].

LFW is typically divided into four phases: initial, transition, equilibri-
um and forging phases [5–9]. During the initial phase, heat is generated
by friction of the asperities located at the interfaces of the workpieces.
The transition phase begins once the temperature is sufficient to create
the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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a viscoplastic layer andmaterial starts to be expelled, forming the flash.
This is followed by the equilibrium phase, where a quasi-steady state is
reached for the interface force, thermal profile andburn-off rate.Most of
the flash is created during this phase and once the desired upset is
reached, the motion is ceased rapidly, the workpieces are realigned
and a forging force is applied to consolidate the joint.

Numerical modelling has been successfully used to gain knowledge
of a wide range of outputs including temperature history [8,10–13],
flash morphology [11,13], interface contaminants [12] and residual
stress [14,15]. Unlike other friction welding processes, LFW numerical
models are mostly fully-coupled [5–8,11–14,16–25]. There are two
dominant approaches to account for the heat generated during the
welding phases within a numerical model. The first method uses a tem-
perature dependant friction coefficient [8,17,19,22–24] with a fully-
coupled model to generate the heat during all the welding phases. Be-
cause several factors [26] can influence the friction coefficient (contact
geometry, material properties, relativemotion, applied forces, tempera-
ture, stiffness and vibrations), extra care is required when using friction
coefficient values. The secondmethodwasfirst used byMcAndrew et al.
[6,12,21] and uses machine data recorded during welding which was
post-processed to determine the average heat flux over the initial
phase. This was applied to a thermal model to predict the temperature
distribution. After this, the single-body method was used to model the
equilibrium phase and an inelastic heat fraction was specified, typically
in the range of 90 to 100% [5,12], to represent the amount ofmechanical
work converted to heat. The single-body method was originally devel-
oped by Turner et al. [5] and involves representing the two workpieces
with a single body on which a thermal profile is mapped to account for
the heat input from the initial phases. This approach allows thematerial
at the centre to deform and realistic prediction of the flash morphology
can be achieved [11,13]. Both of these approaches involvemodelling the
oscillations and as a result, large 3Dmodels are computationally expen-
sive and time consuming (between 4 and 6 weeks [21]). Therefore,
models are often limited to two dimensions and complex geometries
cannot be considered.

A limited number of publications on the numerical prediction of re-
sidual stress within Ti-6Al-4V LFW structures are available in the litera-
ture. Turner et al. [14] conducted a fully coupled thermo-mechanical
analysis using the single-body modelling approach while applying a
plane-strain condition to a 2D model. Oscillations of the equilibrium
phasewere simulated and inelastic heat producedwithin the deforming
material was used to predict equilibrium temperature and stress fields
before cooling the structure to atmospheric temperature and predicting
the residual stress. A 3D model was not considered since it would have
led to a prohibitively large computational time. Turner's FEAmodel rep-
licatednumerically thewelding conditions investigated by Romero et al.
[27]who conducted synchrotronX-raydiffraction experiments. Numer-
ically, a larger band of residual stress was predicted compared to exper-
iments. It is difficult to judge if the peak valuewas correctly predicted by
the FEAmodel due to the lack of experimental data at theweld interface
and its vicinity. Overall, there was a reasonable agreement between the
experiments and simulations.

Nikiforov et al. [28] developed a numerical approach focused on the
forging stage of the welding process. Nikiforov started his analysis by
applying a forging pressure onto the 3D numerical model which was
maintained at ambient temperature. A temperature field previously
predicted using a 1D analytical model (constant thermal properties
were used) was then mapped onto the model. Finally, while maintain-
ing the temperature field, the forging pressure was removed before
cooling down the part to ambient and predicting the residual stress
field. Nikiforov experimentally calculated average values of residual
stresses across the interface by measuring the interface dimensions be-
fore and after cutting theweld along its cross section. Estimations of the
internal forces as a function of elasticmaterial properties andweld cross
section dimensions were used to retrieve the residual stresses values.
Overall, Nikiforov's numerical model tended to under-predict the
residual stresses compared to the experimental values which may be a
consequence of using constant thermal material properties rather
than temperature dependant ones.

Fu et al. [15] also omitted the friction phases and computed a
coupled thermo-mechanical analysis on a 3D model in three steps. An
initial temperature field using a Gaussian distribution, representing
the equilibrium temperature field wasmapped onto themodel, assum-
ing a stress-free state. During the first step, the model was clamped and
a forging pressure was applied for 10 s then released. The model cooled
for 100 swithout forging pressure (second step) andfinally during third
step, the model was brought to room temperature before releasing the
clamp to predict the final residual stress field. Fu et al. [15] replicated
numerically the LFWgeometry used by Frankel et al. [29] and compared
his residual stress predictions against Frankel's experiments. Results
fromhis numericalmodel tend to under-predict the peak residual stress
as well as predicting noticeably larger bands of tensile residual stress
compared to those recorded by Frankel et al. [29]. These differences
could have been enhanced by assuming a stress-free state when
mapping the Gaussian distribution, neglecting the effect of the thermal
expansion on the stress field.

Turner et al. [14] drew several important conclusions from his nu-
merical analysis work. Firstly, he noticed that stresses created by the os-
cillations tend to disappear once the oscillations have ceased, implying
that oscillations have a minimal impact on the stress field during
welding. Secondly, the magnitude of the stresses developed during
welding are significantly lower than those arising during cooling. Con-
sequently, Turner concluded that the residual stress field is primarily
driven by the cooling of the part after welding. The peak residual stress-
es recorded by Nikiforov et al. [28] was 330 MPa which was noticeably
lower than those predicted by Turner et al. [14] (900 MPa) and Fu et al.
[15] (500 MPa). The variance may be explained by the use of different
welding conditions which are not disclosed by the authors, different
part dimensions and the different material properties. Also the equilib-
rium temperature distributions used by Nikiforov and Fu were not val-
idated experimentally unlike Turner who validated the temperature
histories predicted by his model against thermocouples [5]. Turner
et al. [14] varied the applied pressure and studied its effect on the resid-
ual stress field. A large increase of applied pressure resulted in a small
decrease of the residual stress magnitude, bringing Turner et al. [14]
to the conclusion that the applied pressure has only aminimal influence
on the residual stress field. Similarly, Nikiforov et al. [28] and Fu et al.
[15] recorded a decrease of the residual stress magnitude with large in-
creases in the applied pressure. Fu et al. [15] conducted a study where
he varied the temperature distributionwhilemaintaining the peak tem-
perature constant. Increasing the temperature gradient of the profile in-
creased the residual stresses.

The primary purpose of this paper is to present a novel modelling
approach, that predicts the residual stresses in a 3D structure while ac-
counting for all the welding phases of the process and bypassing the
modelling of the oscillations. The effects of rubbing velocity, burn-off
rate, applied force and oscillation direction on the residual stress field
are investigated.
2. Methodology

2.1. Experiments

2.1.1. Linear friction welding
Workpieces with dimensions 60 × 40 × 20 mm (see Fig. 1a) were

linear friction welded at TWI Cambridge using the Thompson E20 ma-
chine for the five welding conditions presented in Table 1. The Ti-6Al-
4V parent material had a bimodal microstructure and oscillations
occurred in the x direction apart fromweld 5where it was in the z direc-
tion. For each weld, oscillator position, in-plane force, burn-off and
applied force were monitored using high-speed data acquisition.



Table 1
Welding parameters.

Weld Freq.
(Hz)

Amp.
(mm)

Applied
pressure
(MPa)

Burn-off
(mm)

Rubbing
velocity
(mm/s)

Interface dimension
in oscillation
direction

1 20 1.5 90 3 120 40 mm
2 30 2 90 3 240 40 mm
3 50 2.7 40 3 540 40 mm
4 50 2.7 90 3 540 40 mm
5 50 2.7 90 3 540 20 mm
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2.1.2. Contour method
Four contour method measurements were performed at Coventry

University on selected welds made at TWI, i.e. welds 1–4 in Table 1, to
measure the residual stress in the x direction. The welds were cut at
mid-width on a Fanuc Robocut α-C600i wire electric discharge ma-
chine. A 0.25mmdiameter brass wire was used. The sample was rigidly
and symmetrically clamped on themachine table. Thewire electric dis-
charge machining (WEDM) cutting parameters were tested and adjust-
ed on an identical linear friction welded sample. All the EDM cuts were
conducted along the plane P3, however two cutting directions were
used and are presented in Fig. 2. Low power cutting parameters were
used to conduct the cuts for the welds 1, 2 and 3. The settings were ad-
justed to get the best possible surface finish aswell as little cutting arte-
facts. A self-equilibrium cutting strategy was used for weld 4 and
involved cutting the material simultaneously through the tensile and
compressive stress regions [30], i.e. it was cut across the plane P3 with
the wire orientated along the y axis. Using a self-equilibrium cutting
strategy, the authors hoped to minimise cutting-induced plasticity.
This was not the case for the other welds where the cut passed sequen-
tially from a compressive to a tensile stress region and finally to a sec-
ond tensile region. The self-equilibrium cut was possible with high
power settings, however surface roughness increases with high power
parameters, potentially resulting in an under-estimation of the tensile
residual stress in the weld. The WEDM cut progressed smoothly with
a little variation in the cutting speed and without wire breakage.

The surface displacement profile of both cut halves of the sample
was measured with a Zeiss Contura G2 coordinate measuring machine
(CMM). A 3 mm diameter touch probe was used and the individual
point spacingwas set as 0.5mm in both directions. The surface displace-
ment data of the both cut halves of the sample was analysed for data
aligning, cleaning, flattening and smoothing using the Matlab analysis
routines according to Johnson 2008 [31]. The data smoothing was per-
formed with a cubic spline of knot spacing 5.5 mm in both directions
of the cutting plane (y, z).

A finite element (FE) model of one cut half of the sample was built
and its mesh was generated from eight-node linear brick elements
with reduced integration and hourglass control of type C3D8R using
the ABAQUS software. The mesh size was set uniform along the sample
Fig. 1. a) Workpiece dimensions, axes and planes of symmetry an
thickness (i.e. 0.5 mm) and non-uniform along the length with 0.1 mm
at the weld interface and coarsening to 2 mm. Finally a linear elastic FE
analysis was performed using the measured displacement field as the
input to get the stress results using a Young's modulus of 117 GPa and
Poisson's ratio of 0.33.

2.1.3. Neutron diffraction
Neutron diffraction experiments on weld 1 were conducted at the

ISIS facility of the Rutherford Appleton Laboratory in the UK. To reduce
the path length of the neutrons within the material and improve the
quality of the signal measured as well as reducing measurement
times, the LFW was EDM cut through the thickness to achieve dimen-
sions of 120 × 40 × 8 mm (originally 120 × 40 × 20 mm). A sample of
120 × 6 × 5 mm which included the weld joint was also EDM cut
from the LFW weld to measure the stress-free lattice parameters. The
dimensions 6mmand 5mmassured a stress free state in the x and z di-
rections while residual stresses in the y direction have to balance along
the plane P2 (see Fig. 1a)with the reduced area of 6mm×5mm. There-
fore, no stress is expected in the y direction.

The neutron diffractometer ENGIN-X was used to measure the elas-
tic strains located in the weld at several positions. ENGIN-X is a time of
flight (TOF) diffractometer using a neutron spallation source. Neutrons
with different wavelengths are produced allowing multiple crystallo-
graphic planes to be measured at once at a fixed angle. Since two mea-
surements are made simultaneously using the two detector banks
positioned at a Bragg's angle of ±90° (Fig. 3), the LFW had to be
repositioned once to measure the third direction. Consequently, the
d b) FE model representing an eighth of the real workpiece.



Fig. 2. EDM cut directions for the welds 1, 2, 3 and 4.

Fig. 3. Experimental set-up used with ENGIN-X diffractometer.
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elastic strains in the z direction were measured twice allowing the re-
peatability of the measurements to be determined. Cuboid gauge
volumes, defined by the slit dimensions and the position of the bank
collimators, of 3 × 2 × 3mmwere used for measuring the x and z direc-
tions and 4 × 2 × 3 mm for the y and z directions. Five positions were
measured in total with the first position being at the weld interface
with the next three measurements being 1 mm apart and the final
one 2 mm apart. Due to the limited time available at the ISIS facility,
elastic strains on only one side of the weld interface were measured;
however results from the literature have shown that residual stresses
distributed within Ti-6Al-4V LFW are approximately symmetrical
around the weld interface [27,29,32,33]. Stress-free lattice parameters
were measured for each position from the stress-free specimen. Finally
assuming isotropic elastic properties, Hooke's lawwas used to calculate
the residual stresses σii from the elastic strains εii as follows:

σ ii ¼ E

1þ νð Þ 1−2νð Þ 1−νð Þεii þ ν εjj þ εkk
� �� �

; i; j; k ∈ x; y; z ð1Þ

where E is the Young's modulus and ν the Poisson's ratio.
The quality of the diffraction peakswasmore consistent for the crys-

tallographic plane {1011} and fitting errors were minimal. Consequent-
ly, lattice distances from this plane were used to calculate elastic strains
and subsequently residual stresses using a Young's modulus of 98 GPa
[34] specific to this crystallographic plane {1011} and a Poisson's ratio
of 0.33. This Young's modulus value was only used for the neutron dif-
fraction measurements and a temperature dependant isotropic value
was used for the numerical simulations. Calculated error bars display
fitting errors for the measured diffraction peaks, correctly propagated
through the calculations of residual stresses.

A comparison between residual stress measured using neutron
diffraction and those predicted numerically is provided in the results
section. To numerically account for the EDM cut, an equivalent amount
of material was removed from the model allowing the redistribution of
the residual stress field. Apart from this comparison, the EDM cut was
not considered within the numerical models.



Fig. 4. Comparison of residual stresses in weld 1, measured by neutron diffraction (after EDM cut to reduce the neutron path length), contour method and predicted numerically.
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2.2. Modelling approach

2.2.1. Mesh and material properties
As shown in Fig. 1a, the real workpieces are 120 × 40 × 20 mm.

Since the deformation and heat flow are approximately symmetric
around the planes (P1), (P2) and (P3) [11,12,19], only an eighth of
the geometry was included. Therefore, a workpiece measuring 60
× 20 × 10 mm was modelled using the FEA software ABAQUS. A
mesh composed of the C3D8R brick elements was used. A mesh
size of 0.3 mm was used at the weld interface and its vicinity which
then coarsened to 1 mm.
Fig. 5. Residual stress distributions in the three directions of space
Temperature dependant Ti-6Al-4V material properties were used
for the models. Flow stress data for temperatures less than and equal
to 700 °C are taken from Chen et al. [35] at a quasi-static strain rate.
From 800 °C and beyond, flow stress data from Guo et al. [36] are
used; thematerial exhibits a drop in strength and a perfectly plastic be-
haviour [5]. An annealing temperature of 800 °C is defined in ABAQUS to
simulate the relaxation of the accumulated stresses and strains above
this temperature. Above 800 °C, Ti-6Al-4V has a reduced strength due
to the high temperature experienced and becomes a single phasemate-
rialwhen reaching the beta-transus temperature at approximately 1000
°C [37,38]where its strength significantly reduces. Above 800 °C, Ti-6Al-
predicted numerically for: a) weld 1, b) weld 2 and c) weld 4.



Fig. 6. Residual stress contour plots in the x direction predicted numerically and obtained by contour method: a) weld 1, b) weld 2 and c) weld 4.
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4V also experiences dynamic recrystallization due to the deformation
and high temperature [37,39]. Young's modulus was taken from Turner
et al. [14] while thermal expansion coefficient values are from Boyer
et al. [40].

2.2.2. Thermal modelling
To account for the heat generation without modelling the oscilla-

tions, an average heatflux per phasewas calculated from themonitored
data, obtained during welding. The heat flux was applied on the weld
interface and during the phase 3, rows of elements were removed iter-
atively at a pace matching the experimental burn-off rate to simulate
the axial shortening. The thermal modelling approach was validated
against thermocouples for various welding conditions. For full details,
the reader is referred to reference 41.

2.2.3. Loading, boundary conditions and modelling of the burn-off
To account for the effect of the heat on the stress field, the tempera-

ture history previously predicted using a thermal model is mapped on
the mechanical model. An extra cooling step is added to bring the
model to room temperature. The applied force (expressed as a pressure
in Table 1) and the clamping force are both applied as pressures on the
model. The clamping force represents the force applied by the clamping
tool on the sides of the workpiece (Fig. 1b) and is equal to the applied
force, as for the experiments. The clamping force is not applied to a
band 6.6 mm from the interface as is the case with the experiments.
The applied force is applied on the top surface of theworkpiece. Applied
force and clamping force are applied during the welding phases and for
thefirst 15 s of cooling before being released. Three symmetry boundary
conditions are applied to themodel to account for the planes of symme-
try P1, P2 and P3. The burn-off is accounted in the same way as in the
thermal model, i.e. by sequentially removing rows of elements (see ref-
erence 41). Finally, it is worth noting that the flash creation is not sim-
ulated. The flash is located at the edges of the weld and therefore the
authors believe that it is not likely to affect the residual stresses located
in the centre which are of interest in this study. Turner et al. [14]
modelled the flash and little or no residual stress developed in its vicin-
ity. Ultimately, the flash was removed for the neutron diffraction and
contour method measurements against which the model is compared.
This modelling approach reduces the calculation time for 3D models
from approximately 4 weeks [12] to 15 h.

The influence of the rubbing velocity was studied in the result sec-
tion by comparing welds 1, 2 and 4. The effect of the applied force is



Fig. 7. Contour plots of numerically predicted residual stress in the x direction: a) weld 1, b) weld 2 and c) weld 4.
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examined using welds 3 and 4, while the oscillation direction is studied
usingwelds 4 and 5. Stress and temperature profile plotswere extracted
at mid-thickness of the weld in the plane P1.

3. Results and discussion

3.1. Comparison of residual stresses predicted numerically against neutron
diffraction and contour method measurements

Fig. 4 presents residual stresseswithinweld 1, in the three directions
of space calculated from the lattice parameters along with those mea-
sured using the contour method and predicted numerically after ac-
counting for the EDM cut (model dimensions were 120 × 40 × 8 mm).
Residual stresses from the contour method were predicted for the full
thickness LFW. The FEAmodel only recorded a small variation in the re-
sidual stress magnitudes (25 MPa at the weld interface) when account-
ing for the EDMcut. Therefore, contourmethod predictions from the full
thickness weld can be compared with the neutron diffraction and FEA
results. Residual stresses resulting from themodel and contour method
were averaged over similar gauge volumes to those used for neutron
diffraction to facilitate the comparison. Tensile residual stresses are lo-
cated in the directions x and y while the z direction is virtually stress-
free. As previously mentioned, the original LFWwas EDM cut to reduce
the neutron path length. As a consequence, the weld interface dimen-
sion in the z direction was reduced to 8 mm compared to the original
20 mm. Fig. 4 shows that a plane stress condition is reached in the z di-
rection with a sample thickness of 8 mm. In agreement with the litera-
ture, lower tensile residual stresses are expected in the direction of the
applied pressure (y axis) compared to the longest direction of the weld
interface (x axis). Interestingly a decrease in the residual stress magni-
tude is recorded at the weld interface compared to the gauge volume
positioned 1 mm away. A similar pattern is shown by Dewald et al.'s
[33] neutron diffraction measurements. Positioning the gauge volume
at the weld interface is a difficult task and combined with the effect of
fitting errors are believed to be at the origin of the trend observed.

Overall, neutron diffraction, contour method and modelling predic-
tions are in reasonable agreement. The plane stress condition in the z di-
rection as a result of the EDM cut is captured by both neutron diffraction
andmodel values. Modelling results tend to predict a higher peak of re-
sidual stressmagnitude and a steeper distribution. This could be a result
of the lack of accuracy of the material properties used. The full effect of
thework hardening, dynamic recrystallization occurring at the interface
and rapid cooling of the weld is not accounted for. Microstructural
modelling capability could improve the accuracy of numerical predic-
tions [42]. Inaccuracies introduced by the EDM cuts are discussed in
the following section.

3.2. Influence of the rubbing velocity

Residual stress distributions across the interface, predicted numeri-
cally, in the three directions of space for three welding conditions,
weld 1, 2 and 4 (see Table 1) are presented in Fig. 5. In each case, a
band of tensile residual stress can be observed at the weld interface
which becomes compressive further away and then zero at the edge
of the part. This stress distribution arises as a result of the thermal con-
traction of the band of hot material at the weld interface while being
constrained by the surrounding cold material. It is worth noticing that
thehighest residual stressmagnitude is always located in the x direction
which represents both the oscillation direction and the longest direction
of the weld interface. The second highest magnitude is usually found in
the second direction of the weld interface zwhile the magnitude in the
direction of the applied force y is lower. In the case of weld 1, similar



Fig. 8. Contour plots of numerically predicted equilibrium stress fields in the x direction: a) weld 1, b) weld 2 and c) weld 4.
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residual stress peak magnitudes are obtained in the y and z directions
and is believed to be a result of the combination of shallow thermal gra-
dient and high applied pressure.
Fig. 9. Comparison of numerically predicted residual stress in the x direction and data fromRom
longest direction of the weld interface (indicated by their respective length) within Ti-6Al-4V L
Contour plots of residual stress in the x direction obtained bynumer-
ical analysis and the contour method for the three welding conditions
are displayed in Fig. 6. Residual stress distributions are coherent
ero et al. [27], Daymond et al. [32], Frankel et al. [29] andDewald et al. [33]measured in the
FWwith different techniques (ND: neutron diffraction, SD: synchrotron x-ray diffraction).



Fig. 10. Residual stresses in the x direction (40 mm length of the interface) obtained by a) FEA, b) contour method and c) equilibrium temperature distributions.

230 C. Bühr et al. / Materials and Design 139 (2018) 222–233
between numerical model and contour method. However, the contour
plots clearly show that higher residual stress magnitudes and smaller
band of tensile residual stress are numerically predicted. Although the
EDMcut performed for the purpose of the contourmethod is supposed-
ly purely elastic, cutting-induced plasticity could have been created [43,
44] altering the original residual stress distribution and it is difficult to
control. Plastic deformations aremore likely to get created where resid-
ual stresses have high magnitudes, however owing to the localised
stress concentration at the cutting front, plastic strains can also be in-
duced in the far-field residual stress [43]. Furthermore, the contour
method is known to smooth out features associated with high stress
gradients as a result of the filtering process used to eliminate surface
roughness effects [33]. As a consequence, the contour method tends
to under-predict the peak of residual stress and creates a wider
distribution [29,44]. As an additional way to assess the validity of the
numerically predicted residual stress distributions, a comparison
with experimental measurements from the literature [27,29,32,33]
performed on Ti-6Al-4V LFW is provided Fig. 9. Those experimental
measurements display a good match (residual stress magnitudes and
distributions) with the numerical predictions, building confidence in
this modelling approach.

Fig. 7 shows the same numerical results as Fig. 6, however the orig-
inal scale was kept to visualise the positions of the residual stress peaks.
Table 2
Slope of the equilibrium temperature distribution for different weld conditions.

Weld 1 2 4

Slope (°C/mm) −127 −231 −330
Interestingly, both contour method and numerical model predict ho-
mogenous residual stress intensity over the weld interface for weld 1
condition while for weld 2 and weld 4 the areas of highest intensity
are located closer the edgeswith a reduction at the centre. Similar resid-
ual stress distributions were reported by Turner et al. [14] but were not
discussed. To understand these distributions, it is necessary to look at
the respective equilibrium stress fields, when the process reaches a
quasi-steady state during phase 3, displayed in Fig. 8. The equilibrium
stress field can be divided into three areas: the centre with lowmagni-
tude stresses because of the loss of strength of Ti-6Al-4V at high temper-
ature; further away there is an area of highly compressive stresses
where reduced temperature occurs, this area expands but is constrained
by the surrounding cold material which puts it into compression and fi-
nally in the far field, an area of tensile stresses to balance the stress field
in the workpiece. Owing to shallower temperature gradient (see Fig. 10
c) in weld 1, lower magnitude compressive stress developed further
away from the interface compared to weld 2 and weld 4, see Fig. 8 a, b
and c. As a consequence, the equilibrium stress field at the weld inter-
face is homogenous resulting in a homogenous residual stress field.
However, in weld 2 and weld 4 highly compressive areas are located
closer to the weld interface due to their steeper temperature gradients
which affect the stress field at the interface and result in higher com-
pressive stresses at the centre of the weld compared to the edges,
explaining the residual stress distributions observed in Fig. 7.

Residual stress distributions in the x direction extracted at mid-
thickness from numerical models (Fig. 10 a) and contour method
(Fig. 10 b) are plotted for comparison. Numerically, an increase in the
rubbing velocity resulted in an increase in the peak of residual stress
magnitude and a decrease of the size of the band of tensile residual



Fig. 11. Residual stresses in the x direction (40 mm length of the interface) obtained by a) FEA, b) contour method and c) equilibrium temperature distributions.
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stress. Although the increase in magnitude is not captured by the con-
tour method measurements, the trend of the width of the band of ten-
sile residual stress is, as shown in Fig. 10 b. Contour method
predictions of themagnitude of residual stress also contradict the trends
observed by Fu et al. [15].

The effect of the rubbing velocity can be correlated with equilibrium
thermal profiles obtained. Slopes of the equilibrium temperature pro-
files (shown in Fig. 10 c) were approximated from slope values of
straight lines passing through the residual stresses predicted between
0 mm and 1 mm and are presented in Table 2. Weld 1 (vrubbing=120
mm/s) and weld 4 (vrubbing=540 mm/s) have a similar weld interface
temperature (see Fig. 10 c) however weld 4 has a significantly steeper
thermal gradient, as shown in Table 2. As a result, the plastic strain mis-
match was enhanced and increased the peak of residual stress magni-
tude as well as creating a narrower band of tensile residual stress
compared to a shallow thermal gradient. On the other hand, weld 4 dis-
plays a significant cooler weld interface temperature with a steeper
thermal gradient than weld 2 (vrubbing=240 mm/s). Despite having a
higher weld interface temperature, weld 2 developed a lower residual
stress peak, implying that the residual stress peakmagnitude is primar-
ily driven by the thermal gradient. A larger band of tensile residual is ob-
served for weld 2 since more heat has conducted into the workpieces
due to the higher temperature and the shallower thermal gradient. As
Table 3
Slope of the equilibrium temperature distribution for different weld conditions.

Weld 3 4

Slope (°C/mm) −329 −330
a result, more material experienced thermal contraction during the
cooling.

3.3. Influence of the applied force

Using an applied pressure of 90MPa instead of 40MPa, left the peak
of residual stress magnitude unchanged and created a smaller band of
tensile residual stress, as presented in Fig. 11 a. The reduction in the
size of the band of tensile residual stress was also captured by the con-
tour method, see Fig. 11 b. Similar to the previous section, higher
Fig. 12. Residual stress distributions in the three directions of space predicted numerically
for weld 5.



Fig. 13. a) Residual stress in the x direction of welds 4 and 5 and b) equilibrium temperature distribution across the weld of welds 4 and 5.
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residual stressmagnitude and smaller band of tensile residual stress are
numerically predicted compared to those measured using contour
method.

Fig. 11 a results are consistent with those observed by Turner et al.
[14] and Frankel et al. [29]. Using a higher applied pressure caused the
peak temperature to reduce (see Fig. 11 c) and the thermal gradient
was similar, as displayed in Table 3. As a result of having a similar ther-
mal gradient, a similar peak of residual stress is created for bothwelding
conditions. Furthermore, due to weld 4's lower interface temperature,
less material experienced thermal contraction resulting in a smaller
band of tensile residual stress. These findings show that similar results
to the fully-coupled numerical model developed by Turner et al. [14]
are achieved using this sequentially-coupled modelling approach.
3.4. Influence of the oscillation direction

The residual stress distributions in the three directions of space pre-
dicted numerically for weld 5 are presented in Fig. 12. Despite oscillat-
ing in the 20 mm weld interface direction (i.e. z direction) rather than
the 40 mm (i.e. x direction), the highest residual stresses are located
in the x direction. It can be concluded that the highest residual stress
are developed in the longest direction of the weld interface irrespective
of the oscillation direction.

The residual stress distributions in the x direction obtained for welds
4 and 5 and their associated equilibrium temperature profiles are
displayed in Fig. 13. Oscillating in the 40 mm weld interface direction
with weld 4 rather than the 20 mm direction with weld 5 resulted in
an equivalent peak temperature at the end of phase 3 (see Fig. 13
b) and a steeper thermal gradient for weld 5, see Table 4. Despite a
higher equilibrium temperature slope value, the residual stress profile
created by weld 5 is similar to weld 4. Therefore, the peak of residual
stress does not increase proportionally with the magnitude of the ther-
mal gradient in this case; more work is necessary to fully understand
the development of residual stresses and their interactions with their
associated equilibrium temperature profile.
Table 4
Slope of the equilibrium temperature distribution for different weld conditions.

Weld 4 5

Slope (°C/mm) −330 −389
4. Conclusions

The key findings from this work are:

1. A good agreement was found between residual stresses numeri-
cally predicted for weld 1 and those measured using neutron dif-
fraction and the contour method. It is worth noting that weld 1
exhibited the lowest peak and the widest residual stress distribu-
tion, making it the easiest welding condition to be experimentally
measured.

2. Numerical models predicted higher peaks and narrower distribu-
tions of residual stress compared to the contour method for the
other welding conditions. These discrepancies are believed to have
been enhanced by cutting-induced plasticity and increased surface
roughness owing to the EDM cut. Numerically predicted residual
stresses were found to be in good agreement with experimental
measurements of LFW available in the literature, both in terms of
magnitude and distribution.

3. Increasing the rubbing velocity resulted in an increase of the peak of
residual stress for the model and a narrower band of tensile residual
stress. The trend of the effect of the rubbing velocity on the residual
stress distribution was also captured by the contour method. An in-
crease in the applied pressure did not change the peak of residual
stress while narrowing the residual stress distribution; while oscil-
lating in the 20 mm direction of the interface rather than the
40 mm direction was found to have no influence on the residual
stress profile.

4. A strong correlation between the equilibrium temperature distribu-
tion and the residual stress field has been established. The residual
stress distributionwas shown to be dominated by the thermal gradi-
ent of the equilibrium temperature field. Steep thermal gradients
lead to high peak values of residual stress while narrowing the
band of tensile residual stress. As a secondary influence, high weld
interface temperature tends to enlarge the band of tensile residual
stress as a result of conducting more heat from the weld interface.

5. This approach provides a computationally efficient technique to
study the residual stress development within large realistic engi-
neering workpieces where a 2D assumption for the modelling ap-
proach cannot be assumed.
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