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Abstract— The paper attempts to model short-term memory (STM)  for shape-reconstruction tasks by 

employing a 4-stage  deep brain leaning network (DBLN), where  the first 2 stages are built with Hebbian 

learning and the last 2 stages with Type-2 Fuzzy logic. The model is trained stage-wise independently with 

visual stimulus of the object-geometry as the input of the first stage, EEG acquired from different cortical 

regions as input and output of respective intermediate stages, and recalled object-geometry as the output of 

the last stage. Two error feedback loops are employed to train the proposed DBLN. The inner loop adapts the 

weights of the STM based on a measure of error in model-predicted response with respect to the object-shape 

recalled by the subject. The outer loop adapts the weights of the iconic (visual) memory based on a measure of 

error of the model predicted response with respect to the desired object-shape. In the test phase, the DBLN 

model reproduces the recalled object shape from the given input object geometry.  

The motivation of the paper is to test the consistency in STM encoding (in terms of similarity in network 

weights) for repeated visual stimulation with the same geometric object. Experiments undertaken on healthy 

subjects, yield high similarity in network weights, whereas patients with pre-frontal lobe Amnesia yield 

significant discrepancy in the trained weights for any two trials with the same training object. This justifies 

the importance of the proposed DBLN model in automated diagnosis of patients with learning difficulty. The 

novelty of the paper lies in the overall design of the DBLN model with special emphasis to the last 2 stages of 

the network, built with vertical slice based type-2 fuzzy logic, to handle uncertainty in function approximation 

(with noisy EEG data).  The proposed technique outperforms the state-of-the-art functional mapping 

algorithms with respect to the (pre-defined outer loop) error metric, computational complexity and runtime. 

 

Index Terms— Short-term memory, iconic memory, Hebbian learning, type-2 fuzzy set, shape reconstruction, 

memory failure and N400. 

I. INTRODUCTION 

The human memory is distributed across the brain with functionally pronounced active regions located in the medial 

temporal lobe, called Hippocampus, for use as the Long-Term Memory (LTM) and the pre-frontal lobe for use as the 

Short-Term Memory (STM) [1-5]. Although very little of the encoding and recall processes of human memory 

system is known till this date [6-7], strong evidences of having two distinct cortical pathways for STM and LTM 

recalls for visuo-spatial object-recognition tasks exist in the literature [8-11]. While for the STM-recall, the occipito-

parietal pathway [8-9] is primarily responsible, the occipito-temporal pathway is used for the LTM-recall [10-11]. 

Neuro-physiological support of the above evidences also is reported in quite a few interesting scientific treaties [12-

16]. The current research on cognitive neuroscience further reveals that the STM encoding and recall for object-shape 

recognition task is performed in the Gamma frequency band (30-100 Hz) [8], [17-19]. There also exist evidences of 

related brain activities, including visual perception and object recognition in the Gamma band [2], [20-21].  

The paper aims at developing one computational model of the STM for use in the shape-reconstruction task with 

the motivation to determine the degradation in recall-performance of the memory using electroencephalographic 

(EEG) signatures of the selected brain lobes. Unfortunately, the memory models [22-29] available in the current 

literature are mostly philosophical in nature, with minimal scope of use for diagnostic and therapeutic applications.  

Although traces of STM analysis using EEG signal exist in the literature [30-44], there is a void of research on STM 

modeling using EEG.  This void has inspired the present research group to model STM using EEG signatures. As the 

encoding and the recall pathways of memory involve other brain modules, modeling of memory independently is not 
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easy.  In fact, memory modeling requires an integrated approach with a mission to study the stimulus-response pairs 

of the relevant brain modules lying on the encoding and the recall pathways [8-11]. 

EEG provides an interesting means to detect old/new-effect [74] of memory by utilizing one well-known brain 

signal, called N400 [73]. The N400 signal exhibits a negative peak in response to new (unknown) visual input 

stimulus.  It is usually observed that the negativity of N400 gradually diminishes, as the subject becomes more 

familiar with the object [74]. This particular characteristic of N400 signal is used here to determine the STM 

performance in 2-dimensional object shape-reconstruction task. 

Deep Learning (DL) [54] is currently gaining increasing interest from diverse research community for its efficient 

performance in classification [87-89] and functional mapping [90-91] problems from raw data. Deep learning 

algorithms differ from conventional neural network algorithms for having exceedingly large number of layers to 

extract high level features/attributes from low level raw data. For example, in Convolutional Neural Net (CNN) [68] 

based Deep Learning, the motivation is to extract features of objects from a large pool of object-dataset.  In CNN, 

during the recall phase, layers occupying the later stages offer more refined object features than the preceding layers.  

Generally, extracts of the penultimate layer often are regarded as object-features, while the last layer provides the 

class information in a multi-class classification problem. 

Although conventional deep learning algorithms aim at imitating the behavioral mechanism of learning in the 

brain [92-93], they hardly realize the cognitive functionalities of the individual brain modules [95] involved in the 

learning process. This paper makes an honest attempt to synthesize functionality of different brain modules by 

distinctive layers with suitable non-linearity in the context of STM encoding and recall. It introduces a novel 

technique of STM-modeling in the settings of deep brain learning, where the individual brain functions involved in 

STM encoding and recall cycles are modeled by developing the functional mapping from the input to the output. 

During the STM encoding and recall phases (of the shape-reconstruction experiments), four distinct functional 

mappings are extracted from the EEG signals acquired from the occipital, pre-frontal and parietal lobes. The first 

functional mapping is developed from the input visual stimuli and the occipital EEG response to the stimuli. The 

second functional mapping refers to the interdependence between the EEG signals acquired from the occipital and 

the pre-frontal lobes during the shape-encoding phase. This mapping is useful to predict pre-frontal response from the 

occipital response in the recall cycle later. The third mapping refers to pre-frontal to parietal mapping, resembling the 

functionality of the parietal lobe. This mapping helps in determining the parietal response, if the pre-frontal response 

is known during the recall phase. The last mapping between the parietal responses to the geometric features of the 

reconstructed (hand-drawn) object-shape indicates the parietal and motor cortex behavior jointly. 

Machine learning models have successfully been used in Brain-Computer Interfaces (BCI) to handle two 

fundamental problems: i) classification of brain signals for different cognitive activities/malfunctioning [52], [82-84] 

and ii) synthesis of the functional mapping of the active brain lobes from their measured input-output [77]. This 

paper aims at serving the second problem. Although the functional mapping can be realized by a number of ways, 

here the mapping of the first 2-stages is realized by Hebbian learning [45], while that of the third and the fourth 

stages is designed by Type-2 Fuzzy logic. The choice of Hebbian learning appears from the fundamental basis of 

Hebb’s principle of an excited neuron’s natural tendency to stimulate a neighborhood neuron [46-48]. The Hebbian 

learning, being unsupervised, fits well for signal transduction at low level (early stage of) neural processing [81]. On 
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the other hand, at higher level (later stage of) neural signal transduction [60], supervised learning is employed to 

quantize the neural signals to converge to fixed points, representing object classes in the recognition problem, and the 

desired output level in the functional mapping problems. Further, due to asynchronous firing of neurons in different 

brain lobes, noise is introduced in the signaling pathways, causing undesirable changes in the outputs. The advent of 

fuzzy sets, in particular its type-2 counterpart has immense potential in approximate reasoning, which is expected to 

play a vital role in the neural quantization process in presence of noise [77]. Thus type-2 fuzzy logic is expected to 

serve well in functional mapping at higher level neural learning. 

Two distinct varieties of type-2 fuzzy sets are widely being used in the literature [50-53], [65-66]. They are well-

known as Interval Type-2 Fuzzy Sets (IT2FS) [50] and General Type-2 Fuzzy Sets (GT2FS) [51]. In classical fuzzy 

sets, the membership function of a linguistic variable lying in [0,1] is crisp, whereas in type-2 fuzzy set, the 

corresponding (primary) membership is fuzzy, as the linguistic variable at a given linguistic value  has a wide range 

of primary membership in [0,1]. GT2FS fundamentally differs from IT2FS with respect to secondary (type-2) 

Membership Function (MF). In GT2FS, the secondary membership function takes any value in [0, 1], whereas in 

IT2FS the secondary membership function is considered 1 for all feasible primary memberships lying within a 

region, referred to as Footprint of Uncertainty (FOU), and is zero elsewhere. Because of its representational 

advantages, GT2FS can capture higher degrees of uncertainty [52], however at the cost of additional computational 

overhead. Here, a special type of GT2FS, called vertical slice [53], is used to design  a novel algorithm for functional 

mapping between pre-frontal to parietal lobe and parietal lobe to hand-drawn object-geometry. 

The paper is divided into seven sections. Section II provides the system overview. In Section III, principles and 

methodology are covered in brief. Section-IV deals with experiments and results. Biological implications of the 

experimental results are summarized in Section V. Performance analysis by statistical tests is undertaken in Section 

VI. Conclusions are listed in Section VII. 

II. SYSTEM OVERVIEW 

This section provides an overview of the proposed type-2 fuzzy deep brain learning network (DBLN), containing 

four stages of functional mapping, shown in Fig. 1 (a).  The input-output layers of each functional mapping module 

are explicitly indicated in Fig. 1(b). The geometric features of an object, to be reconstructed, are assigned at the first 

Fig. 1.(b) The Model used in 4-stage mapping of the DBLN, explicitly showing the input and the output features of each module 
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(input) layer of the proposed feed-forward network architecture (Fig. 1(b)). These features are obtained from the gray 

scale image of the object by the following steps: i) Gaussian filtering with user defined standard deviation to smooth 

the raw gray scale image, ii) Edge detection and thinning by non-maximal suppression [85], here realized with Canny 

edge detection [85], iii) Line parameters (perpendicular distance of the line from the origin, , and the angle  

between the above perpendicular line with the x-axis) detection by Hough Transform [86], iv) Evaluation of  line end 

point coordinates, line length and adjacent sides of the polygon having common vertices and v) computation of the 

angle between each two adjacent lines. The steps are illustrated in the Appendix. The length of the straight line edges 

and angles between adjacent edges are used as the geometric features of the object.     

The weight matrix
npil

w



2,

][W between the first and the second layers represents the weighted connectivity 

between the geometric feature lc of the visually perceived object and the iconic memory response ai, where p denotes 

the number of vertices of the perceived object, and n denotes the number of electrodes placed on the occipital lobe 

(Fig. 1(b)). The second layer (the first hidden layer), thus contains the iconic memory response. The weight matrix 

nnjig  ][ ,G between the second and the third layers represents the connectivity weights between the iconic memory 

response ai and STM response ,jb where i, j{1, n}(Fig. 1(b)). The third (the second hidden) layer thus contains STM 

response ,jb j = 1 to n.  

The parietal lobe used for smart movement-related planning is modeled here by type-2 fuzzy logic for its inherent 

benefit of approximate reasoning (here, functional mapping) in presence of noisy input/output training samples. In 

absence of fuzzy functional mapping, noise present in the training samples acquired from the EEG electrodes, might 

result in unexpected changes in function approximation. Let }1:{ njb
j

 and }1:{ nkd
k

  be the one dimensional 

EEG features (average Gamma power) extracted from the pre-frontal and the parietal lobes respectively during the 

STM recall phase of the shape-recognition task. The functional mapping: b1, b2, …,bn dk for all k is developed 

using type-2 Fuzzy sets. Thus the fourth (the third hidden) layer embedded in the DBLN takes care of noisy EEG 

data acquired from the parietal lobe response dk, k = 1 to n. The parietal lobe response to geometric features of the 

recalled/reconstructed hand-drawn object is represented here by one additional module of type-2 fuzzy reasoning. 

The choice of fuzzy mapping here too is ascertained to avoid possible creeping of noise in the mapping function. The 

last (output) layer, thus, contains the geometric features lc  of the reconstructed object. 

The following 3 issues need special mention while undertaking training of the proposed feed-forward architecture.  

1. First, each stage of the proposed functional mapping is trained independently with acquired input and output 

instances of the corresponding layer. The input instance of the first layer is obtained from the object geometry, while 

the same for other layers is obtained from EEG data. The output instance of all excluding the last layer is obtained 

from EEG data, while that of the last layer is obtained from subject-produced drawing of the recalled object. 

2.  The training instances of the first two stages of functional mapping are obtained from the EEG signals acquired 

during the phase of memory encoding. On the other hand, the training instances of the last 2 stages are generated 

from the acquired EEG, during the memory recall phase of the subject. 

3.  After the training of 4 individual stages of mapping is over, two error feedback loops are employed in the model, 

where the inner loop adapts the weights of the short-term memory based on a measure of error in model-predicted 

response with respect to object-shape recalled/drawn by the subject. The outer loop adapts the weights of the iconic 

(visual) memory based on a measure of error of the model predicted response with respect to the desired object-

shape. 

    It is important to mention here that during the encoding of iconic memory and the STM, the subject observes a 2-

dimensional planer object of asymmetric shape (with linear boundaries) for 10 seconds with an intension to 

remember the 2-dimensional geometry of the object for subsequent participation in the memory recall phase. On the 

other hand, during the memory recall phase, the subject recollects the 2-D planar object from his/her memory and 

draws the object on a piece of paper. A brief overview of the layer-wise training of individual stages of Fig. 1 is 

given below. 

1.  For iconic memory encoding, the geometric features of the object (extracted by Hough transform) and average 

Gamma power [20] of the EEG signals acquired from the occipital lobe are used as the input and output respectively 
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of the first stage in Fig. 1, depicting the iconic memory model , 2W [ ] .l i p nw   Let {
l

c : 1 l  2p} be the length and 

the angle/orientation of the p (= 8) bounding straight lines of the object with the horizontal (x-) axis. Let 
i

a{ : 1  i 

n} be the average gamma power, extracted from n (=6) channels during memory encoding. Hebbian learning is 

adopted following [45-46] to initialize the weights of the iconic memory, where the weight , ,l iw  denoting the 

connectivity between l-th object geometric feature  l
c  and i-th occipital brain response ai. (as shown in Fig. 2), is 

given by 

.)(.)(
, ilil

afcfw                                 (1) 

Here, f(.) is Sigmoid-type non-linear function, given by 

nete
netf




1

1
)(                                 (2) 

where }.,{
il

acnet   

2.  For STM encoding, the average Gamma power is extracted from the EEG signals acquired from occipital and pre-

frontal lobes during the visual examination and memorizing process of the 2-dimensinal object presented to the 

subject. Here, n (=6) channels of both the occipital and the pre-frontal lobes are used to establish the connection 

weight matrix nnjig  ][ ,G  representative of the STM by Hebbian Learning, where  

)(.)(, jiji bfafg                             (3) 

and f(.) is the Sigmoid function introduced above. 

3. For functional approximation of the pre-frontal lobe response to parietal lobe response, average Gamma power is 

extracted from the pre-frontal and the parietal lobes during the STM recall phase of the shape-reconstruction task. 

Let }1:{ njb
j

 and }1:{ nkd
k

  be the average Gamma power, extracted from the EEG signal, acquired from 

pre-frontal and parietal lobes respectively. The functional mapping: b1, b2, …,bn dk for all k is here obtained by 

type-2 fuzzy logic. 

4. For functional approximation of the parietal lobe response to shape features of the recalled/reconstructed object, 

the average Gamma power of the EEG signals acquired from the parietal lobe and the geometric features of the 

reconstructed object (extracted by Hough transform) are used as the input and output respectively of the fourth/last 

stage of the proposed model. Considering }1:{ nkdk   and }21:{ plc
l

  to be the parietal EEG features and the 

Fig. 2. Iconic Memory encoding by Hebbian Learning 
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parameters of the drawn object respectively, a type-2 fuzzy mapping is employed to obtain the required mapping: d1, 

d2, …, dn
l

c for all l. 

The training phase of the proposed DBLN system (Fig. 1) constitutes two fundamental steps: i) encoding of W 

and G matrices along with construction of functional mappings: b1, b2, …, bn  dk and d1, d2, …, dn lc  for all k 

and l, and ii) adaptation of W and G matrices by supervised learning. Here, W and G matrices are first encoded using 

Hebbian learning. The functional mappings indicated above are constructed using type-2 fuzzy sets and the 

adaptation of W and G matrices are performed using Perceptron-like learning equation [46]. 

III. BRAIN FUNCTIONAL MAPPING USING TYPE-2 FUZZY DBLN 

Principles of brain functional mapping introduced in Section II is realized here using type-2 fuzzy DBLN with 

feedback loops realized with Perceptron-like learning equation. The section has 5 parts. In Section A, a brief 

overview of IT2FS and GT2FS is given. Section B introduces the realization of functional mappings of i) prefrontal 

to parietal lobe and ii) parietal lobe to object-shape-geometry by a novel type-2 fuzzy vertical slice approach. In 

Section C, the weight adaptation of W and G matrices is carried out by perceptron-like learning. The training and 

testing of the proposed fuzzy neural architecture are presented in Section D and E respectively. 

A. Overview of Type-2 Fuzzy Sets 

Definition 1: A type-1(T1)/classical fuzzy set A [49] is an ordered pairs of a linguistic variable x and its membership 

value ( )A x in A, given by 

{( , ( )) | }AA x x x X                             (4) 

where, X is the universe of discourse. Usually, )(xA  is a crisp number, lying in [0, 1] for any .Xx  

Definition 2: A General Type-2 Fuzzy Set A
~

is given by ]},1,0[,|)),(),,{((
~

~  uXxuxuxA
A

 where x is a linguistic 

variable defined  on a universe of discourse X, u [0,1] is the primary membership and ( , )
A

x u is a secondary MF, 

given by the mapping ( , )
A

x u   where ( , )
A

x u too lies in [0, 1] [51], [76].  

Definition 3: For a given value of x, say ,xx   the 2D plane comprising u and ( )
( )

A x
u  is called a vertical slice of 

the GT2FS [53]. 

Definition 4: An Interval Type-2 Fuzzy Set (IT2FS) [51] is a special form of GT2FS with ),(~ ux
A

 = 1, for x X and 

u[0, 1]. A closed IT2FS (CIT2FS) is one form of IT2FS where { [0,1] | ( , ) 1}x A
I u x u   is a closed interval for 

every x X [76].  Here, CIT2FS is used throughout the paper. All IT2FS mentioned in this paper are CIT2FS. 

However, they are referred to as IT2FS as done in most of the literature [76]. 

Definition 5: The Footprint of Uncertainty (FOU) of a type-2 Fuzzy set (T2FS) A
~

 is defined as the union of all its 

primary memberships [76]. The mathematical representation of FOU is 


Xx

x
JA



)
~

(FOU                        (5) 

where, }.0),(],1,0[|),{( ~  uxuuxJ
Ax  FOU is a bounded region, which represents the uncertainty in the primary 

memberships of the T2FS. 

Definition 6: An embedded fuzzy set Ae(x) is an arbitrarily selected type-1 MF lying in the FOU, 

i.e., .,)( XxJxA
xe

  

Definition 7: The embedded fuzzy set, representing the upper bound of FOU( A
~

) is called the upper membership 

function (UMF) and it is denoted by FOU( )A (or ( ))
A

x , Xx [76]. Similarly, the embedded fuzzy set, representing 

the lower bound of FOU( A
~

), is called the lower membership function (LMF) and is denoted as FOU( )A  (or ( ))
A

x , 

Xx . More precisely, 
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):)(()
~

(FOU)()
~

(UMF ~ XxxAMaxAxA
eA

           (6) 

and    ):)(()
~

(FOU)()
~

(LMF ~ XxxAMinAxA
eA

           (7) 

B. Type-2 Fuzzy Mapping and Parameter Adaptation by Perceptron-like Learning 

This section attempts to construct the functional mappings for i)prefrontal to parietal and ii) parietal to object-shape 

geometry using the acquired EEG signals from the selected brain lobes. The EEG signals acquired are usually found 

to be contaminated with stochastic noise due to non-voluntary motor actions like eye-blinking and artifacts due to 

simultaneous brain activation for concurrent thoughts [58]. Very often the noise and the desired brain signals have 

overlapped frequency spectra, thereby making filtering algorithms inefficient for the targeted application.  Naturally, 

the superimposed stochastic noise yields erroneous results in mapping, if realized with classical mapping techniques, 

such as neural functional approximation [55-56], nonlinear regression [57] and the like. Fuzzy logic has shown 

promising performance in functional mapping in presence of noisy measurements because of their inherent 

nonlinearity in the MFs (Gaussian/Triangular) [78]. The effect of measurement noise in functional mapping is 

reduced further in T2FS [77] because of its characteristic to handle intra-personal level uncertainty due to the 

presence of stochastic noise. These works inspired the authors to realize the brain mapping functions using IT2FS 

and one vertical slice approach [53] of GT2FS. In addition to type-2 fuzzy mapping, parameter adaptation of the 

mapping function is also needed to attain optimal performance. 

B.1 Construction of the Proposed Interval Type-2 Fuzzy Membership Function (IT2MF):  Let U and V be the 2 brain 

signals, acquired from two distinct brain lobes, during the memory recall phase.  Considering a time-duration of 30 

seconds for drawing the object from the STM, and a sampling rate of EEG = 5000 samples/second, the total number 

of EEG samples acquired from each brain region = 5000 × 30 = 1,50,000. These total number of samples (i.e., 

1,50,000 samples), obtained over the duration of 30 seconds, are divided into 30 time-slots of equal length of 5000 

samples each. The Power Spectral Density (PSD) in gamma frequency band (30-100 Hz) is then extracted for each 

time slot. The PSD over a slot is then described by a Gaussian MF: Ԍ (μ, σ2) with μ and σ2 representing the mean and 

variance of the PSD of 5000 samples over the slot. The MF: ),(x
iA  where Ai = Close-to-center of the support [49] of 

the MF and x = PSD, represents that power is close to mean value of the PSD over 5000 samples. Thus for 30 time-

slots, 30 type-1 Gaussian MFs: A1, A2, …,A30 are obtained. The following 2 steps are performed to construct the 

IT2FS (Fig. 3(b)) [ ( ), ( )]
AA

A x x  from the 30 type-1 Gaussian MFs. 

xxxxMinx AAAA
 )],(...,),(),([)(

3021
~           (8) 

xxxxMaxx AAAA
 )],(...,),(),([)(

3021
~           (9) 

where, ( )
A

x and  ( )
A

x  respectively denote the LMF and the UMF of the said IT2FS x is .A In order to maintain the 

convexity criterion [59] of IT2FS, the peaks of the Type-1 MFs are joined with a straight line of zero slope, resulting 

in a flat-top approximated IT2FS (see Fig. 3(c)). 

 

B.2 Construction of IT2FS induced Mapping Function: To design the mapping function between 2 brain lobes, the 

EEG signal is acquired from both the lobes simultaneously during a learning epoch. Let ),(1 tx ),(2 tx …, )(txn  and 

),(1 ty ),(2 ty …, )(tyn  be the gamma power extracted from n electrodes of a source lobe and n electrodes of a 

destination lobe respectively during the learning epoch. The IT2MFs ix  is iA
~

 for i = 1 to n and jy  is ,
~

jB  for j = 1 to 

n (see Fig. 4) are obtained by the technique introduced in section B.1. 

Fig. 3. Computation of flat-top IT2FS: (a) type-1 MFs, (b) IT2FS 

representation of the type-1 MFs, (c) Flat-topped IT2FS 
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Now let ii xx   for i = 1 to n be a sample measurement (here, average Gamma power). To map ,11 xx   ,22 xx   

…, nn xx   to ,
jj

yy  the following transformation is used.  

)(t...t)(t)( ~2
2

~1
1

~ n
nAAA

xxxSUF               (10) 

)(t...t)(t)( ~2
2

~1
1

~ n
nAAA

xxxSLF           (11) 

where, )(~ i
jA

x  and )(~ i
jA

x  are the upper membership function (UMF) and lower membership function (LMF) of 

)(~ i
iA

x  at .
ii

xx   In (10) and (11), the t-norms [49] are computed sequentially in order of their appearance from 

the left to the right. To control the area under the IT2FS ,
~

j
B  the following transformations are used. 

                       , for 1 to .j jUFS UFS j  n        (12) 

.to1for, n jSLFLFS jj       (13) 

Here, jUFS  and jLFS  are the firing strength of the selected rule, and j  and j  are two control parameters used to 

adapt the area under the consequent membership function (MF) jy  is .
~

jB The IT2 inference is obtained as 

jj
jBjj

jB
yyUFSy 


),()( ~~             (14) 

and           .),()( ~~
jj

jBjj
jB

yyLFSy 


           (15) 

The IT2FS consequent ,
~

jB   represented by )](),([ ~~
j

jBj
jB

yy   is next defuzzified by a proposed Average (Av.) 

Defuzzification Algorithm to obtain the centroid C, given by  

.~
ofUMFtheofSupport

~
consequenttheofArea

j

j

B

B
C




          (16) 

),( 1~
1,

ux
jA

  

Av. Defuzzification 

Fig. 4. Adaptation of the IT2FS induced mapping function by Perceptron-like learning 
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Let, .Cy j  Also, let jy  be the desired value. The following steps are used next to adapt the control parameters 

j
  and j  to control the area under the FOU of the inference. 

Let, ,
jjj

yy                               (17) 

For ,0
j

  

| | , where ,

| | , where ,
j j j j j

jj j j j

UFS

LFS

      
      

  
  

(18) 

For ,0
j

  

, where ,

, where ,
j j j j j

jj j j j

UFS

LFS

      
      

  
  

        (19) 

where 0 1.  The adaptation of 
j

  and j  is done in the training phase. After the training with known ]...,,,[
21 n

xxx  

and ]...,,,[ 21 nyyy  vectors is over, the weights 
j

  and 
j  are fixed forever and may directly be used in the test 

phase. 

)(
)1(1,

~ u
xjA

  

u 

Fig. 6. GT2FS based mapping adapted with Perceptron-like learning 
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B.3 Secondary Membership Function Computation of 

Proposed GT2FS: Consider the rule: If 1x  is 
1

~
A  and 2x  is 

2
~
A  and … and nx  is 

nA
~  Then jy  is .

~
jB  Here, ix  is iA

~
for 

i= 1 to n are GT2FS-induced propositions and jy  is jB
~

 denotes an IT2FS consequent MF. Here, the secondary MFs 

with respect to the primary memberships at given ii xx   of the GT2FS proposition are represented by a vertical slice 

[53]. Let )(
)(

~ u
ixiA

 be the secondary MF for the ith antecedent proposition ix  is .
~

iA  Given the measurements ii xx   

for i = 1 to n, the vertical planes representing secondary memberships )(
)(

~ u
ixiA

  at ii xx   are identified. Let the 

primary membership u at ii xx   is spatially sampled as u1, u2, …, um. Given the contributory primary memberships, 

which jointly comprise the FOU, the secondary MF at a given value of the linguistic variable ii xx   is computed 

using the following steps. 

1. Divide the interval [0, ]mu  at ii xx   into equal sized intervals ,u such that each interval contains at least one type-

1 primary membership (see Fig. 5). 

2. Count the number of primary memberships that cross the intervals ,011  uu ,122 uuu   …, 

1 mmm uuu at .ii xx  Let 
1 2, ,..., mv v v be the respective counts for the intervals ....,,, 21 muuu   

3. Obtain the secondary MF at the mid-points of the intervals:
21

r
r

u
u


  by using (20) for r =1 to m.  

}to1:{Max21)(
~

mrv

vu
u

r

rr
r

ixA 




















               (20) 

This is illustrated in Fig. 5, where the numbers of type-1 memberships that cross the intervals 
654

and, uuu  for 

instances at ixix  respectively are 1, 3 and 4. Therefore, ,25.0
4

1

2

4
3)(

~ 

















u
u

ixA


  75.0

4

3

2

5
4)(

~ 

















u
u

ixA


  and 

.1
4

4

2

6
5)(

~ 

















u
u

ixA


  

4. Compute the centroid of the vertical slice by using the centre of gravity method and declare it as the contribution 

of the primary membership (CPM) of the fuzzy proposition: 
i

x  is ,
~
iA  in the firing strength computation of the rule. 

The CPMi for 
i

x  is A
i
is obtained as  

1 

Fig. 5. Secondary Membership Assignment in the proposed GT2FS based 

mapping technique 
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

















ix

ix

Ju

i

Ju

i

i
ux

uux

CPM
),(

).,(





                       (21)     

B.4 Proposed General Type-2 Fuzzy Mapping: The following transformations are performed to compute the GT2 

inference (depicted in Fig. 6): 

1. Compute the smallest possible firing strength of the rule j by taking the minimum of the CPMs of all the fuzzy 

propositions in the antecedent. Thus, the Lower Fixed Firing Strength (LFFS) of rule j is obtained 

as ,
1

i

n

i
j CPMLFFS


 where 

n

i 1
 denotes cumulative AND (Min) operator. 

2. Compute the largest possible firing strength of the rule j by taking the maximum of the CPMs of all the fuzzy 

propositions in the antecedent. Thus, the Upper Fixed Firing Strength (UFFS) of rule j is obtained as 

,
1

i

n

i
j CPMUFFS


  where 

n

i 1
  denotes cumulative OR (Max) operator. 

3. Next, j  and j  are introduced to control the area under the consequent FOU. The following transformation is 

used to control the area under the MF of j
y  is .

~
j

B  Let 

.to1for, n jUFFSUFS jjj   (22) 

and .to1for, n jLFFSLFS jjj    (23) 

where, j  and j are scalar parameters. The IT2 inference is obtained by (14) and (15). Next, the IT2FS consequent 

jB 
~

 is de-fuzzified by the Average (Av.) de-fuzzification algorithm, defined by (16), to obtain the centroid C. 

The area under the secondary MF of )('~ j
jB

y is controlled by the proper choice of 
j

  and .j The perceptron-like 

learning algorithm is used to adapt 
j

  and .j  The adaptation process is similar to that in IT2FS (equation (18) and 

(19)), where SUF   and SLF  are replaced by UFFSj and LFFSj respectively. The training phase ends after adaptation of 

j
  and .j In the test phase, 

j
 and j

  are fixed as obtained in the training phase. Only the vectors ]....,,,[
21 n

xxx  are 

produced, and the result of mapping, i.e., 
j

y  is predicted. 

C. Perceptron-Like Learning for Weight Adaptation 

The STM plays an important role in retrieval and reconstruction of the shape of objects perceived by visual 

exploration. Here, we propose a multi-stages DBLN, where the stages of the network represent different mental 

processes. Fig. 1(b) provides the architecture of the complete system. For example, the first stage, symbolizing the 

iconic memory (IM), represents the mapping from the shape-features of the object to the acquired EEG features of 

the occipital lobe (Fig. 1(a)). The second stage symbolizing the STM represents the mapping from the occipital lobe 

to the pre-frontal lobe. The third stage symbolizes the brain connectivity from the pre-frontal lobe to the parietal lobe 

using T2FS. The last stage describes the mapping from the parietal layer to reproduced object shape, and is also 

realized by T2FS. Two feedbacks have been incorporated in the system shown in Fig. 1(b), where the inner feedback 

loop is used to adapt the weight matrix ][ , jigG  using a perceptron-like supervised learning algorithm.  The 

perceptron-like learning algorithm is selected here for its inherent characteristics of gradient-free and network-

topology independent learning.  The above selection-criteria are imposed to avoid gradient computation over 

functions involving Max ( ) and Min () operators in the feed-forward network. After each learning epoch of the 

subject, the weight matrix G = ][
, ji

g is adapted following  
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                     ,
,,, jijiji

ggg   

where,     ,,,..
,

jiaEg
iji

                  (24)   

Here, the error norm E is defined by 

|,ˆ||ˆ||ˆ|
11

2

1

2

1
q

p

q
qq

p

q
q

p

l
ll

p

l
l ssLLcceE  



      (25) 

where, 
q

L̂ is the length of the line q in the object shape drawn by the subject and 
q

L  is the length of the line q in the 

model-generated object shape. Similarly, 
q

ŝ is the angle of the line q with respect to the x-axis in the hand-drawn 

object shape, and 
q

s  is the angle of the qth line with respect to the x-axis in the model-produced object shape. It is 

important to note that E measure is taken only when the reproduced object has p vertices like the original object, else 

the learning epoch is dropped. 

     After the error norm E converges within a finite limit 
1

 (=10-2say),  we leave the weight matrix without further 

adaptation, and attempt to adapt the weight matrix W using the outer feedback loop in Fig. 1. Here, too we employ 

Perceptron-like learning algorithm. The error vector here represents the difference between the model-produced 

object geometric features and the actual object geometric features. The weight adaptation is given by  

,
,,, ililil

www                               (26) 

where,           ,,,. '

,
ilcEw

lil
                             (27) 

Here, |,|||||
11

2

1

2

1

'
q

p

q
qq

p

q
q

p

l
ll

p

l
l ssLLcceE  



 (28) 

where, 
q

L and 
q

s  are the length and angle (with respect to x-axis) of the line q in the actual object shape. The 

learning phase stops when 'E approaches a small positive number, however small 
2

 (10-3). 

D. Training of the Proposed Shape-Reconstruction Architecture 

The training algorithm is presented below.   

Training of Hebbian Learning and Type-2 Fuzzy Logic Induced DBLN  

 

Input: Object Geometry ],[
l

c where { , : 1to },l q qc L s q p   EEG features (average gamma power) ][and][
ji

ba and 

[ ]kd extracted from the occipital, pre-frontal and parietal lobes respectively. 

Output:Converged W and G matrices and T2 fuzzy mapping functions:  

b1,b2, …, bm dk and d1, d2, …, dm .and, lkc
l
  

 

Begin 

I. Initialization: 

(i) Use Hebbian learning to obtain initial values of ],[
, il

w where 

ilafcfw
ilil

and)(.)(
,

 . 

(ii) Initialize 
,[ ],i jg where  

jibfafg
jiji

and)(.)(
,


 

Here, f(.) is Sigmoid-type non-linear function. 

II. Type-2 Fuzzy Mapping Function Construction between pre-frontal and parietal lobes: 
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Construct IT2/GT2 mapping function b1,b2, …,bm dk for k  to realize pre-frontal to parietal functional 

connectivity. Given kd  as the target feature, compare error ,kkk dd   and adapt parameters k and 
k using (18)-

(19) until k and
k are less than predefined real value (=10-2). 

III.Type-2 Fuzzy Mapping Function Construction between parietal lobe features and reproduced object 

shape geometric features: 

Construct IT2/GT2 mapping function d1, d2, …,dn lc
l
, for to realize parietal to reproduced object shape 

geometry functional connectivity. Given 
l

ĉ as the target feature, compare l by (17) and adapt parameters l and 

l using (18)-(19), until l and 
l are less than predefined real value (=10-2). 

IV. G matrix Adaptation: 

This step involves a) computation of 
,l

c  b) Computation of error E, and c) adaptation of G matrix using the error E. 

Let ]ˆ[
l

c and ][
l

c be the geometric features of the reproduced and model-produced object geometric features 

respectively.  

a) Compute 
l

c by the following steps.  

i) Compute iconic memory response 
i

a  from the object-shape parameters 
l

c for l= 1 to 2p by the following 

transformations:  

(1 ) 1 2 2[ ] [ ] . ,i n l p ( p n)a c  
  W  

.to1for)( niafa
ii

  

ii) Compute Pre-frontal response ,
j

b   j = 1 to n, by the following transformations: 

(1 ) 1[ ] [ ] . ,
( )

Gj n i n n nb a  
   

.to1for)( njbfb
jj

  

iii) Compute parietal response 
k

d   for k = 1 to m from the computed prefrontal response by IT2/GT2 fuzzy 

mapping, introduced in section III. 

iv) Compute predicted object-shape parameter 
l

c for l=1 to 2p by IT2/GT2 fuzzy mapping, introduced in section 

III.  

a) Compute error 
lll

cce  ˆ for l= 1 to 2p. 

b)  Use Perceptron-like learning algorithm to adjust weights 
ji

g
,

by the following steps. 

i) .,,..
,

jiaEg
iji

   

ii) .,,
,,,

jiggg
jijiji

  

iii) Repeat from step (i) until ,
1
E for some small positive real number .

1
  

Here, the sign of E determines the increase/decrease in 
ij

g  as desired.  

V) W-matrix Adaptation 

Let [ ]lc and [ ]lc be the geometric features of the original and model-produced object geometric features respectively. 

Compute 
l l le c c  and use perceptron-like learning given by ,. '

, lil
cEw  for all l and i. The sign of 'E determines 

increase/decrease in 
il

w
,

  as desired. Continue 
il

w
,

adaptation until 'E  is less than a predefined threshold δ2. 

b) Return 
npil

w



2,

][W ,l i and ,[ ]G i j n ng  , .i j  

End. 
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To confirm that the brain response obtained is due to neurons participating as memory, the negativity of N400 [73] is 

checked after each learning epoch. It is important to mention here that the decreasing negativity of N400 is observed 

with increasing learning epochs for the same training object. Details of N400 signal processing is available in [61]. 

E. The Test Phase of the Memory Model 

Once the training phase is over, the network may be used for reproduction of the model-generated object shape for a 

given input object shape.  Here, the geometric features [cl] for l= 1 to 2p for integer p, and the converged W matrix, 

G matrix and pre-constructed Type-2 Mapping function are used as input of the algorithm. The algorithm returns 

computed geometric features [ ]lc of the object presented to the subject for visual inspection. The steps (i) to (iv) under 

step IV.a) of the training algorithm are executed to obtain [ ]lc from [cl] for l= 1 to 2p. 

 

IV. EXPERIMENTS AND RESULTS 

A. Experimental Set-up 

A 21-channel EEG system manufactured by Nihon Kohden has been employed for the present experiments. Here, 

earlobe electrodes A1 and A2 are used as the reference and the Fpz electrode as the ground.  Further, 6 electrodes are 

selected from each of the occipital, pre-frontal and the parietal lobes to test the mapping of EEG features from the 

occipital to  the pre-frontal lobe during STM encoding and later from the pre-frontal to the parietal lobes during the 

memory recall phase. The 10-20 electrode placement [62] (Fig. 7) is used in the present experimental set-ups, and the 

PSD in the gamma band (30-100 Hz), called gamma power [20], is used as the feature for each channel. All 

experiments are performed using MATLAB-16b toolbox running under Windows-10 operating system on Intel 

Octacore processor with clock speed 2 GHz and RAM 64 GB. 

Fig. 7. 10-20 electrode placement system (only the blue circled 

electrodes are used for the present experiment) 

Fig. 8. Stimulus preparation  
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Experiments are undertaken on 35 subjects in the age group 20-30 years. 30 of the 35 members are healthy, while 

the remaining 5 are suffering from memory impairment (2 suffering from temporal lobe epilepsy and 3 suffering 

from Alzheimer’s disease with pre-frontal lobe amnesia). Each subject is advised to take a comfortable resting 

position with arms on the armrest to avoid possible pick-ups of muscle artifacts. During the encoding phase, objects 

of asymmetric shapes, similar to the one shown in Fig. 1, are used as visual stimuli for the STM of the subject. The 

subject is advised to remember the object-shape, presented to him/her as a visual stimulus for 10 seconds (Fig. 8). 

The EEG signals are acquired from the occipital and the pre-frontal lobes at the end of this 10 seconds interval. Next, 

during the recall phase, the subject is asked to draw the object-shape from his STM. EEG is then acquired from all 

the electrodes, and common average referencing [80] is performed to eliminate the artifacts due to hand movements 

in drawing. In order to examine the effect of repeated STM learning, the same visual stimulus is presented after a 

time-delay of 60 seconds (Fig. 8). The STM learning is repeated -times ( ≥1) until the learnt object shape matches 

with the sample object. The steps narrated above are performed repeatedly for 10 different asymmetric object shapes 

(as shown in Fig. 9), for each of the 35 subjects. The object shapes are presented in the Fig. 9 with increasing shape 

complexity. 

B. Experiment 1 (Validation of the STM model with respect to error metric ξ) 

The motivation of this experiment is to compare the model-produced G matrices over successive trials with the same 

object-shape on the same subject. An error metric ξ is introduced  to measure the relative difference between the G 

matrices of successive trials, where ξ is computed by 

,
),(

||

,,

,,
 






i j jiji

jiji

ggMax

gg
                           (29)   

where, jig , and jig , are the STM weights obtained from two successive learning trials. The reproduced object-shape 

after each trial and the corresponding error metric are given in Table-I for one healthy subject S3 with the best STM 

performance. 

TABLE I. VALIDATION OF THE STM MODEL WITH RESPECT TO ξFOR 2 OBJECTS 

Original 

2D object 

shape 

Reproduced object shapes with the 

evaluated   

Trial 1 Trial 2 Trial 3 

 

 

 

(  = 3.91) 
 

(  = 1.91) 
(  = 

0.13) 

 

 

 

(  = 2.62) 

 

 

(  = 1.18) 

 

 

(  = 

0.02) 

TABLE II. ERROR METRIC ξ FOR MORE COMPLEX SHAPE 
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2D asymmetric 

object shape as 

appearing in the 

visual stimulus 

of subject s 

2D 

asymmetric 

object shape 

as drawn by 

the subject s 

Error 

metric ξ 

  5.19 

 4.34 

 1.02 

 0.06 

 

 

It is apparent from Table-I that the error ξ is gradually decreasing with shape-similarity of  reproduced shape by 

the subject with the desired one.  Further, with increasing shape-complexity, more number of trials is needed to 

retrieve the original shape.  Table-II provides the error metric for a more complex shape than those given in Table-I. 

C. Experiment 2 (Similar encoding by a subject for similar input object-shapes) 

 The motivation of the experiment is to match the similarity of the STM encoding for similar visual input stimuli. As 

the STM encoding is here represented by the weight matrix G, the similarity in STM encoding is measured by 

matching the similarity in the weight matrix G for similar input instances. It is apparent from Table-III that for 

similar visual stimuli submitted to a subject, there is a commonality/closeness in the respective positions of the 

obtained G matrices. The common/similar part of the weight matrix G for similar input instances is enclosed by a 

firm box in Table-III. In the measurement of commonality, a difference of 5|ˆ| ,,,  jijiji ggg is allowed, where 

jig ,  and jig ,ˆ denote the STM weights for 2 objects of similar geometry. 

 

 

 

 

 

 

 

 

   

  

 

  

(1) (2) (3) (4) (5) 

(6) (7) (8) (9) (10) 

Fig. 9. 10 objects (with sample number) used in the experiment with 

increasing shape complexity 
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TABLE III. STM MODEL G FOR SIMILAR BUT NON-IDENTICAL OBJECT SHAPES 

Inpu

t 

obje

ct 

shap

e 

  

STM 

mod

el 

G 

























25419244518098

7611721051526278

21982841204552

1279051421747

136413614012019

437222939013

 



























21419141498198

4181721061516376

15983841194452

779250827264

46131622429811

5438829103129190

 

D. Experiment 3 (Study of subjects’ learning ability with increasing complexity in object shape) 

In Fig. 10, the STM performance of arbitrarily chosen 5 healthy subjects (out of 30) with increasing object 

complexity, are depicted by evaluating the time required to completely reconstruct the object by a subject. The 

average performance of all 30 subjects are shown by red solid line. It is apparent from the figure that the curve has an 

approximate parabolic form, indicating an increase in learning time with increased object complexity. 

 

E. Experiment 4 (Convergence-time of the weight matrix G for increased complexity of the input shape stimuli) 

This study aims at examining the time required for convergence of the G matrix for increased complexity of the visual 

shape stimuli.  The shape-complexity is here measured by the number of vertices plus the number of connecting lines 

in the object geometry. On the other hand, the converegence-time is measured by the error metric ξ defined in (29). In 

Table –IV, objects of 3 distinct shapes of increasing shape-complexity (SC) are shown. In Table-IV, the shape 

complexity of the i-th object is denoted by SCi  for i = 1 to 3. The converegence of the G matrix for each of the 3 

objects are presented in Fig. 11. It follows from Fig. 11 that the converegence-time in G matrix increases with 

increasing shape-comlexity. 
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Fig.10. Learning ability of the subject with increasing shape complexity  
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TABLE IV. OBJECT SHAPES ACCORDING TO THE INCREASED SHAPE COMPLEXITY (SC1 < SC2< SC3 ) 

Shape 

Comple

xity 

SC1 SC2 SC3 

2D 

asymme

tric 

object 

shapes  

 

 

 

 

 

 

 

 

 

 

F. Experiment 5 (Abnormality in G matrix for the subjects with brain impairment) 

Here, the experiment is performed on 2 groups of subjects: people with i)temporal lobe epilepsy (Fig. 12(a)), 

ii)Alzheimer’s disease/amnesia with impairment in pre-frontal regions (Fig. 12(b)). Here, the same input shape-

stimulus is submitted to the subject in 3 separate experiments performed on 3 different dates with a gap of 10 days 

between 2 consecutive experiments, and the convergence in G matrix is determined in terms of the error metric .'E  

 
    A similarity measure in the G matrix after convergence  for the  above 3 experiments on the same subject is 

ascertained. It is observed from Fig. 12(b) that the G matrices obtained after convergence have least similarity for 

people with Alzheimer’s diesease with pre-frontal impairment. However, people with temporal lobe epilepsy have 

similarity in the converged G matrices for 3 experiments (Fig. 12(b)), as happens to be for normal/healthy subjects.  

The G matrices for two persons (one with prefrontal lobe Amnesia, and one with temporal lobe eplilepsy), obtained 

after converegence of 3 experiments are illustrated in Fig. 12(a) and (b), where the regions (area) of converegence in 

the G matrices for 3 experiments are indicated by hatched lines. It is apparent from Fig. 12(a) that the commonality 

in the converged areas in G matrix for patients with Prefrontal lobe Amnesia  is insignificantly small. The 

dissimilarity in the G matrix (represented in blue) may be used as a measure of degree of STM impairment.  

V. BIOLOGICAL IMPLICATIONS 

To compute the intra-cortical distribution of the electric activity from the surface EEG data, a special software, called 

eLORETA (exact Low Resolution brain Electromagnetic TomogrAphy) [63] is employed. The eLORETA is a linear 

(a) 

(b) 

Experimental 

Day1 

Experimental 

Day 2 

Experimental 

Day 3 

Experimental 

Day1 

Experimental 

Day 2 

Experimental 

Day 3 

Fig. 12. Dissimilar Region of the G matrix in successive trials obtained for 
(a) a patient with pre-frontal lobe amnesia and (b) a patient with temporal 

lobe epilepsy 

Fig.11. Convergence of the error metric ξ (and weight matrix G) over time 

with increased shape complexity  
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inverse solution method capable of reconstructing cortical electrical activity with correct localization from the scalp 

EEG data even in the presence of structured noise [64]. For the present experiment, the selected artifact-free EEG 

segments are used to evaluate the eLORETA intracranial spectral density in the frequency range 0-30 Hz with a 

resolution of 1 Hz.  As indicated in Fig. 8, the entire experiment for a single trial is performed in 60 seconds (60,000 

ms), comprising 10 seconds for memory encoding and 50 seconds for memory recall. The 60 seconds interval is 

divided into 600 time-frames of equal length (100ms) by the e-LORETA software. In addition, the negativity of 

N400 [73] is checked after each learning epoch to confirm that the brain response obtained is due to neurons 

participating in STM learning. 

The following biological implications directly follow from the eLORETA solutions and the negativity of the 

N400 signal. 

1. Fig. 13 provides the eLORETA solutions for the source localization problem during memory encoding and recall 

phases. It is observed from the eLORETA scalp map (Fig. 13) that the electric neuronal activity is higher in the 

occipital region for the first two time frames, demonstrating the iconic memory (IM) encoding of the visually 

perceived object-shape for approximately 200 ms duration. For the next 90 time-frames (9000 milliseconds), the pre-

frontal cortex remains highly active, revealing the STM encoding during this interval of time.  In the remaining time 

frames, a significant increase in current density is observed in the pre-frontal and parietal cortex bilaterally, which 

signifies the involvement of these two lobes in task-planning for the hand-drawing.  

2. To check the N400 Repetition effect [74] during 

STM learning, each subject is elicited with the same 

object-shape repetitively until she learns to reproduce the 

original shape presented to her, and the N400 pattern is 

observed during each learning stage. It is observed that the 

N400 response to the first trial exhibits the largest 

negative peak with decreasing negativity in successive 

trials.  Fig. 14 represents the N400 dynamics over 

repetitive trials for the same subject stimulated with the 

same stimulus. Simultaneously, the eLORETA solutions, 

represented by topographic maps in Fig. 14, indicate the 

increasing neuronal activity in the pre-frontal cortex during the learning phase. 

 

3. The N400 negativity with increased complexity in shape learning, also increases at a given learning epoch. The 

increased negativity in N400 for the shapes listed in Table-IV are shown in Fig. 15. 

 

Fig. 14. N400 repetition effects along with eLORETA solutions for 
successive trials: (a) trial 1 (b) trial 2 and (c) trial 3 

 

A: Anterior 

B: Middle 

C: Posterior 

A: Anterior 

B: Middle 

C: Posterior 

Fig. 13. eLORETA tomography based on the current electric density 
(activity) at cortical voxels 
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VI. PERFORMANCE ANALYSIS 

This section provides an experimental basis for performance analysis and comparison of the proposed Type 2 Fuzzy 

Set (T2FS) induced mapping techniques with the traditional/existing ones. Here too the performance of the proposed 

and the state-of-the-art algorithms have been analyzed using MATLAB-16b toolbox, running under Windows-10 on 

Intel Octacore processor with clock speed 2 GHz and 64 GB RAM. 

TABLE V. COMPARISON OF
'E OBTAINED BY THE PROPOSED MAPPING METHODS AGAINST STANDARD MAPPING 

TECHNIQUES 

Mapping 

technique used in 

the last 2 stages  

of the Training 

Network 

'E  

Run-time of the 

Training 

algorithm in a 

IBM PC Dual-core 

Machine 

Proposed GT2FS  0.033 92.15milliseconds 

Proposed IT2FS 0.062 34.23 milliseconds 

Vertical slice 

GT2FS [53] 
0.081 94.62 milliseconds 

Z slice GT2FS [51] 1.00 95.17 milliseconds 

Z slice GT2FS [52] 1.001 95.51 milliseconds 

SA-GT2FGG [65] 0.98 95.97 milliseconds 

GT2FS [66] 1.40 96.87 milliseconds 

IT2FS [66] 2.59 37.66 milliseconds 

Type-1 Fuzzy Sets 7.62 36.34 milliseconds 

LSTM [67] 4.59 120 milliseconds 

CNN [68] 4.70 114 milliseconds 

Polynomial 

Regression 

of order 10 

4.95 101.40milliseconds 

Polynomial 

Regression 

of order 20 

4.70 101.30milliseconds 

Polynomial 

Regression 

of order 25 

4.00 120.20milliseconds 

SVM with 

polynomial Kernel 
3.21 54.23 milliseconds 

SVM with 

Gaussian Kernel 
3.001 53.87 milliseconds 

BPNN 4.011 65.33 milliseconds 

Fig. 15. Increasing N400 negativity with increasing shape complexity 

Time in ms 

A
m

p
li

tu
d

e 
in

 µ
v
 

SC1 < SC2< SC3 



 

Page 21 of 29 

 

A. Performance Analysis of the proposed T2FS methods 

To study the relative performance of the proposed Type-2 fuzzy mapping techniques with the existing methods, the 

error metric 'E and runtime of the training algorithm are used for comparison. During comparison, the type-2 fuzzy 

model present in the last 2 stages of the training and the test model only are replaced by existing deep learning or 

other models. The rest of training and testing are similar to the present work.   Table-V includes the results of 
'E obtained by the 2 proposed  T2FS based mapping techniques against traditional type-1 and type-2 fuzzy [51-

53],[65-66] algorithms, standard deep learning algorithms, including Long Short-Term Memory (LSTM) [67] and 

Convolutional Neural Network (CNN) [68], and traditional non-fuzzy mapping algorithms including N-th order 

Polynomial regression [75] of the form:
1

N
i

i
i

P q z



 for real iq ,  Support Vector Machine (SVM) with polynomial 

Kernel [69], SVM with Gaussian Kernel [70] and the Back Propagation Neural Network (BPNN) [71], realized and 

tested for the present application. The experiment was performed on 35 subjects, each participating in 10 learning 

sessions, comprising 10 stimuli, covering 35 ×10 ×10 = 3500 learning instances. It is observed from Table-V that the 

proposed GT2FS based mapping technique outperforms its nearest competitors by an 'E of ~ 1.5%. In Table-V, we 

also observe that the IT2FS based mapping technique takes the smallest run- time (~34 ms), when compared with the 

other mapping methods. In addition, the proposed GT2FS-based method requires 92.15 ms, which is comparable to 

the run-time of most of the T2FS techniques. 

B. Computational Performance Analysis of the proposed T2FSmethods 

Computational performance of T2FS induced mapping techniques is generally determined by the total number of t-

norm and s-norm computations [65]. In the computational complexity analysis, given in Table VI, the order of 

complexity of each technique is listed, where n is the number of GT2FSs (i.e., number of features), M is the number 

of discretization in the y axis and I is the number of z-slices (considered only in the existing z-slice based 

approaches). 

TABLE VI. ORDER OF COMPLEXITY OF THE PROPOSED T2FS ALGORITHMS AND OTHER COMPETITIVE MAPPING 

TECHNIQUES 

T2FS based Mapping 

Algorithms 

Order of 

Complexity 

Proposed IT2FS O(n) 

Proposed GT2FS O(M.n) 

Vertical slice GT2FS [53] O( nM ) 

Z slice GT2FS [51] O(M.n.I) 

Z slice GT2FS [52] O(M.n.I) 

C.Statistical Validation using Wilcoxon signed-rank test 

A non-parametric Wilcoxon signed-rank test [72] is employed to statistically validate the proposed mapping 

techniques using 'E as a metric on a single database, prepared at Artificial intelligence Laboratory of Jadavpur 

University.  Let, Ho be the null hypothesis, indicating identical performance of a given algorithm-B with respect to a 

reference algorithm-A. Here, A = any one of the two proposed type-2 fuzzy mapping techniques and B = any one of 

the 7 algorithms listed in Table VII. To statistically validate the null hypothesis Ho, we evaluate the test statistic W by 

].)[sgn(
1

,, i

rT

i
iBiA rEEW 



                  (30) 

where iAE , and iBE ,  are the values of ,'E  obtained by algorithms A and B respectively at i-th experimental instance. Tr 

is the total number of experimental instances and ri denotes the rank of the pairs at i-th experimental instance, starting 

with the smallest as 1.  
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TABLE VII. RESULTS OF STATISTICAL VALIDATION WITH THE PROPOSED METHODS AS REFERENCE, ONE AT A TIME 

Existing Methods 

Reference method 

Proposed 

IT2FS 

Proposed 

GT2FS  

Proposed IT2FS  - 

Proposed GT2FS -  

Vertical slice 

GT2FS [53] 
- 

+ 

Z slice GT2FS 

[51] 

- + 

Z slice GT2FS 

[52] 

- + 

SA-GT2FGG [65] + + 

GT2FS [66] + + 

IT2FS [66] + + 

Type-1 Fuzzy Sets + + 

Table VII is aimed at reporting the results of the Wilcoxon signed-rank test, considering either of the proposed 

IT2FS and GT2FS as the reference algorithm. The plus (minus) sign in Table VII represents that the W values (i.e., 

the difference in errors) of an individual method with the proposed method as reference is significant (not 

significant). Here, 95% confidence level is achieved with the degree of freedom 1, studied at p-value greater than 

0.05. 

D. Optimal Parameter Selection and Robustness Study 

For robustness study, the parameters used in the proposed training algorithm are optimized with respect to a 

judiciously selected objective function. Since E represents the error metric at the last trial, one possible objective 

measure could be  

| | .J E                                  (31)                                              

where E indirectly involves the following parameter set:  = ,{ , , }.1  Since J is not a direct function of the 

above parameters, traditional derivative-based optimization is not feasible. Any meta-heuristic algorithm, however, 

can serve the purpose well. Differential Evolution (DE) algorithm has been chosen here for its small code-length, low 

run-time complexity, good computational accuracy, and above all the authors’ familiarity with it for several years 

[79], [96].  

      DE maintains a fixed population-size of parameter vectors (trial solutions) over the iterations. The components of 

the parameter vectors are initialized in a uniformly random manner over user-defined individual parametric space. 

The parameter vectors of the DE-target-to-best algorithm employed are evolved through a process of mutation with 

scale factor F = 0.8 and binomial crossover/recombination with crossover rate CR = 0.7 in two successive steps. The 

resulting vectors obtained after recombination are referred to as Target vectors.  For each parameter vector, one target 

vector is obtained. Next, the fitness of the evolved target vector and the corresponding trial solution are measured and 

the member with better fitness is redefined as the resulting parameter vector for the next step of evolution.  The 

evolution of trial solutions is continued until the algorithm converges with a predefined error-limit of 0.001, where 

the error-limit represents the absolute difference of fitness measure of the best-fit solution of the last and the current 

generations. Fig. 16 provides a schematic overview of optimal parameter selection using DE. 
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   The version of DE, we used here, is DE/rand/1/bin. The DE is run 30 times with randomly initialized parameters 

within selected bounds, and the selected parameter values of  are obtained from the best-fit solution of the most 

promising run. For GT2FS based training algorithm, the optimal parameter values obtained are given 

by 0.002,  ,016.0 0.11  and 
1
 0.01. For IT2FS 

induced mapping, the optimal parameter values obtained are given by 0.003,   ,011.0  0.09   and 

014.01  .  

VII. CONCLUSIONS 

The paper introduced a novel technique to develop a computational model of STM in the context of shape-

reconstruction task with an ultimate aim to capture the inherent biological characteristics of individual subjects in the 

model using the acquired EEG signals. The STM model is initialized with Hebbian learning and is adapted by a 

corrective feedback realized with Perceptron-like learning at the end of each memory recall cycle (after the subject 

reproduces the object-shape from his/her memory). The STM adaptation is continued over several learning epochs 

until the error in reproducing the object is within a user-defined small finite bound. After convergence of STM 

adaptation, a second feedback is used to adapt iconic memory weight matrix using Perceptron-like learning. Type-2 

fuzzy logic is employed here to develop the mapping function between prefrontal to parietal lobe EEG features and 

also to construct the mapping function representing parietal EEG features to memory-reproduced object shape-

features. Extensive experiments have been undertaken to confirm that the type-2 fuzzy vertical slice approach used 

for mapping yields the best results in comparison to fuzzy, non-fuzzy, neural, regression-based models and the well-

known deep learning models used to develop the same mapping functions.  

    An analysis undertaken reveals that the trained network yields small error 'E (≤ 0.09) for all the 30 experimental 

healthy subjects, whereas it yields significantly large values (≥ 53) for all the 3 subjects, suffering from prefrontal 

lobe Amnesia. Further, the G matrix of persons with prefrontal lobe epilepsy/Amnesia shows wider differences in 

selected regions of converged matrices. The above result indicates that subjects with prefrontal lobe brain disease 

yield inconsistent EEG signals over the learning epochs, resulting in a mismatch in regions of G matrix after 

convergence. The degree of mismatch may be used as a score to measure the prefrontal lobe damage in future 

research.  

    Although the proposed EEG-induced DBLN shows early success in STM modeling, there still remains scope for 

future research to improve the model. First, more intermediate layers in the model may be introduced to represent 

other intermediate brain regions for more accurate estimation of the STM performance. Second, there also remains 

scope for modification of the type-2 vertical slice models for better functional mapping, however, at the cost of 

additional computational overhead. Additionally, besides taking only gamma power EEG features, theta power 

and/or transfer entropy may be used to improve STM model performance. 

Fig. 16. Parameter Selection of the type-2 fuzzy DBLN model 
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APPENDIX 

This Appendix provides the simulation results of geometric feature extraction introduced in Section-II. 
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