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ABSTRACT

The use of intensity-modulated radiation therapy (IMRT) is devel-
oping rapidly in clinical routines. Because of the high complexity
and uniqueness of IMRT treatment plans, patient-specific pretreat-
ment quality assurance is generally considered a necessary prerequi-
site for patient treatment. In this work, we proposed a modified
methodology of electronic portal imaging device (EPID)-based
dose validation for pretreatment verification of IMRT fields by
applying artificial neural networks (ANNs). The ANN must be
trained and validated before use for pretreatment dose verification.
For this purpose, 20 EPID fluence maps of IMRT prostate
anterior-posterior fields were used as an input for ANN (feed forward
type) and a dose map of those fluence maps that were predicted by
treatment planning system as an output for ANN. After the training
and validation of the neural network, the analysis of 10 IMRT pros-
tate anterior-posterior fields showed excellent agreement between
ANN output and dose map predicted by the treatment planning sys-
tem. The average overall fields pass rate was 96.0% =+ 0.1% with
3 mm/3% criteria. The results indicated that the ANN can be
used as a low-cost, fast, and powerful tool for pretreatment dose veri-
fication, based on an EPID fluence map.

RESUME

Lutilisation de la radiothérapie avec modulation d’intensité (RTMI)
se développe rapidement dans la routine clinique. En raison de la
grande complexité et du caractere unique des plans de traitement
en RTMI, l'assurance de qualité préalable au traitement et spécifique
au patient est généralement considérée comme un prérequis
nécessaire au traitement. Dans cette étude, nous proposons une
méthodologie modifiée de validation de dose basée sur appareil d’'im-
agerie a portail électronique (EPID) pour la vérification avant traite-
ment par I'application de réseaux neuronaux artificiels (RNN). Le
RNN doit étre entrainé et validé avant son utilisation pour la
vérification de la dose avant le traitement. A cette fin, 20 cartes de
fluence EPID de champ antéropostérieur (AP) de la prostate en
RCMI ont été utilisés comme intrants pour le RNN (de type charge-
ment en avant) et une carte de doses de ces cartes de fluence ayant été
prédites par le systeme de planification de traitement (SPT) a été uti-
lisée comme sortie pour le RNN. Apres I'entrainement et la valida-
tion du réseau neural, 'analyse de dix champs AP de la prostate en
RCMI a montré un excellent accord entre la sortie du RNN et la
carte de doses prédite par le SPT. Le taux de réussite moyen global
des champs était de 96,0% = 0,1% avec un critere de 3 mm/3%.
Les résultats indiquent que le RNN peut étre utilisé comme outil
rapide, puissant et peu colteux pour la vérification de la dose avant
le traitement, a partir d’une carte de fluence EPID.
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Introduction

The use of intensity-modulated radiation therapy (IMRT) is
developing rapidly in clinical routine, and the advantages of

* Corresponding author: Aram Rostami, PhD student of Medical Physics,
Department of Medical Physics, School of Medicine, Iran University of Medical
Sciences, Tehran, Iran.

E-mail address: Rostamy_1969@yahoo.com (A. Rostami).

this technique include better target coverage along with better
sparing of organs at risk, improved target conformity, particu-
larly for concave target volumes, and delivery of ablative radia-
tion doses with a rapid fall-off [1]. Because of the high
complexity and uniqueness of IMRT treatment plans, pa-
tient-specific pretreatment quality assurance is generally consid-
ered a prerequisite for patient treatment [2]. The most widely
used form of pretreatment quality assurance for IMRT
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generally consists of absolute and 2D-dose measurements (with
ionization chamber, diode, thermoluminescent dosimeter,
radiographic and radiochromic film, etc.) [1,3,4]. Another
approach to IMRT dose verification is the use of various matrix
detectors that have been produced to measure energy fluence or
absorbed dose in two dimensions [5,6]. Commercial options
are available based on different measurement techniques. These
include two-dimensional detectors, consisting of a large num-
ber of ionization chambers [7,8], or diodes [9,10] placed in a
regularly spaced array or at specific points in a phantom [5].
A possible drawback of these devices is that they have relatively
few measuring points and, so, a low spatial resolution. Another
drawback of these devices is that they are time-consuming
involving recalculation of the IMRT plan, temperature depen-
dency, and set-up time on the linear accelerator [2,8].

The use of electronic portal imaging devices (EPIDs) is
also of interest for IMRT verification [11]. Studies of the
basic dosimetric performance of EPIDs have been presented
for camera-based, liquid ionization, and amorphous silicon
(a-Si) flat-panel systems [11-13]. Compared with other
dosimetry devices, EPIDs—which are normally attached to
linear accelerators—have no need for additional hardware to
perform portal dosimetry. EPID measurements can be per-
formed with minimum set-up requirements, and a 2D dose
conversion can be performed immediately using digital raw
data [14].

In general, two approaches have been adopted for the cali-
bration of an EPID for dose measurements: conversion of the
grayscale pixel value to a dose value and simulation (or predic-
tion) of the grayscale pixel value [15]. These approaches must
be validated in nonreference conditions—in particular, the
robustness of these calibration models needs to be tested un-
der various different clinical situations. Another drawback of
these methods is its need for a detailed model of the EPID.
However, accurate technical details are not always available,
and, moreover, these methods require time and very complex
calculation algorithms [15].

In this work, we proposed a modified methodology of
EPID-based dose validation for pretreatment verification of
IMRT fields through the application of artificial neural net-
works (ANNs). Fluence maps of IMRT prostate anterior-
posterior (AP) treatment fields (without patient) obtained
by EPID were used as inputs for ANN and a dose map of
those fluence maps, predicted by treatment planning system
(TPS) were used as an output for ANN in training phase.

ANN and machine-learning algorithms have been widely
used for many pattern recognition problems in clinical and ra-
diation therapy applications; the results have demonstrated
that ANNs have good accuracy and high speed in response
to complex problems and situations [16-27]. An ANN is a
system composed of many simple interconnected processing
elements (artificial neurons) operating in parallel, the function
of which is determined by the network structure, the connec-
tion strengths, and the computation performed at the process-
ing elements. An artificial neuron is a mathematical, nonlinear
operator, which receives one or more inputs and computes a

(usually weighted) sum of the inputs to produce a single
output. Generally, this sum is passed through a nonlinear
function, known as the activation function. An ANN
approach has some inherent capabilities which other program-
ming techniques lack. They are naturally parallel and so hold
the promise of being able to solve intricate problems. The use
of ANN requires a low memory storage, and very short time
response once the network is trained [18,20].

Materials and Methods
Equipment

A linear accelerator with a 6 MV X-ray beam and dose rate
of 400 monitor units per minute (Varian Unique) equipped
with 80-leaf Varian millennium multileaf collimator was
used. An a-Si—based a-Si1000 EPID (Portal vision; Varian
Medical Systems, Palo Alto, USA) was used to acquire images.
The Portal Vision a-Si1000 flat-panel EPID has a 40 X
30 cm? detecting surface with a matrix of 1024 x 768 pixels
(0.392-mm pixel pitch). Each pixel consists of a light-sensitive
photodiode and a thin film transistor to enable readouts.
Overlying the array is a copper plate (of 1 mm thickness)
and a scintillating layer (gadolinium oxysulphide) [13,28],
making the portal imager an indirect detection system. The
phosphor scintillator converts incident radiation into optical
photons, enhancing the sensitivity of the detector more than
10-fold. The electric charge generated by the incident optical
photons is accumulated in the photodiode until the signal is
read out and digitized through an analog-to-digital converter
[29]. The total water-equivalent thickness of the construction
materials in front of the photodiodes is 8 mm, as specified by
the manufacturer.

Eclipse (version 13.6) TPS (Varian Medical Systems, Palo
Alto, USA) was used to calculate dose distributions of IMRT
fields. The IMRT 2D dose map was calculated for 30 AP treat-
ment fields of different prostate cases and after that, 2D dose
maps converted in the 2-cm depth of cubic phantom with
25 c¢m and 30 cm length made of virtual water. The grid size,
for both the fluence (image) and dose maps, was 0.5 cm, and
an analytical anisotropic algorithm was used in the TPS.

2D Dose IMRT Fields Acquisition

In this study, 11,837 pixels of 20 dynamic IMRT pros-
tate AP treatment fields (without patient) were used for
training and validation of ANN. Dose per fraction, number
of fraction, grid size for dose calculation, algorithm of plan
optimization, and dose constrain for planning target volume
and organs at risk were same for all of IMRT prostate plans.
The pixels of 15 IMRT prostate AP fields were used for the
training of the ANN. For validation phase and response
evaluations of ANNs, we used pixels of 5 and 10 IMRT
prostate AP fields respectively. All IMRT treatment fields
were delivered to the linac treatment console via the ARIA
record and verification system (Varian Medical Systems,

Palo Alto, USA).
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EPID Setup and Acquisition of Fluence Maps

The thickness of the construction material in front of the
photodiodes is 1.5 cm (water-equivalent thickness is 8 mm).
All IMRT EPID images (fluence map) were acquired at
source EPID distance of 98.5 cm with 1.2 cm water equiva-
lent additional buildup, in 2 cm water equivalent (behind
the buildup region of 6 MV X-ray in water); the maximum
frame acquisition rate was 9.574 frames/s (see Figure 1).
When the EPID is used for dosimetry applications, such as
pretreatment verification of the intensity-modulated beams,
sufficient buildup needs to be applied to eliminate the contri-
bution of scattered electrons to the dosimetric image [12]. An
absence of buildup during the measurement will generate
large deviations between acquired and expected images, inhib-
iting both the relative and absolute evaluations of the dynamic
delivery. For this reason, we used sufficient buildup for image
acquisition. This work can improve the precision of neural
network responses.

Dark-field and flood-field calibration were performed for
EPID before image acquisition. Dark-field calibration charac-
terized the EPID response when there is no radiation beam.
Flood-field calibration was also conducted to normalize the
value of each individual pixel and achieve uniform spatial
response of the EPID. Images of EPID were acquired in the
integrated mode and were saved in dicom format.

1.2cm water
lequivalent
additional build up

aSi1000 EPID

Figure 1. Setup of a-Sil000 electronic portal imaging device for acquisition
fluence maps of intensity-modulated radiation therapy plan anterior-
posterior fields with 1.2 cm water equivalent additional buildup in source
electronic portal imaging device distance (SED) = 98.5 cm.

The Architecture of the Neural Network

To convert a 2D fluence map to a 2D dose map, in this
study (total time needed to do this was about 5 minutes),
we used feed forward (FF) multilayer ANN. The FF is a
kind of backpropagation NN. This study used a Levenberg-
Marquardt algorithm for FF-ANN training. The backpropa-
gation NN is essentially a network of simple processing
elements working together to produce a complex output.
These elements or nodes are arranged into different layers:
input, hidden, and output. The input layer propagated a
particular input vector’s components to hidden layers. Hid-
den layers, which are neuron nodes stacked in between inputs
and outputs, allow neural networks to learn more complicated
features and compute output values, which become inputs to
the output layer. The output layer computes the network
output for the particular input vector. In training phase,
ANN produces an output vector for given input vector based
on the current state of the network weights. The training set is
repeatedly presented to network, and the weight values are
adjusted in training set [17,23]. The structure of the neural
network model we used in this study contains seven nodes
for the input layer, three hidden layers, and an output layer
that leads to the terminal response. The input layer has seven
nodes (see Figure 2) that consisted of pixel coordinates (i, j),
pixel intensity X(i, j), row distance of target pixel from
central pixel F(i), and column distance of target pixel from
central pixel F(j) and X(i-1, j), X(i+1, j), XG4, j-1),
X(i, j+1), which are the neighboring pixel intensities of the
target pixels. The accuracy of the network can be improved
by introducing neighboring pixels [26,30].

There are three hidden layers in our model. It has been
theoretically proven that a maximum of three hidden layers

input variable X(ij)

Figure 2. The schematic presentation of input variables of feed forward—
artificial neural network contains pixel coordinates (i, j), pixel intensity X(i,
j), row distance of target pixel from central pixel F(i), and column distance
of target pixel from central pixel F(j) and X(i-1, j), X(i+1, j), X@, j-1),
X(, j+1), which are the neighboring pixel intensities of target pixels.
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is sufficient to arbitrarily approach any continuous function
[25-30]. To find the numbers of sufficient hidden layers for
our designed ANN, the best convergence between training
and test data was considered. Initially, we started to solve
the problem by using NN with only a single hidden layer.
With one hidden layer, convergence did not occur after
training. We then added one more hidden layer because the
situation aforementioned shows that the continuous function,
which was to be approached, is too complicated. Adding one
hidden layer showed an increase in the convergence of the
performance of the network. In this investigation, we found
that three hidden layers have more sufficient performance
than one and two hidden layers, and the regression of the
network is more than 0.95% for random points (see
Figure 3). The output layer of the ANN is the layer that gives
a terminal response, which is a 2D dose modeled by an ANN.

We noticed that after 258 epochs, the performance of the
ANN did not change significantly, and sufficient convergence
between training and test data was obtained and best training
performance (minimum mean square error) seen at epoch 6
(Figure 4). Design, training and testing of ANN, and data
processing were performed with MATLAB software (version
8.5; MathWorks, USA).

Results
ANN 2D Dose Maps

Pixels of 5 and 10 IMRT prostate AP fields were used for
validation and response evaluations of ANNs. Regression be-
tween the pixel intensity of 2D dose map predicted by the
TPS (target) and pixel intensity of 2D dose map modeled
by ANN (output) data is more than 0.95% so that this regres-
sion value indicated the ANN has received enough input
values (11,837 pixels of 20 dynamic IMRT prostate AP treat-
ment fields) in training and validation phase and ANN to be
validated and ready for good responses (see Figure 5). After
training and validation, ANN modeled the 2D dose map of
the fluence map from EPID. A 2D dose map modeled by
the ANN is shown by Figure 0.

Training: R=0.88843

Test: R=0.97269

Best Training Performance is 1929.749 at epoch 6
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Figure 4. Performance of artificial neural network architectures for the same
set of training shows sufficient convergence between training and test data,
best training performance seen at epoch 6.

Gamma Evaluation of Neural Network Model

To compare the ANN 2D dose map with that from the
TPS, we normalized the ANN dose map to its maximum
dose. Similarly, the 2D dose map from the TPS was normal-
ized to the maximum dose. The gamma evaluation of the TPS
2D dose prediction and the 2D dose modeled by ANN of 10
AP treatment fields of prostate IMRT indicate very similar re-
sults. The average overall fields pass rate was more than 95%,
when the distance to agreement was (less than or equal to
symbol) 3 mm and a dose difference (DD) of (less than or
equal to symbol) 3% criteria were used.

Figure 7 shows the analysis of the 2D dose map with 0.5-
cm grid size, as acquired with the TPS and the ANN. In
Figures 7A, and B, 2D dose distributions of the TPS and
ANN are respectively shown. Figure 7C shows a horizontal
profile comparison between the TPS and ANN, and in
Figure. 7D, a dose line profile comparison indicates 96.0%
+ 0.1% pass rate for gamma evaluation of 3 mm/3%.
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Figure 3. The regression value of network for training (R = 0.88843) and test phase (R = 0.97269) of artificial neural network (random point). The regression

value for all (training and test) is 0.90296.
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Figure 5. Regression line between target (2D dose map predicted by the treat-
ment planning system) and output (2D dose map modeled by artificial neural
network) data in validation phase of designed artificial neural network was

0.957431.

When the distance to agreement and DD were restricted to
2 mm/2% and 1 mm/1%, passing rates dropped to 94.3%
+ 0.4% and 86.4% =+ 1.4%, respectively. It means that the
average pass rates decreases when the criteria are made tighter,
as would be expected.

To evaluate the robustness and accuracy of the trained
ANN, we took trained ANN (as described in 2.1 Section) un-
der stress condition. In this phase of study, we recalculated
2D dose of 10 IMRT prostate AP fields predicted by the
TPS with different grid sizes of, 0.4 cm, 0.3 cm, 0.2 cm,
and 0.1 cm, and gamma evaluation was used for comparing
2D dose map of them with 2D dose map modeled by trained
ANN. Results were summarized in Table 1; for all grid sizes,
it can be seen that average gamma values pass rates do not
have significant change when the 2D dose map grid sizes
are lower.

60 L

|

L L I |
100 120 140 160 180
X(mm)

Discussion

Other previous studies used ANN for modeling 2D dose
distribution, percentage depth dose, and dose profiles of
different fields [23-27]. In this study, we used a simple
improved method for portal dosimetry with the help of
ANN for the pretreatment verification of IMRT treatment.

The ability of ANN to model a 2D dose map, based on a flu-
ence map obtained by a-Si1000 EPID, was evaluated in this
study. Twenty fluence maps of IMRT prostate AP treatment
fields (without patient) obtained by EPID were used as inputs
for ANN (feed forward type) and a dose map of those fluence
maps, predicted by the TPS as an output for ANN in the
training and validation phase. After the training and validation
of neural networks, the analysis of 10 IMRT prostate AP fields
plans that were not seen earlier by trained ANNS, showed excel-
lent agreement between the ANN 2D dose map modeled and
the dose map predicted by the TPS. The average overall fields
pass rate was more than 95% when 3 mm/3% criteria were
used. This index value for 3 mm/3% criteria is comparable
with a very complex portal dosimetry method and expensive
commercial portal dosimetry software [15].

In similar study, Kalantzis et al [30] imported fluence
maps, which were acquired by a-Si1000 (Varian Medical Sys-
tems, Palo Alto, USA) to the Pinnacle TPS (Philips Radiation
Oncology Systems, Fitchburg, WI) to calculate the 2D dose
maps of the horizontal isocenter plane of a homogeneous vir-
tual cylindrical phantom. In this study, 2D dose predicted by
the TPS depends on the fluence map acquired by EPID. All
the fluence map measurements in study of Kalantzis et al
were performed without additional buildup that can be im-
pressed by scattered electrons and high gradient dose region.
As these conditions are a source of uncertainty in dose mea-
surement and in the TPS prediction, they should ideally be
avoided [12]. All IMRT EPID images in our study (fluence
maps) were acquired with sufficient buildup materials (totally:
2 water equivalent buildup) and the 2D dose map predicted
by the TPS is independent of the fluence map. On other

20 0

1 1 1 L 1 1
20 ) 60 30 100 120 140 160 180
X(mm)

Figure 6. The artificial neural network (ANN) modeled the 2D dose map of the fluence map from electronic portal imaging device. The fluence map electronic
portal imaging device that was used as input for ANN (right), 2D dose map modeled by ANN (left).
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Figure 7. A, Isodose profile for 2D dose of the treatment planning system; B, isodose profile for 2D dose reconstructed by artificial neural network; C, horizontal
dose line profile comparison between the TPS and artificial neural network; D, 2D gamma index histogram; and 96% of gamma index value are smaller than 1.

advantage of the designed ANN in our study, in comparison
with similar studies [26-30], is that a uniquely trained ANN
can model a 2D dose map, and it does not require any design
for two neural networks of low- and high-dose gradient re-
gions on a 2D dose map. The results of this study indicated
that one NN can model the total region of a 2D dose map
(low-dose and high-dose regions) if trained with appropriate
node(s) for input layer, hidden layer, and optimize iteration.
The suitable and optimized responses of our designed neural
network can be because of the precise introduction of pixels
coordination and distances from central pixel and also the
introduction of four neighbors’ pixel intensities.

Good response and performance of ANN trained by 2D dose
map with 0.5 cm grid size in comparison of 2D dose predicted by
the TPS with different grid sizes indicated robustness and

Table 1

Gamma Index Evaluation Between 2D Dose Map Modeled by Trained ANN
and 2D Dose Map Predicted by the TPS with 0.5 ¢m, 0.4 cm, 0.3 cm, 0.2 cm,
and 0.1 cm Grid Size: Pass Rate with Gamma Evaluation of 3 mm/3%, 2 mm/
2% and 1 mm/1%

Gamma Criteria

2D Dose Map
Grid Size (cm)

1 mm/1% 2 mm/2% 3 mm/3%

86.4% =+ 1.4% 94.3% + 0.4% 96.0% + 0.1% 0.5
86.1% + 1.1% 94.1% + 0.3% 95.9% + 0.2% 0.4
85.9% + 1.3% 93.9% + 0.5% 95.7% + 0.1% 0.3
85.8% + 1.4% 93.7% + 0.5% 95.5% =+ 0.2% 0.2
85.4% + 0.9% 93.0% =+ 0.4% 95.3% £ 0.2% 0.1

accuracy of ANN in different and more stringent conditions.
This phase of the study increases our confidence about the perfor-
mance of trained ANN in different stress conditions that have
been previously been encountered by the ANN.

The extension of our method would be to evaluate the
ability of ANNs to predict the dose intensity for in vivo
dosimetry in heterogeneous irradiation fields for different
clinical situations.

Another extension of our method can use different modu-
lated IMRT fields and the evaluated ability of NN perfor-
mance in different modulated IMRT fields, ranging from
relatively less modulated IMRT fields of prostate cases to
highly modulated fields for head and neck cases. Another
way to extend and evaluate ANN ability for portal dosimetry
is to use different NN and compare their abilities for this task.

Conclusion

The results of this study showed the ability of the ANN as
a powerful tool for 2D dose reconstruction-based image
acquisition of EPID for IMRT fields without patients. In
addition, the results indicate that the low-cost method used
in this study is a precise and high-speed method for the pre-
treatment verification of IMRT treatment.

In future studies, we will want to use a 2D dose map
measured by qualifying a 2D array dosimeter as an output
of NN and comparing a 2D dose map modeled by this
method with a 2D dose map predicted by the TPS for the
same IMRT fields.
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