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Latent class analysis (LCA) is a method of assessing and correcting measurement error in surveys. The local in-
dependence assumption in LCA assumes that indicators are independent from each other condition on the la-
tent variable. Violation of this assumption leads to unreliable results. We explored this issue by using LCA to
estimate the prevalence of illicit drug use in the Iranian Mental Health Survey. The following three indicators
were included in the LCA models: five or more instances of using any illicit drug in the past 12 months (indi-
cator A), any use of any illicit drug in the past 12 months (indicator B), and the self-perceived need of treat-
ment services or having received treatment for a substance use disorder in the past 12 months (indicator C).
Gender was also used in all LCA models as a grouping variable. One LCA model using indicators A and B, as
well as 10 different LCA models using indicators A, B, and C, were fitted to the data. The three models that
had the best fit to the data included the following correlations between indicators: (AC and AB), (AC), and
(AC, BC, and AB). The estimated prevalence of illicit drug use based on these three models was 28.9%, 6.2%
and 42.2%, respectively. None of these models completely controlled for violation of the local independence
assumption. In order to perform unbiased estimations using the LCA approach, the factors violating the local
independence assumption (behaviorally correlated error, bivocality, and latent heterogeneity) should be com-
pletely taken into account in all models using well-known methods.
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Measurement error is a major source of systematic error when
estimating variables, especially those reflecting outcomes relat-
ed to sensitive topics in surveys. This error refers to the differ-
ence between the true value of an outcome and what is obtain-
ed from a measuring tool [1,2]. Such errors may cause misclas-
sification in categorical outcomes. The measuring tool, the inter-
viewers, the respondents, and the data collection style (in per
son, telephone, web, etc.) are among the major sources of this
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type of error in surveys [1-3]. This type of error in categorical
data causes bias and reduces the precision of the estimation
[4,5]. Despite the range of measures that may be taken in the
design and execution of surveys, such errors are inevitable, es-
pecially for sensitive outcomes, such as risky behaviors involv-
ing sexual relations and the use of illicit drugs. In such situa-
tions, the assessment and correction of measurement error be-
comes more important.

If a survey contains at least two measurements of a categori-
cal outcome, one of which is a gold standard (i.e., a measure-
ment with negligible error), the classification error of another
tool can easily be estimated and corrected. This method of as-
sessing classification error is known as the finite fixture approach
[1]. However, using this approach to assess and correct classifi-
cation errors is not possible in most cases due to the lack of a
gold standard or its cost. Latent class analysis (LCA) is a suit-
able solution for assessing and correcting the classification error
of any measurement in a survey study in which different word-
ing is used to obtain repeated measurements of an outcome
when none of the measurements is a gold standard [1,3]. LCA
was first introduced by Lazarsfeld & Henry [6] for classification
error assessment in 1968. Extensive experience has been accu-
mulated regarding its advantages and limitations. The use of
LCA can be highly suitable for the quantitative analysis of clas-
sification error in survey data if the assumptions of the model
are logically established. Otherwise, its incorrect use may lead
to invalid results, similarly to any other modeling approach [3].

This paper aims to introduce the LCA approach for assessing
and correcting classification error in the estimation of categori-
cal outcomes in surveys through focusing on its required assump-
tions, which should be considered in order to use it correctly. As
an example, we used LCA to estimate the prevalence of illicit
drug use in the past 12 months based on data from the Iranian
Mental Health Survey (IranMHS) and we discuss the essential
assumptions involved in doing so.

LATENT CLASS ANALYSIS AND THE ASSESSMENT OF
MEASUREMENT ERROR IN SURVEY DATA

Several indicator (manifest) variables are used in the LCA ap-
proach of estimating a latent variable [1]. This method assumes
a relationship between the classifications of the indicator vari-
ables and the unobserved latent classes of an outcome variable
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Figure 1. The local independence assumption. €, measurement error.

[7.8].

In order to use an LCA model to assess and correct the mea-
surement error of a categorical outcome in survey data, two or
more indicators should measure the variable, and none of them
should necessarily be a gold standard [9]. The other indicators
can be provided by re-measuring the outcome using another
survey a few weeks later, or by measuring the outcome in a
survey through multiple items that use different wording. The
first method is difficult and costly to implement, and the short
interval between the two measurements may lead to interrelat-
ed responses due to the respondent’s memories. The limitations
of the second method include the possibility that respondents
may exhibit a lack of cooperativity in answering similar ques-
tions that seem to be redundant, as well as the possibility that
none of the items may accurately measure a variable that is nec-
essarily latent [3].

In standard LCA models, the local independence assumption
is used to provide the degrees of freedom required to estimate
the parameters of the model [7,10]. According to this assump-
tion, the indicators are independent from each other condition
on the latent variable and 100% of the correlation among indi-
cators is justified by the latent variable (Figure 1) [3,7,10]. As il-
lustrated in Figure 1, if a condition is placed on the latent vari-
able, the connecting path between indicators A and B will be
closed completely. Most statistical software and packages used
to carry out LCA analysis have been designed based on this as-
sumption.

It may not be possible to confirm the local independence as-
sumption when using LCA models to assess measurement er-
ror in survey data [3,7]. Violation of the assumption occurs for
several possible reasons. One factor is behaviorally correlated
error, which occurs when a respondent, for instance, answers
indicators A and B in an intentionally incorrect manner or when
the answers to both indicators are incorrect because the respon-
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Figure 2. Types of violation of the local independence assumption.
(A) Behaviorally correlated error, (B) bivocality, and (C) latent hetero-
geneity. €, measurement error.
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dent has not understood the concept underlying indicators A
and B.Therefore, the indicators A and B are dependent on each
other condition on the latent variable, as shown in Figure 2A.
The first scenario is probable when repeating a measurement in
a survey and the second scenario is probable both when repeat-
ing measurement in a survey and when performing re-measure-
ment using another survey [3,9]. A second factor is bivocality,
which occurs when the indicators do not necessarily measure a
common latent variable. For example, indicator A measures la-
tent variable X, while indicator B measures latent variable Y; in
this scenario, the latent variables X and Y may be correlated,
but not identical. In this scenario, indicators A and B are also
correlated condition on the latent variable (Figure 2B). This situ-
ation is probable when repeated measurements are made in a
single survey [3,9]. A third factor, latent heterogeneity, occurs
when the classification errors of indicators changes at different
levels of an unknown grouping variable in a population. For in-
stance, it is evident that the probability that respondents with a
low level of literacy may misunderstand a question is higher
than the probability that highly literate respondents would have
a similar misunderstanding (Figure 2C) [3,9].

If the possibility that the local independence assumption is
violated is not considered in LCA models, measurement bias in
estimating parameters such as the classification error rate of in-
dicators or the prevalence of the outcome variable is not com-
pletely corrected. For instance, if a positive correlation is pres-
ent between the classification errors of an indicator, those val-
ues for different indicators using an LCA model with the local
independence assumption would be underestimated [11,12].

The use of latent class log-linear (LCLL) models provides the
flexibility required for data analysis when the local indepen-
dence assumption is not established [1]. The non-establishment
of the local independence assumption can be taken into account
in LCLL models by inserting interaction terms between indica-
tors that are correlated due to bivocality or behaviorally corre-
lated error [3]. It is possible to provide a suficient degree of
freedom for LCLL models by inserting grouping variables to
estimate the correlation parameters between indicators [7]. Of
course, it is better to select the grouping variables from those
that play a role in latent heterogeneity [3].

APPLICATION OF LATENT CLASS ANALYSISTOTHE
IRANIAN MENTAL HEALTH SURVEY DATA ON ILLICIT
DRUG USE

The IranMHS was a three-stage national household survey
conducted from January to June 2011. The primary goal was to
estimate the 12-month prevalence and severity of psychiatric
disorders among the Iranian population aged 15 to 64 years.

The validated Persian version of the paper-and-pencil interview
form of the Composite International Diagnosis Interview ver-
sion 2.1 (CIDI 2.1) was used as the main tool for diagnosing
psychiatric disorders in this study. The CIDI 2.1 includes ques-
tions regarding drug and alcohol use disorders. The study design
and field procedures have been published elsewhere [13].

We aimed to assess measurement errors in estimations of the
prevalence of illicit drug use in the past 12 months in the Iran-
MHS data using an LCA approach. The list of illicit drugs in the
IranMHS included various forms of cannabis; amphetamine-
type stimulants; opioids, including opium and heroin/crack of
heroin [14]; the hallucinogens ecstasy and lysergic acid diethyl-
amide; volatile solvents; and other illicit substances. The list did
not include over-the-counter sedative/hypnotics and codeine-
containing medications.

The LCA approach using LCLL models were used to fit the
IranMHS data. A LCLL model was fit to this data using two in-
dicators for illicit drug use in the past 12 months according to
the IranMHS questionnaires, and 10 different LCLL models
were also fitted to the data using three indicators. Moreover, a
gender grouping variable was defined in order to account for
latent heterogeneity and to increase the degrees of freedom of
the models.

The following three indicators were used. Indicator A was
based on answers to questions about the use of any kind of il-
licit drugs without a prescription more than five times in the
past 12 months during a face-to-face interview in which the in-
terviewee was presented with a list of the drugs in question. In-
dicator B was based on answers to 10 questions about the use
of any kind of illicit drugs without a prescription at least one
time in the past 12 months using a self-administered question-
naire. Indicator C corresponded to face-to-face questions about
the respondent’s need to receive treatment for drug use and de-
pendency over the past 12 months, or the use of any outpatient,
inpatient, short-term residential, or traditional services due to

Table 1. Cross-tabulation of the three indicators of illicit drug use in
the past 12 months

Indicator C
Indicator A Total
Yes No

Yes IndicatorB  Yes 44 (37.6) 64 (54.7) 108 (92.3)
No 1(0.9) 8(6.8) 9(7.7)
Total 45(38.5) 72(61.5)  117(100)

No IndicatorB  Yes 3(0.1) 114 (3.6) 117 (3.7)
No 18(0.6) 3,018(95.7) 3,036 (96.3)
Total 21(0.7)  3,132(99.3) 3,153 (100)

Total IndicatorB  Yes 47 (1.4) 178 (5.4) 225 (6.9)
No 19(0.6) 3,026(925) 3,045(93.1)
Total 66 (2.0) 3,204 (98.0) 3,270 (100)

Values are presented as number (%).
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drug use and dependency in the past 12 months. Receiving ag-
onist maintenance treatment and membership in Narcotics Anon-
ymous were excluded from indicator C because many people
in these long-term treatment programs would be likely to have
been abstinent from their primary drug for a long time. Defini-
tions of these three indicators are presented in Appendix 1 based
on the specific terms used in the IranMHS questionnaires.
Table 2 presents the characteristics of the 11 different LCLL
models applied to the IranMHS data. In these models,Y denotes
the real drug consumption status in the absence of classification
errors, which is latent. Model 0 is a two-indicator model, while
models 1-10 are three-indicator models. In all models, the amount
of classification errors among indicators is expressed by the in-
teraction terms (AY and BY in model 0; and AY, BY, and CY in
models 1-10). In all models, GY indicates different estimates of
the prevalence of illicit drug use according to gender after ad-
justing for classification errors. In models 0, 1, and 9, it was as-
sumed that no correlation was present between the indicators
condition on the latent status (the local independence assump-
tion) [7,10]. In all models except models 9 and 10, it was as-
sumed that the amount of classification errors for each indica-
tor was the same in both genders. In models 2-8 and 10, differ-
ent scenarios where the local independence assumption did not
hold were imposed to the data. The interaction term between
two indicators showed that a correlation was present between
the two indicators condition on the latent Y variable. Model 9
was obtained by adding the interaction terms AG, BG, and CG
to model 1. These terms imposed a specific kind of variability on
the data in the amount of the classification error for each indi-
cator between the two genders. For example, the BG term next
to the BY term in model 9 in Table 2 implies that the multipli-
cative product of the odds of a false positive error in indicator

B and the odds of a false negative error in indicator B was al-
ways constant for both genders. In order for this to have been
the case, it would have been necessary (for example) for men
who responded to indicator B with a higher false positive error
probability than women to have also responded to the indica-
tor with a lower false negative error probability. Thus, the above
product of the odds shall remain constant for both genders. This
is discussed in more detail in Biemer & Wiesen [7].

By adding the interaction terms (AC, AB) to model 9, model
10 was obtained, which also imposed the absence of the local
independence assumption on the data. Two differences are pres-
ent between model 10 and model 1: first, in model 10, it was
assumed that the amount of the classification errors for each in-
dicator varied with gender; second, in model 10, the local inde-
pendence assumption no longer held.

In order to select the best three-indicator model in Table 2,
the Lin & Dayton [15] criteria were used. Based on these crite-
ria, all of the three-indicator models in Table 2 were identifiable,
since the number of their parameters was smaller than the de-
grees of freedom (i.e., the number of cells in the ABCG cross
table) [16,17]. However, model 7 had the lowest Bayesian in-
formation criterion (BIC), was selected as the best three-indica-
tor model, and was then used to estimate the prevalence of il-
licit drug use after adjusting for the classification error and the
sensitivity and specificity of each of the indicators.

The expectation maximization algorithm is the method we
used to estimate the parameters of the models [10,17,18]. The
non-parametric bootstrap 95% confidence intervals of the esti-
mates of the two-indicator and the best three-indicator LCLL
models were constructed through independent resampling of
the province strata in the main data. This was due to the fact
that the first stage of the sampling of the IranMHS was carried

Table 2. Characteristics of alternative latent class log-linear models applied to the IranMHS data regarding illicit drug use

Degrees of No. of ' p—vallue of BIC +[2*In . Prevalence -
Model froed i Deviance' likelihood (likelihood of (adjusted for classifi-
reedom parameters . . ’ o
ratio test saturated model)] cation error, %)
Model 0 (AY, BY, GY) 0 8 1.70 0.99 66.44 6.14
Model 1 (AY, BY, CY, GY) 6 10 50.45 <0.001 131.38 5.56
Model 2: same as model 1+ (AB) 5 1 40.92 0.006 129.94 7.31
Model 3: same as model 1+ (BC) 5) 11 50.37 <0.001 139.39 5.52
Model 4: same as model 1+(AC) 5 11 19.90 0.53 108.92 6.18
Model 5: same as model 1+(AC, BC) 4 12 15.77 0.73 112.88 6.23
Model 6: same as model 1+ (AB, BC) 4 12 38.84 0.007 135.95 7.98
Model 7: same as model 1+ (AC, AB) 4 12 7.43 1.00 104.54 28.87
Model 8: same as model 1+(AC, BC, AB) 3 13 3.77 1.00 108.98 4217
Model 9: same as model 1+(AG, BG, CG) 8] 13 9.22 0.97 114.42 BI5S
Model 10: same as model 9+ (AC, AB) 1 15 20.37 0.25 141.76 49.99

IranMHS, Iranian Mental Health Survey; BIC, Bayesian information criterion.

-2*(In[likelihood of current model] — In[likelihood of saturated model]).

“The reason for replacing BIC with “BIC [2*In(likelihood of saturated model)]” is explained in Appendix 3.
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Table 3. Estimated sensitivity and specificity (%) of indicators of illicit drug use in the past 12 months

By LCLL model with 2 indicators (model 0)

By LCLL model with 3 indicators (model 7)

Indicator

Sensitivity (95% Cl) Specificity (95% Cl) Sensitivity (95% Cl) Specificity (95% Cl)
A 58.29 (49.63, 67.53) 100.00 (reference) 12.39 (7.65, 34.45) 100.00 (reference)
B 92.32 (87.13, 96.82) 98.70 (98.01, 99.38) 20.84 (13.57, 54.89) 98.79 (98.13, 99.40)
C - - 6.77 (4.03, 18.43) 99.91 (99.67, 100.00)

195% Cls calculated using non-parametric bootstrapping with 500 iterations.

LCLL, latent class log-linear; Cl, confidence interval.

Table 4. Comparison of prevalence (%) estimates using indicators A, B, C and the LCLL models with two and three indicators for the use of

any illicit drug in the past 12 months

Indicator A Indicator B Indicator C LCLL (2-indicator)’ LCLL (8-indicator)’
Gender N Prevalence N Prevalence N Prevalence N Prevalence N Prevalence
(95% ClI) (95% ClI) (95% ClI) (95% ClI) (95% Cl)

Men 3,366 7.22(6.39, 8.14)
Women 4,475 0.54 (0.36, 0.80)
Total 7,841 3.40(3.03,3.83)

1,825 2.19(1.61,2.97)
3,272 6.88 (6.06, 7.80)

1447 12.78(11.16,14.61) 3,369 4.45(3.80, 5.20)
4,475 0.49(0.32, 0.75)
7,844 219(1.89, 2.54)

1,446 12.69(10.81, 14.67) 1,446 40.69 (10.04, 78.86)
1,824 094(043,161) 1,824 4.73(1.30,9.11)
3,270 6.14(5.17,7.14) 3270 28.87(10.45, 43.74)

LCLL, latent class log-linear; CI, confidence interval.

'95% Cls calculated using non-parametric bootstrapping with 500 iterations.

out using stratified sampling of the provinces. The multi-stage
sampling design of the IranMHS was not taken into account in
the estimations.

All statistical analyses were carried out in R software version
3.2.0 [19]. The emgllm function of the gllm package [20] was
used to fit the LCLL models. Samples of the code used in the
statistical analysis in R are presented in Appendix 2.

Ethics statement
The study protocol was approved by the institutional review
board of Tehran University of Medical Sciences.

RESULTS OF APPLYING LATENT CLASS ANALYSISTO
THE IRANIAN MENTAL HEALTH SURVEY DATA

Indicators A and C were assessed based on face-to-face inter-
views with the participants. However, the questionnaire for in-
dicator B was completed by the participants themselves and
was put in a closed receptacle to protect their confidentiality.
Table 1 presents the degree of disagreement among indicators A,
B, and C for the use of any illicit drug in the IranMHS. Indicator
B showed the highest degree of inconsistency with the other in-
dicators.

As presented in Table 2, model 7 was selected as the best three-
indicator model. This model took into account correlations be-
tween indicators A and C and indicators A and B in estimating
the prevalence of illicit drug use in the past 12 months. An ex-
pert indicated that the estimated prevalence of illicit drug use

by this model was unrealistically high.

Table 3 presents estimates of sensitivity and specificity (%) of
the indicators after application of the two-indicator model us-
ing indicators A and B (model 0) and model 7 to the IranMHS
data. The estimated specificity of all the indicators in models 0
and 7 was extremely high because the likelihood of a false pos-
itive response about the use of illicit drugs is very low. In con-
trast, the estimated sensitivity of the indicators in model 7 was
much lower than in model 0, because in model 0, a correlation
between the indicators was not imposed on the data, meaning
that the false negative error of the indicators was underestimated.

The sensitivity of indicator B was higher than that of indica-
tor A in model 0 and the two other indicators in model 7, and
the sensitivity of indicator A was higher than that of indicator
C in model 7. Since indicator B directly assessed the use of il-
licit drugs at least one time in the past 12 months using a self-
administrated questionnaire, it had a better sensitivity than the
other indicators. In contrast, since the indicator C asked about
the perceived necessity of treatment or service using for sub-
stance-use disorders, and so ignored non-problematic drug us-
ers, it had the lowest sensitivity among the indicators in model 7.

In Table 4, estimates of the prevalence of illicit drug use em-
ploying the LCLL models with two and three indicators (ad-
justed for classification errors) and those using indicators A, B,
and C (unadjusted) are presented by gender. After adjusting for
classification errors in the self-report of illicit drug use, the esti-
mated prevalence of drug use increased. This increase was lower
in the LCLL model with two indicators than in the model with
three indicators. The reason for this is that the measurement er-
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ror correction in the LCLL model with two indicators was in-
complete, because this model did not take into account the cor-
relation between the indicators.

The findings presented in Table 4 also indicate that measure-
ment error in self-reported illicit drug use was an important fac-
tor in underestimating the prevalence of the use of these drugs.
Although the adoption of techniques such as self-administered
questionnaires leads to a reduction in the occurrence of such
errors in the course of research [21], it does not fully prevent
them.

DISCUSSION

In the IranMHS data, the indicators used in the LCA models
were bivocal because they did not measure a common latent
variable. Indicator A measured the latent variable of more than
five instances of using any illicit drug in the past 12 months. In-
dicator B measured the latent variable of at least one instance
of using any illicit drug in the past 12 months. Indicator C mea-
sured the latent variable of the need for or the use of treatment
services due to drug abuse and addiction in the past 12 months.
The latent variable of indicator C is nested within the latent
variable of indicator A, and the latent variable of indicator A is
nested within the latent variable of indicator B. The correlation
between the latent variables of indicators A and B was high, but
the correlation between the latent variable of indicator C and
the latent variables of the other two indicators was weaker. There-
fore, indicator C was considered a weak indicator.

In contrast, behaviorally correlated error is expected to occur
among the three indicators due to the nature of the questions,
and in particular, the fact that they assessed illicit drug use. That
is, if a respondent initially denies illicit drug use when answer-
ing indicator A, he or she would be expected to deny it deliber
ately when answering indicators B and C. However, this pattern
may have occurred less for indicator C due to its indirect nature.

The incidence of bivocality and behaviorally correlated error
among the IranMHS indicators indicate the non-establishment
of the local independence assumption when using the LCA ap-
proach to analyze the data of this survey. As the correlation
among the indicators in this survey was positive, it may be ex-
pected that failing to consider the violation of this assumption
in LCA models would lead to bias in estimating the model pa-
rameters manifesting in the underestimation of the classifica-
tion error of the indicators and, consequently, an incomplete
correction of the estimated prevalence of drug use. In model 0,
which only used indicators A and B along with a gender group-
ing variable for assessing and correcting classification error in
the prevalence of illicit drug use (known as the Hui-Walter meth-
od [22]), the local independence assumption was imposed on

the data. Therefore, it may be expected that the classification
error rate of these two indicators would be underestimated and
the estimation of the prevalence of drug use would be lower
than the real rate due to incomplete correction. Only eight de-
grees of freedom are present in the two-indicator model along
with one binary grouping variable, which was used to estimate
its eight parameters, and it would not be possible to assess a
correlation between indicators A and B through inserting an in-
teraction term between them into the model due the insuffi-
cient degrees of freedom.

As sufficient degrees of freedom are present for estimating
the parameters of correlation between indicators in the three-
indicator models with one gender grouping variable (models
1-10), the non-establishment of the local independence assump-
tion can be imposed on the data in these models. Among the
three-indicator models presented in Table 2, the local indepen-
dence assumption is established in models 1 and 9. Therefore,
these two models, like the two-indicator model (model 0), are
not suitable for the IranMHS data. Among the other three-indi-
cator models, different modes of the non-establishment of the
local independence assumption were imposed on the data. It
was noted that variation was present in the estimated value of
prevalence of drug use among models with different modes of
correlation structure among the indicators. However, experts
believe that the prevalence estimation obtained from the se-
lected three-indicator model (model 7) is unlikely to be correct.

Indicators A and C in the IranMHS data showed the highest
marginal correlation, and the correlation strength between indi-
cators A and B was second-order. It was noticed that the BIC of
the model with interaction term AC was the lowest and the BIC
of the model with the interaction term BC was the highest in
models 2-4, which only added one interaction term to the LCA
models. The BIC of the model with AC and AB interaction terms
was the lowest and the BIC of the model with AB and BC in-
teraction terms was the highest among models 5-7, which add-
ed two interaction terms to the LCA models. This means that a
lower BIC was obtained in the models in which the correlation
structure between indicators had more conformity with the
correlation structure in the data.

Both bivocality and behaviorally correlated error phenomena
occurred in the IranMHS data; however, the correlation struc-
ture that emerged among the indicators due to these two phe-
nomena did not correspond together. While bivocality was strong
between indicators AC and BC, and weak between indicators
AB, behaviorally corrected error was strong between indicators
AC and AB, and weak between indicators BC. The correlation
structure caused by behaviorally correlated error in the data
exceeded that caused by bivocality. Therefore, some bivocality
remained in the models with greater fitness with this type of
correlation structure in the data (such as model 7, with the low-
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est BIC), that was not considered, and it may be expected to
lead to estimations that are not completely unbiased.

In contrast, only the gender grouping variable was used in the
LCA models for the IranMHS data. Statistically, this variable
did not play a crucial role in creating latent heterogeneity (with
respect to the BIC of models 9 and 10). One of the other fac-
tors that was probably involved in the incorrectness of estima-
tions of the three-indicator model with lowest BIC (model 7)
was the probability of latent heterogeneity in unknown vari-
ables that were not considered in analyzing the IranMHS data.

In order to obtain unbiased estimations when assessing and
correcting classification errors in estimates of categorical out-
comes in surveys using the LCA approach, the factors leading
to violations of local independence (bivocality, behaviorally
corrected error, and latent heterogeneity) should be considered
in models. At least three indicators should be developed for a
latent variable when designing survey studies, and these indica-
tors should have univocality or at least minimum bivocality.
Moreover, all variables for which the classification error of indi-
cators is expected to be variable at their levels and consequent-
ly lead to latent heterogeneity should be identified and mea-
sured. Finally, well-known methods should be used for consid-
ering any factor violating the local independence assumption in
models when analyzing survey data using LCA.
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Appendix 1. Definition of Indicators A, B and C of any illicit drug
use in the past 12 months in the Iranian Mental Health Survey (Iran-
MHS) data

Indicator A
This indicator was based on the question from the “substance
use” questionnaire for IranMHS;

Look at the following list of drugs. Have you used any of
them more than 5 times in the past 12 months?

- The cannabis family including hashish, weed, joint, bhang,
marijuana, and grass.

- Stimulants including methamphetamine, amphetamine, non-
prescribed Ritalin, and khat.

- Derivatives of opium including opium, opium dross, opium
sap, heroin, crack of heroin, non-prescribed morphine, nor-
gesic, temgesic, non-prescribed methadone and buprenor-
phine.

- Hallucinogens including ecstasy and LSD.

- Inhalants/volatile solvents including paste, gasoline, ether,
and acetone.

- Any other drugs to feel good, relaxed, better, more active or
more conscious? (Drugs such as tranquilizers, sedatives, and
drugs containing codeine are not the target of this question.)

Indicator A= Yes (in case any of the drugs in the list provided
in question is selected or another illicit drug is mentioned in re-
sponse to the last item); indicator A= No (otherwise)

Indicator B
This indicator was formed based on the responses to ten ques-
tions about the highest occasions any illicit drug was used by
the participants in the past 12 months. This indicator was a com-
bination of following items in the self-administrated question-
naire (Short-Form for drug use and other high risk behaviors)
in the IranMHS:
- Have you used opium (or opium dross) in the past 12 months?
- Have you used opium sap in the past 12 months?
- Have you used crack of heroin in the past 12 months?
- Have you used heroin in the past 12 months?
- Have you used methadone or buprenorphine (Temgesic)
without medical supervision in the past 12 months?
- Have you used hashish (e.g. weed, hemp, bhang, grass,
joint, and marijuana) in the past 12 months?
- Have you used meth (crystal or ice) in the past 12 months?
- Have you used ecstasy (X) tablets in the past 12 months?
- Have you used Ritalin without medical prescription in the
past 12 months?
- Have you used, even once, any other substance in the past
12 months? (cocaine, gasoline, acetone, ether, paste, testos-
terone, nandrolone, etc.) Name the substance if you have.

Indicator B = Yes, if any of the 2 to 5 options (referring to the
following statements in the mentioned order for the past 12
months: “only once or several times”, “at least once a month”,
“at least once a week”, and “almost every day”) were selected
in response to each of the aforementioned questions; and Indi-

cator B=No, if choice 1 (“never”) was selected for all questions.

Indicator C

This indicator was formed based on responses to six groups of
questions about the need for receiving services because of drug
use and addiction, and receiving medical services in a form
other than taking part in NA addiction groups (anonymous ad-
dicts) or receiving agonist maintenance treatment because of
drug use and addiction, as in-patient, short-term residential, out-
patient and traditional treatments in the past 12 months.

- Have you been in need of “visiting” a center or a therapist
to receive treatment or a solution for drug use and addic-
tion in the past 12 months? Or has anyone suggested that
you need to “visit” a medical center or therapist for treat-
ment or a solution for the aforementioned problem?

If you have been hospitalized in inpatient centers in the
past 12 months because of psychiatric problems or addic-
tion, have you received Ultra Rapid Detoxification (UROD)
or detoxification with anesthesia? (Inpatient centers include
hospital emergency wards, hospitals, clinics (general or spe-
cialized polyclinics or comprehensive psychiatric centers),
care centers (for mentally ill patients, the elderly, etc.), detox-
ification camps (rehabilitation houses for quitting or care cen-
ters for addicts), and other inpatient centers.)

If you have been hospitalized in inpatient centers in the past
12 months because of psychiatric problems or addiction,
were you exposed to other treatments for quitting or detox-
ification (except UROD) each time?

- Have you visited any Drop-in Center for receiving drug harm
reduction services in the past 12 months?

Have you visited an herbal pharmacy, herbalist, acupunc-
ture center, a spiritualist, homeopath, massage therapy cen-
tet, a chiropractor, a yoga or meditation center, a bloodlet-
ting/cupping center, hypnotist, energy therapy center, witch,
or any other traditional therapist for addiction or drug use
problems in the past 12 months?

Have you visited any outpatient treatment center (except
for the centers providing agonist maintenance treatment)
and received treatment services for drug use and addiction
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in the past 12 months? (It refers to health houses, health sta-
tions, health centers, hospital emergency wards, hospital
clinics or specialized clinics, psychiatric clinics, consulting
centers, private offices, polyclinics, home services, and other
outpatient treatment centers)

Indicator C= Yes, if the response to each of the aforemen-
tioned six groups of questions was positive; and Indicator C=
No, if the response to all of them was negative.

Appendix 2. R software’s codes of latent class analysis for correct-
ing measurement error while estimating prevalence of any illicit
drug use in IranMHS (Model [7]):

##Activating some libraries ##
options(scipen=999)
library(foreign)

library(gllm)

##Reading the main data set from SPSS in R##

Icadat = read.spss(file.choose(), use.value.labels = FALSE,
to.data.frame = TRUE)

attach (Icadat)

##Latent Class Analysis using Latent Class Log-Linear model
(Indicators A, B & C) ##

y.ad <-as.vector(table(lcadat$anydrug_B lcadat$anydrug
A lcadat$anydrug_Clcadat$gender))
yad

s<-¢(1:16,1:16) ## Scatter matrix: full table is 2x2x2x2x2

## Design matrix: x is the latent variable (2 levels), a-g are the
observed variables ##

i<-rep(1,32)

x < -as.integer(gl(2,16,32))-1

g<-as.integer(gl(2,8,32))-1

c<-as.integer(gl(2,4 ,32))-1

a<-as.integer(gl(2,2 ,32))-1

b<-as.integer(gl(2,1 ,32))-1

X7 <-cbind(i,x,a,b,c,g,x*cbind(a,b,c,g),a*b,a*c)

COlnameS(X7) < 'C("Int","X","A","B"7"C"’"G"’"AX","BX",
I|CXll,llGXll,HABIl,IlACII)

anydrug7 < -emgllm(y.ad,s,X7, tol= 0.000001)

anydrug7

anydrug7P_Value = pchisq(anydrug7$deviance,20,lower.
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tail=FALSE)
anydrug7P_Value

anydrug7BIC= anydrug7$deviance + log(sum(y.ad)) * 12
##This is BIC + "2*log-likelihood(saturated model)"
anydrug7BIC

ft <- anydrug7$full.table

tab.x <- xtabs(ft ~ x)

tab.x

prx <- (xtabs(ft ~ x)/sum(ft))[2]
prx

tab.xg <- xtabs(ft ~ g+x)

tab.xg

prx.m < - tab.xg[1,2]/sum(tab.xg[1,])
prx.m

prx.f <-tab.xg[2,2]/sum(tab.xg[2,])
prx.f

tab.ax <- xtabs(ft ~ a+x)

tab.ax

sena < - tab.ax[1,2]/sum(tab.ax[,2])
sena

spea < - tab.ax[2,1]/sum(tab.ax[,1])
spea

tab.bx <- xtabs(ft ~ b+x)

tab.bx

senb < - tab.bx[1,2]/sum(tab.bx[,2])
senb

speb < - tab.bx[2,1]/sum(tab.bx[,1])
speb

tab.cx <- xtabs(ft ~ c+x)

tab.cx

senc < - tab.cx[1,2]/sum(tab.cx[,2])
senc

spec < - tab.cx[2,1]/sum(tab.cx[,1])
spec

tab.axg <- xtabs(ft ~ a+x+g)

tab.axg

sena.m < - tab.axg[1,2,1]/sum(tab.axg[,2,1])
sena.m

spea.m < - tab.axg[2,1,1]/sum(tab.axg[,1,1])
spea.m

sena.f <- tab.axg[1,2,2]/sum(tab.axg[,2,2])
sena.f

spea.f <- tab.axg[2,1,2]/sum(tab.axg[,1,2])
spea.f

tab.bxg <- xtabs(ft ~ b+x+g)

tab.bxg



senb.m < - tab.bxg[1,2,1]/sum(tab.bxg[,2,1])
senb.m

speb.m <- tab.bxg[2,1,1]/sum(tab.bxg[,1,1])
speb.m

senb.f <- tab.bxg[1,2,2]/sum(tab.bxg[,2,2])
senb.f

speb.f <- tab.bxg[2,1,2]/sum(tab.bxg[,1,2])
speb.f

tab.cxg <- xtabs(ft ~ c+x+g)

tab.cxg

senc.m < - tab.cxg[1,2,1]/sum(tab.cxg[,2,1])
senc.m

spec.m < - tab.cxg[2,1,1]/sum(tab.cxg[,1,1])
spec.m

senc.f <- tab.cxg[1,2,2]/sum(tab.cxg[,2,2])
senc.f

spec.f <-tab.cxg[2,1,2]/sum(tab.cxg[,1,2])
spec.f

detach(lcadat)
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Appendix 3. The reason of replacing BIC with “BIC + [2*In(likelihood
of saturated model)]” in Table 2

InTable 3, we replaced BIC with “BIC + [2*In(likelihood of sat-
urated model)]”. The reason was that the output of the “emgllm”
function in the “gllm” package of R did not provide the likeli-
hood of models and instead provided the “Deviance=-2*[In
(likelihood of current model) - In(likelihood of saturated mod-
el)]” of each model [A01]. Hence, in equation (1), which is de-
veloped for calculation of BIC [A02,A03], deviance is used in-
stead of the models’ “-2*In(likelihood)”:

BIC = [-2*In(likelihood)] + [In(n)*(number of model param-

eters)] (1)

Consequently, “BIC + [2*In(likelihood of saturated model)]”
was obtained. Since in all models the fixed value of “[2*In(like-
lihood of saturated model)]” is added to BIC values, at the time
of comparing models in terms of their “BIC + [2*In(likelihood
of saturated model)]”, it is as if the BIC of the models is com-
pared.

A01. Nelder JA, Wedderburn RW. Generalized linear models. J
R Stat Soc Ser A 1972;135:370-384.

A02. Schwarz G. Estimating the dimension of a model. Ann Stat
1978;6:461-464.

A03.Wit E, van den Heuvel E, Romeijn JW. ‘All models are
wrong...: an introduction to model uncertainty. Stat Neerl
2012;66:217-236.



