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ABSTRACT

PERFORMANCE OF COGNITIVE RADIO NETWORKS
WITH UNKNOWN DYNAMIC PRIMARY USER SIGNALS

Sara L. MacDonald
Old Dominion University, 2019

Director: Dr. Dimitrie C. Popescu

The current static assignment of RF spectrum in the United States and other parts of

the world has led to a large portion of the RF spectrum to be geographically and tempo-

rally underutilized. While the amount of RF spectrum is finite, the demand for spectrum

continues to increase making it necessary to increase utilization of many bands. Several inno-

vative methods for allowing licensed primary users (PUs) to share spectrum with unlicensed

secondary users (SUs) have being proposed. Of these methods Cognitive Radio (CR) has

emerged as a promising technology thatenables SUs to dynamically access spectrum after

first sensing the spectrum to ensure the PU is not active. Sensing performance is critical to

a successful CR implementation, and within the last decade there has been significant CR

research examining various sensing challenges and methods to improve sensing performance.

The majority of this research has focused on PUs that utilize spectrum with relatively long

idle and transmission periods which in turn allows for SU sensing periods with an extended

duration.

The work presented in this dissertation focuses on CR systems where the PU is highly

dynamic and addresses several issues that arise when attempting to access this spectrum. In

the case of a highly dynamic PU, it is not possible for the SU to increase the sensing period

to improve performance, resulting in suboptimal sensing performance. A proposed hybrid

framework is described which allows for suboptimal sensing performance by limiting the SU

transmission power dependent on the sensing capabilities. In order to quantify sensing capa-

bilities, a mathematical model for describing the PU activity with respect to the SU sensing

period is derived using the mean active and idle durations of the PU. Using this PU activity

model, closed form mathematical expressions for sensing performance are provided for two

different hypothesis tests. Finally, the PU activity model and corresponding expressions for

sensing performance depend on knowing the mean PU active and idle durations; because the

SU may not know these PU parameters, a modified expectation maximization algorithm is

proposed to estimate these parameters and corresponding sensor performance.
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CHAPTER 1

INTRODUCTION

The RF spectrum in the United States and other parts of the world appears to be

overcrowded. Wireless devices are growing in number and in data rate requirements. The

ever-growing bandwidth demands of commercial and military users have resulted in a spec-

trum shortage. It is no longer the case that hardware is the limiting factor in the achievable

data rate of a wireless device; rather, it is spectrum availability. However, according to mea-

surements taken by the FCC’s Spectrum Policy Task Force, utilization ranges geographically

and temporally from 15% to 85% [1]. Ideally, the duty cycle would be much higher, but the

current static spectrum allocation policy provides exclusive rights to the spectrum holder. If

the licensed spectrum holder is not using the frequency, it remains idle. Therefore, spectrum

shortage is partially an artifact of the current spectrum allocation policy.

In order to increase spectral utilization, several paradigms have been proposed that allow

licensed primary users (PUs) to share spectrum with unlicensed secondary users (SUs). Of

the proposed spectrum sharing paradigms the interweave paradigm has emerged as a viable

option as it minimizes impact to PUs and requires no changes to the current spectrum

allocation process. The interweave paradigm is reliant on Cognitive Radio (CR) technology

which enables SUs to first sense the spectrum to determine whether it is in use by a PU

and only dynamically access spectrum when it is idle [2]. In recent years there has been

significant research in the area of CR exploring topics such as network security [3–5], sensor

performance [6–9], and collaborative sensing [10–13]. The focus of this dissertation is on

CR networks where the PU is highly dynamic, a topic that has received limited research

attention but is increasingly relevant as the Internet of Things (IoT) has increased the need

for sensor networks to share data in short bursts. Additionally, multi-access techniques

such Orthogonal frequency-division multiple access (OFDMA) and Single-carrier frequency-

division multiple access (SC-FDMA), employed by wireless standards such as LTE, result in

licensed users accessing portions of the licensed spectrum on a dynamic basis.
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Numerous problems arise in CR networks when the PU is highly dynamic. This disser-

tation attempts to address some of these problems and sheds light on other areas yet to be

addressed in order to effectively utilize idle spectrum licensed to a dynamic PU.

1.1 PROBLEM STATEMENT

The presence of a highly dynamic PU poses several issues to CR networks. When the

licensed PU is highly dynamic, the resulting spectrum idle periods are shorter and less pre-

dictable. In order to efficiently use these idle periods the SU must adjust its sensing behavior

accordingly. The complexity of sensing and accessing spectrum licensed to a highly dynamic

PU is apparent in Figure 1 which shows the transmission patterns for two different PUs, each

with a 20% duty cycle but with very different transmission patterns. An SU attempting to

exploit the idle periods on the top time axis, where the time scale may be in hours, would

not require the same constraints as an SU attempting to exploit the idle periods on the

bottom time axis, where the time scale may be in ms. Existing spectrum sharing paradigms

are not well suited for highly dynamic PUs, and there is a need to develop a framework that

is suitable for exploiting the idle spectrum of a highly dynamic PU.

Figure 1. Transmission patterns for two primary users, both with a 20% duty cycle but
with the latter representing a more dynamic PU.

In a CR network the SU periodically senses the spectrum in order to determine if an

active PU is present. The effectiveness of CR, both in the ability of the SU to not interfere
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with the PU and the ability of the SU to utilize idle spectrum, relies on the accuracy

with which the SU senses the spectrum. There are well-established closed-form analytical

expressions for spectrum sensing under various channel conditions [14–17]. However, these

expressions assume a static context, with a PU signal that is either active or inactive for

the entire duration of spectrum sensing, and become inaccurate in scenarios where the PU

signal may switch from active to inactive or vice versa while spectrum sensing is in progress.

It is therefore necessary to quantify spectrum sensor performance not just in context to the

channel conditions but also in context to the PU activity dynamics.

One of the appealing aspects of CR over other spectrum sharing paradigms is it not

necessary for the PU to share all information about it’s transmissions with prospective SUs.

It is therefore likely that the parameters dictating the PU activity may not be known to

the SU. Because the performance of the SU spectrum sensing is contingent on the SU’s

knowledge of the PU dynamics, mechanisms for SU estimation of PU dynamics should be

explored.

1.2 DISSERTATION CONTRIBUTIONS

The dissertation is composed of four major contributions, all related to the utilization,

detection, and performance of CR networks with highly dynamic PUs. The first major

contribution is a hybrid spectrum sharing framework that adequately supports a dynamic

PU. We propose a hybrid interweave and underlay paradigm where the PU allows some

SU interference which arises from a reduced ability to accurately perform spectrum in the

presence of a dynamic PU. In order to achieve this type of sharing the PU sets guidelines

which limit the SU power dependent on the SU sensing performance and duty cycle. Verified

analytic expressions built upon the PU threshold performance requirements are provided for

bounding SU operating parameters.

The second contribution is a model for the dynamic PU activity with respect to the SU

sensing period. The model considers a PU that switches between being active and idle during

the sensing period. A Markov chain is used to model the two-state PU signal activity and

the evolution of this chain for the duration of the sensing period is considered. Unlike prior

research, no assumptions are made regarding the number of PU signal changes during the
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sensing period. The resulting PU model is considered in context to an energy detector at the

SU receiver. The derived energy detector test statistic in the presence of a dynamic PU is a

chi-squared mixture where the number of components in the mixture is proportional to the

length of the SU sensing period, and the component weights are dependent on the parameters

dictating the PU dynamic activity, specifically the mean active and idle durations.

The third contribution of this dissertation is analytic expressions for the probabilities

of detection Pd and false alarm Pf that take into account all potential changes in the PU

signal during an SU sensing period. Traditionally, Pd and Pf are derived from the Neyman-

Pearson approach to signal detection where H0, or the null hypothesis, indicates the signal

is absent during the entire sensing period and H1 indicates the signal is present during the

entire sensing period. Because a dynamic PU can be both present and absent during a

sensing period, two alternative sets of hypotheses are described. The first set of dynamic PU

hypotheses, termed the Any Sample Hypotheses, considers a conservative set of hypotheses

Hfree and Hbusy where the null hypothesis Hfree corresponds to a PU that is absent during

the entire sensing duration and Hbusy corresponds to a PU that is present at any point during

a sensing duration. The second set assumes that at the end of the sensing period the SU

would either transmit or remain silent based on the formulated hypothesis. We refer to this

set as the Nth Sample Hypotheses where N refers to the last sample in the sensing period. In

this case the null hypothesis HN0 corresponds to the PU being idle at the end of the sensing

period and HN1 corresponds to a PU that is active at the end of the sensing period. For

both sets of hypotheses closed-form analytic expressions for Pd and Pf are derived using the

chi-squared mixture energy detector test statistic. The performance statistics are verified

through simulation, and the expressions are precise across PU dynamic activity levels and

PU signal to noise ratio (SNR) at the SU receiver. Further, because the expressions for Pd
and Pf can be complex, particularly with extended sensing periods, we present approximate

expressions of P̃d and P̃f for both sets of hypotheses and through simulation explore the

validity of the approximate performance statistics.

The verified closed-form expressions for Pd and Pf derived in this dissertation assume

both the PU SNR at the SU receiver and the PU dynamic activity, specifically the mean

active and idle durations, are known. The fourth contribution is a proposed method to
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estimate the sensor performance statistics Pd and Pf in the presence of a dynamic PU with

unknown parameters. We develop an incremental expectation maximization (EM) algorithm

to estimate the weights of the chi-squared mixture as well as estimating the SNR using a

set of observations from the output of the SU energy detector. Because the EM algorithm

converges to a local rather than the global optimum its performance can be poor when the

number of components in the mixture is large. The number of components in the chi-squared

mixture is proportional to the length of the SU sensing period so it typically contains a large

number of components. We therefore propose an incremental EM algorithm which starts with

a subset of components and adds components incrementally. With the estimated weights

and SNR determined by the incremental EM algorithm we then estimate the performance

of the energy detector and compare the results to the expressions for Pd and Pf using the

actual PU transmission parameters.

1.3 DISSERTATION OUTLINE

The following chapters of this dissertation are organized as follows. Chapter 2 provides

an overview of underlying technologies relevant to this work. A brief overview of CR and

spectrum sharing paradigms is provided followed by a discussion of spectrum sensing per-

formance and techniques. Chapter 2 also provides a literature review of relevant research,

focusing on CR research which considers dynamic PUs.

A framework for spectrum sharing is proposed in Chapter 3 which considers a dynamic

PU as well as the potential for a dynamic SU. The proposed framework allows the PU to

provide a two dimensional boundary for SU operation using the probability of collusion

and SU power. The two dimensional boundary limits interference to the PU while still

obfuscating details of its own transmissions. An example 4-QAM PU system is considered,

and simulations are performed with SUs operating at various points on the SU operating

boundary.

Chapter 4 provides a mathematical model for describing the dynamic PU state using a

Markov chain. The evolution of the Markov chain over the SU sensing period is used to

develop a distribution for the test statistic at the output of an energy detector. Chapter 4

also introduces the dynamic PU Any Sample and Nth Sample hypotheses. The dynamic PU
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test statistic is applied to alternative hypotheses, and corresponding joint and conditional

probabilities are derived and verified through simulation.

Building upon the verified dynamic PU model, Chapter 5 derives closed-form expressions

for an energy detector test statistic and spectrum sensing performance statistics in the pres-

ence of a dynamic PU. Because of the complexity of the expressions derived, particularly for

extended sensing periods, approximations for sensing performance are considered. Simula-

tions provided verify the expressions for sensing performance and provide limitations on the

use of the approximated expressions.

In Chapter 6 a novel incremental EM algorithm is proposed to estimate PU transmission

parameters using observations from the output of the SU energy detector. The estimated

parameters are then used to estimate the SU sensing parameters. The approach is validated

through simulation for a range of SNR values.

Finally, this dissertation concludes with Chapter 7. A summary of the dissertation is

provided as well as concluding remarks. Further, because the topic of CR networks with

dynamic PUs is in its early stages there are several areas of future work that should be ex-

plored based on the advances made in this dissertation. Chapter 7 also provides a discussion

of this proposed future work.

We note that the work presented in this dissertation, particularly in Chapters 3 through 6,

builds upon the work and verified results from previous chapters. At the introduction of these

chapters a system model for the research described in the chapter is provided including a

review of critical and verified components from prior chapters.
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CHAPTER 2

BACKGROUND AND RELATED WORK

This chapter provides background information relevant to the work presented in this

dissertation. The chapter contains two major sections. Section 2.1 provides an overview of

the underlying technologies considered in this dissertation. Section 2.2 provides a description

of the limited research related to the CR networks in which a dynamic PU is considered.

2.1 UNDERLYING TECHNOLOGIES

A brief history of CR is first provided in Section 2.1.1 followed a description of shar-

ing dimensions and paradigms in Section 2.1.2. An overview of common spectrum sensing

techniques and sensor performance quantization is provided in Section 2.1.3.

2.1.1 COGNITIVE RADIO SYSTEMS

Cognitive Radio (CR) is an emerging concept that is expected to contribute to spectrum

sharing and more efficient use of the frequency spectrum in future generations of wireless

systems by enabling dynamic access to idle spectrum. While there are many variations on

the definition of a CR, the FCC’s definition has been widely adopted:

“Cognitive Radio: A radio or system that senses its operational electromagnetic

environment and can dynamically and autonomously adjust its radio operating

parameters to modify system operation, such as maximize throughput, mitigate

interference, facilitate interoperability, access secondary markets.” [1].

Using this definition of CR, techniques for detecting the radio environment are clearly a

key component of CR technology. However, CR is a broad interdisciplinary topic, involving

spectral analysis, control systems, computer networking, game theory, and formal languages,

amongst other technical disciplines [18].
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Dr. Joseph Mitola III led research and development in the area of CR. His early work

in software-defined radios led to his concept of CR. Mitola’s vision of CR was more robust

than the FCC’s definition. He first described software-defined radios that were fully aware

of not only spectrum availability but other aspects of the communication system as well [19].

Between 2002 and 2005, Mitola served as Special Assistant to the Director of the Defense

Advanced Research Projects Agency (DARPA) to develop the Next Generation (XG) and

Wireless Network after Next (WNaN) programs. DARPAs XG and WNAN programs focused

on the development of low cost military handheld terminals that utilize CR techniques. The

WNaN military radios are capable of sensing spectrum, opportunistically utilizing unused

spectrum, and dynamically shifting utilized spectrum to optimize spectrum utilization across

the entire channel.

Outside of military applications, there are several commercial applications that make

use of CR. In the 2.4 and 5.725 GHz unlicensed bands, several devices are beginning to

implement CR technology. IEEE 802.11k is an update to the WLAN standard that includes

spectrum sensing to help determine which access point a WLAN device should connect

to. Additionally, Bluetooth now includes Adaptive Frequency Hopping (AFH) as a way of

reducing interference with the numerous other devices operating in this band. AFH senses

which portions of the band are busy and does not transmit on those frequencies. This reduces

interference and thus increases performance for both the Bluetooth device and other wireless

devices operating in the band.

An additional commercial application of CR is the work being done by the IEEE 802.22

Working Group on Wireless Regional Area Networks (WRAN). IEEE802.22 has a goal of

developing a standard for unlicensed access to white spaces in UHF TV bands (400-800

MHz). The FCC indicates that in most geographical areas there are multiple unused 6 MHz

channels. Because of the long range propagation characteristics in this band, the aim of this

technology is to provide wireless broadband access in rural areas.
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Figure 2. Three dimensional spectral hole.

2.1.2 SPECTRUM SHARING DIMENSIONS AND PARADIGMS

There are multiple dimensions in which SUs may transmit without interfering with the

PU as shown in Figure 2 and described below. SUs may take advantage of spectrum oppor-

tunities, or spectrum holes, in one or more of these dimensions [20].

A. Frequency: If the spectrum allocation is broken into multiple narrow bands of spec-

trum, some of these smaller bands may go unused by the PU. These smaller bands of spec-

trum could potentially be used by SUs. The UHF TV bands are an extreme example of

opportunities within the frequency domain; these opportunities are relatively static over

time and can be exploited with negligible impact to PUs.

B. Time: If the PU is not transmitting constantly, there are periods when the spectrum

is idle and a SU could access the spectrum. Because network loading generally varies greatly

over time, certain times of the day may have extended opportunities in the time domain while

others may have relatively few opportunities. This dissertation explores a highly dynamic

PU with a duty cycle depicted in the bottom half of Figure 1.

C. Power: Extremely low PU power levels are generally an indication of geospatial sepa-

ration. If an SU is an adequate distance from the PU, then that SU may be able to transmit
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Figure 3. Hidden Node problem caused by geographic position of PU and SU transmitters
and receivers may cause collisions as in the bottom half of the figure.

without interfering with the PU’s transmission. Geospatial separation can also take advan-

tage of directional transmissions and often relies on power control of the SU. It is important

to note that CR is susceptible to the hidden node problem as illustrated in Figure 3. The

top of Figure 3 illustrates successful sensing by the SU transmitter to avoid SU transmission

and collision. In the scenario depicted in the bottom of Figure 3 the SU transmitter is close

to the PU receiver but too far from the PU transmitter for successful detection, potentially

causing a collision at the PU receiver.

Three primary paradigms for spectrum sharing are described in the literature: underlay,

interweave, and overlay [18, 21–23]. The underlay paradigm dictates that the interference

caused by a secondary user (SU) at the primary user (PU) receiver is kept below a certain

threshold such that both the PU and SU may operate simultaneously in the same space-

time-frequency domain. The interweave paradigm, from which cognitive radio was originally

conceived, allows temporary space, time, or frequency voids, referred to as spectrum holes, to
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Figure 4. Spectrum sharing paradigms.

be exploited and utilized opportunistically. Finally, the overlay paradigm requires that the

SU has extensive knowledge of the PU message, the channel between the SU and PU receiver,

as well as the channel between the PU transmitter and receiver. With this information the

SU is then able to precode its own transmissions and other SU as well as all the channels

between them. While these paradigms are discussed in literature as three distinct cases, it

is likely that specific applications of spectrum sharing between RF systems will require a

combination or modification of the paradigms. This dissertation focuses on a highly dynamic

PU and in Chapter 3 a hybrid interweave and underlay paradigm is proposed to accommodate

a dynamic PU. We note that [24] also proposes a hybrid paradigm that allows the SU to

transition between the interweave and underlay paradigms in order to optimize spectral

utilization. In contrast, the hybrid paradigm proposed in Chapter 3 addresses the issue of

suboptimal sensing performance that is inherent with a dynamic PU and provides a method

for the PU to bound SU operation to minimize interference to the PU. The hybrid paradigm

proposed considers that the SU may take advantage of spectrum sensing in order to reduce

interference to the PU despite the performance of the spectrum sensing being reduced because
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Figure 5. Example receiver operating characteristic curve.

of PU dynamics. The following section provides an overview of spectrum sensing.

2.1.3 SPECTRUM SENSING TECHNIQUES AND PERFORMANCE

When examining spectrum sensing performance, the two probabilities discussed in the

prior section are of concern. The first is the probability of detection, Pd, which is the

probability of the SU accurately detecting the PU. The other probability of concern is the

probability of false alarm, Pf , or the probability of the SU falsely determining that the PU is

active. These values are often plotted against each other in a receiver operating characteristic

(ROC) curve. Figure 5 provides an example ROC curve.

The spectrum sensing techniques described are dependent on the threshold value λ.

Different values of λ will result in different points on the ROC curve. If λ is set too large then

the probability of false alarm will also be high resulting in missed opportunities to access

the spectrum. However, if λ is set too low then the probability of missed identification,

Pm = 1− Pd, will be high. A high Pm value could result in interference to the PUs.
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Figure 6. Example of probability of sensing error versus λ.

In addition to utilizing ROC curves, spectrum sensing performance is often evaluated

based on the probability of sensing error Perror which is described as

Perror = α · Pm + (1− α) · Pf . (1)

where α is a weighing factor which determines the weight of the individual contributions.

Figure 6 illustrates an example Pse versus λ where α is set to 0.5. Examining sensing

performance in this manner facilitates the selection of the proper threshold value of λ.

2.1.4 SPECTRUM SENSING TECHNIQUES

Spectrum sensing is the general term used to describe methods in which SUs sense PU

transmissions. The objective of spectrum sensing is for the SU to decide between the two
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hypotheses:

H0 → PU signal OFF, channel is AVAILABLE

H1 → PU signal ON, channel is BLOCKED. (2)

These two hypotheses may likewise be expressed mathematically in terms of the SU received

signal r(n) as

H0 : r(n) = u(n) (3)

H1 : r(n) = s(n) + u(n), (4)

where u(n) is the noise, and s(n) is the signal transmitted by the PU. Many approaches to

spectrum sensing have been identified. These techniques range in complexity and accuracy.

The most popular of these approaches are summarized in the following sections.

Energy Detection

The most basic and most common form of spectrum sensing is energy detection. It

requires no knowledge of the PU’s waveform, so it is more universal than other forms of

spectrum sensing. However, it is less accurate and does not work with CDMA systems [16].

An energy detector will compare the power spectral density (PSD) of the received signal to

a threshold level λ. The value of λ is critical as it determines the success of the opportunity

identification using the probabilities [14]

Pd = Pr{|r(n)|2 > λ|H1} (5)

Pf = Pr{|r(n)|2 > λ|H0}, (6)

where Pd is the probability of successfully detecting a transmitted signal and Pf is the prob-

ability of a false alarm. Figure 7 is a block diagram of a basic energy detector.
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Figure 7. Energy detector block diagram.

Waveform-Based Sensing

Also called coherent sensing, this method requires knowledge of the PU’s waveform. It

utilizes preambles, spreading sequences, and other patterns. These pilot patterns allow the

waveform to be detected by correlating the received signal with a copy of itself. Using the

same hypothesis in (3) and (4), the values of Pd and Pf are [17]

Pd = Pr{r(n)s∗(n) > λ|H1} (7)

Pf = Pr{r(n)s∗(n) > λ|H0}. (8)

Just as in energy detection, setting the threshold level λ is critical to the performance of

the both the primary and secondary users. Figure 8 is a block diagram of a basic waveform

based detector.

Figure 8. Waveform based detector block diagram.
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Cyclostationary Sensing

Also called feature detection, cyclostationary sensing does not use the power spectral

density of the receive signal but instead uses a cyclic correlation function. Cyclostationary

detection is capable of differentiating noise from the transmitted signal. This is possible

because AWGN is wide sense stationary with no correlation and transmitted signals are

typically spectrally correlated. Cyclostationary sensing uses a spectral correlation density

(SCD) function [25],

S(f, α) =
∞∑
−∞

Rα
y e
−j2πfτ (9)

where

Rα
y = E[y(n+ τ)y∗(n− τ)e−j2πfτ ]. (10)

Therefore the decision probabilities are

Pd = Pr{S(f, α) > λ|H1} (11)

Pf = Pr{S(f, α) > λ|H0}. (12)

Figure 9 is a block diagram of a basic cyclostationary detector.

Figure 9. Cyclostationary detector block diagram.
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The work in this dissertation considers an SU which utilizes an energy detector. This is

ideal as the energy detector requires no knowlege of the PU signal. However, if information

were known about the PU signal such that an alternative detector could be used, the work

presented in this dissertation could readily be extended to consider either a waveform-based

or cyclostationary detector.

2.2 COGNITIVE RADIO WITH DYNAMIC PRIMARY USERS

The performance of the sensing methods in Section 2.1.4 have been analyzed and validated

closed-form expressions for sensing performance exist. However, these expressions assume

a static context with a PU signal that is either active or idle for the entire duration of

a spectrum sensing period. This dissertation covers CR networks with a highly dynamic

PU and the static PU expressions become inaccurate in scenarios where the PU signal may

switch from active to idle or vice versa while spectrum sensing is in progress. While there

is significant CR research, scenarios with a dynamic PU have received limited attention.

The dynamic PU research that does exist focuses on sensing performance using various

constraints. Scenarios where the PU signal is not static during sensing are described in

[26–30] and are briefly described below.

A dynamic PU which may potentially change state a single time during the sensing period

is considered in [26]. Because the dynamic PU may be both active and inactive during a

single sensing window the standard hypothesis used for spectrum sensing, H0 when the PU

is absent and H1 when the PU is present, is not applicable. The potential single PU state

switch during the sensing window results in four potential cases: H0,1 the PU is absent

during the entire sensing window; H1,2 the PU is absent at the beginning of the sensing

window and switches on by the end of the sensing window; H0,2 the PU is present at the

beginning of the sensing window and switches off by the end of the sensing window; and

H1,1 the PU is present during the entire sensing window. These four cases are then mapped

to the hypotheses H0 and H1 based on the PU state at the end of the sensing period with

H0,1 and H0,2 mapping to H0 and H1,1 and H1,2 mapping to H1. Closed form expressions are

provided for the Pd and Pf which are reliant on the probability of cases H0,1, H0,2, H1,1 and

H1,2 occurring. Because a specific PU traffic distribution was not assumed, the probabilities
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Pd and Pf were not calculated. A scenario similar to [26] is provided in [27, 28] with an

exponential PU traffic profile assumed allowing for the calculation of the probability that

each of the four cases occur.

In [29] the problem of detecting signals characterized by a discontinuous presence in the

detection window is also addressed. As in [26] alternative hypothesis are defined but instead

of considering the PU state at the end of the sensing period, [29] defines the hypothesis as

Hfree when the signal is absent for the entire duration of the sensing window and Hbusy when

the signal is present at any point during the sensing window. In the case of Hbusy the PU is

assumed to be present for a percentage of the sensing window corresponding to the PU duty

cycle. This assumption limits the application of this work to scenarios where the sensing

window is relatively large in comparison to the PU transmission which results in very few

Hfree sensing windows and which limited SU transmission opportunities.

Unlike prior research, [30] considers a PU that may switch states active/inactive more

than once during a sensing window. However, an upper limit on number of switches, derived

using a maximum likelihood estimation, is assumed for the PU signal during the spectrum

sensing interval. The closed-form expressions presented in Chapter 5 removes this assumption

on the number of PU signal changes during the sensing interval by using a Markov chain

to model the two-state PU signal activity. In this context we derive analytical expressions

for the probabilities of detection Pd and false alarm Pf that take into account all potential

changes in the PU signal from active to inactive and/or vice versa.

The aforementioned papers all note a reduced sensing performance as a result of the

dynamic PU and many address the optimal duration of the sensing period to maximize the

number of samples while minimizing the probability of the PU switching states during the

sensing interval. However, none of these papers analyze the overall impact to CR network

performance. There is considerable research that examines overall CR network throughput

as it relates to the duration of the sensing window, notably [7,31,32]. The scenario presented

in these papers assumes a time slotted system where the SU must determine the variable

α which determines the percentage of the slots used for sensing and SU transmission as in

Figure 10. While none of these papers consider the possibility of the PU switching during

a sensing window, [31] considers the possibility that the PU may switch states between the
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Figure 10. Sensing-throughput analysis time slot structure.

sensing and data transmission portion of the time slot. As the PU becomes more dynamic,

the overall throughput of the system is then reduced. There is no known analysis of the

impact of reduced sensing performance, resulting from a PU state switch during sensing, on

CR network throughput.

Research using machine learning to estimate dynamic PU activity models in CR networks

is limited. However, the estimation of dynamic PU activity is studied in [33], where hidden

Markov models and a modified EM approach are used to evaluate the parameters of PU

activity and its SNR. We note that [33] assumes that the activity of the PU is static for the

entire sensing period and therefore the PU dynamics is estimated between sensing intervals.



20

CHAPTER 3

HYBRID SPECTRUM SHARING PARADIGM

In this chapter we consider a highly dynamic PU with a low temporal spectrum utilization

such that there is a significant opportunity to temporally share the spectrum with other

RF systems. CR is built upon the interweave paradigm, discussed in Section 2.1.2, which

allows for the temporal sharing of spectrum by requiring the SU to first sense the spectrum

to determine the presence of the PU prior to transmitting. Traditionally, the interweave

paradigm assumes that the PU has no knowledge of the SU and therefore the SU must not

interfere with the operation of active PUs. This requires that the SU has the ability to detect

the PU with very high accuracy, i.e. Pd ≈ 1. As noted in Section 2.1.3, optimal ROCs rise

quickly such that a very small Pf results in a near perfect Pd. In a system where the PU is

either active or inactive for long periods of time, it is possible for the SU to have extended

sensing periods and for the Pd → 1 with a small Pf . However, in the case of a highly dynamic

PU the SU must have a shortened sensing period resulting in reduced sensing performance.

With suboptimal sensing performance an underlay sharing paradigm would work, but this

assumes the SU is always transmitting and has no sensing capability. Therefore, if the SU is

also highly dynamic with a small duty cycle or has some ability to sense the spectrum, the

SU power will be artificially limited. The proposed hybrid framework allows for variable SU

power depending on the probability of an SU transmission and the SU sensor performance.

All RF systems, regardless of whether spectrum sharing is employed, must consider inter-

ference from distant transmitters and adjacent spectrum channels. This type of interference

is assumed to be at a very low-power level and always present. The maximum acceptable

interference level is referred to as the interference threshold IT and guidelines exist for cal-

culating IT . The Communications Receiver Performance Degradation Handbook published

by Defense Information Systems Agency [34] provides guidance on calculating the effects

of noise and interference on RF communications receivers and includes calculations for de-

termining IT . Additionally, the IEEE 1900 Series defines standards for Dynamic Spectrum
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Access (DSA) systems including providing technical guidance for analyzing the potential for

interference between RF systems. IEEE 1900.2-2008 [35] refers to interference above IT as

harmful interference and uses IT to determine coexistence boundaries or the frequency and

geographic separation required by two systems. We note that while IT as defined by [34]

and [35] is a sufficient metric when considering static low-power interference, it is not suf-

ficient when the interference is from a dynamic higher-power source such as an SU. In this

chapter we propose appropriate metrics for protecting a dynamic PU from harmful SU in-

terference while still enabling spectrum sharing.

3.1 SPECTRUM SHARING SYSTEM MODEL

We consider a PU which is a non-sensing system and one or more SUs which employ CR to

first sense the spectrum to determine availability before transmitting. The PU traffic profile is

dynamic and when the PU has traffic to send it accesses the spectrum dynamically, switching

from ON (active transmissions) to OFF (idle) at random time instances. Figure 11(a)

illustrates an example of the PU traffic model. Here we note that the PU traffic profile is

equivalent to the PU state.

The SU performs spectrum sensing on an ongoing basis so that the SU maintains one of

the following two possible hypotheses:

H0 → PU signal OFF, channel is AVAILABLE

H1 → PU signal ON, channel is BLOCKED. (13)

The method used by the SU to sense the spectrum is not relevant; the SU maintains a

hypotheses concerning channel availability. The top time axis in Figure 11(b) illustrates an

example of a SU sensor output where B indicates the channel is BLOCKED (H1) and A

indicates the channel is AVAILABLE (H0). The figure includes both an example of a false

alarm and a missed detection, respectively Pf and Pm, which are determined by comparing

the sensor output to the PU traffic in Figure 11(a). Similar to the PU, the SU also has a

dynamic traffic profile as shown in the second time axis in Figure 11(b). Unlike the PU, the

SU does not transmit whenever it has traffic to send and instead must first verify that the
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Figure 11. Illustration of a dynamic PU state which switches from ON to OFF at random
time instance, and the SU state which switches between ON, OFF, and Blocked depending
on the SU traffic and sensing data.

channel is available. If the SU sensing hypothesis indicates that the channel is available when

the SU has traffic, the data is sent. Otherwise, if the SU sensing hypothesis indicates that

the channel is blocked when the SU has data to transmit, the data is dropped. The system

does not employ any queuing at the SU. The bottom time axis in Figure 11(b) represent

the overall SU state, a combination of the SU traffic pattern and sensor output. The PU

and SU activity shown in Figure 11 can also be represented by the finite state machines in

Figure 12. In Chapter 4 we will expand the PU state machine to include state transition

probabilities, but this level of detail is not necessary for the hybrid framework proposed in

this chapter.

Prior sensing performance analysis with a dynamic PU reveals a lower Pd than is generally

required for an interweave paradigm [26–30]. The low Pd increases the probability of collision

and it is therefore desirable to consider an alternative framework which allows for a slightly

lower Pd. While the rest of this chapter focuses on the case of a dynamic PU, this framework

is relevant to any scenario where the PU is difficult to detect.
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Figure 12. Illustration of a dynamic PU signal which switches from ON to OFF at random
time instances,along the SU for spectrum sensing.

3.2 PROBABILITY OF COLLISION

We use the Venn diagram in Figure 13 to illustrate the following events:

X={PU is active}, Y={SU wants to transmit}, and Z={SU sensor indicates channel is

available}. The probabilities of each event can defined in terms of the PU and SU duty

cycles, respectively PX and PY , and SU sensor performance, Pd and Pf .

Pr{X} = PX

Pr{Y } = PY

Pr{Z} = PX Pd + PX Pf (14)

We note that the events X and Y is independent, but Z is dependent on X as reflected by

Pd and Pf .
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Figure 13. Venn diagram depicting the events related to SU interference

The intersection of these events and the relation to the PU and SU states illustrated in

Figures 11 are:

{X ∩ Y ∩ Z} = {PU ON, SU ON}

{X ∩ Y ∩ Z} = {PU ON, SU Blocked}

{X ∩ Y } = {PU ON, SU OFF}

{X ∩ Y ∩ Z} = {PU OFF, SU ON}

{X ∩ Y ∩ Z} = {PU OFF, SU Blocked}

{X ∩ Z} = {PU OFF, SU OFF}.

The event {X ∩Y ∩Z} represents an event where the PU is transmitting, the SU has traffic,

and the SU falsely determined the channel was available. This is the only event in which
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both the PU and SU are transmitting and the probability of {X ∩ Y ∩ Z} occurring is

Pr{X ∩ Y ∩ Z} = Pr{X ∩ Z} · Pr{Y }

= Pr{Z|X} · Pr{X} · Pr{Y }

= Pd · PX · PY . (15)

The probability of {X ∩ Y ∩ Z} in (15) provides a method to determine the probability of

the PU and SU simultaneously transmitting with respect to all time. In order to protect

the PU transmissions, the PU is interested specifically in the periods of time when the PU

is transmitting. The probability of a collision occurring during a PU transmission can thus

be expressed as

Pc = Pr{X ∩ Y ∩ Z|X = 1}

= Pd · PY . (16)

From (16) we see that the SU can reduce the Pc by either reducing its own duty cycle or

increasing Pd. The consideration of the SU duty cycle is unique to the proposed hybrid

framework. In the next section we use Pc along with the SU power to quantify the PU

performance.

3.3 CALCULATING PRIMARY USER PERFORMANCE

In a CR network with a dynamic PU it is necessary to consider the signal to noise plus

interference ratio (SINR) at the PU receiver during a collision when both the SU and PU

are transmitting and also when there is no collision. During a collision the PU receiver will

receive the signal from the PU transmitter along with interference from the SU transmitter.

During the collision the SINR expressed as

SINRc =
PPU

PSU + I +N
(17)

where PPU and PSU are respectively the PU and signal power at the PU receiver, I is
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interference from distant transmitters and adjacent channels, and N is the receiver noise.

Likewise when there is no collision the SINR is expressed as

SINRnc =
PPU
I +N

. (18)

We also introduce the ratio PPU/PSU . Defining the PU system in terms of SINRnc

and PPU/PSU is often more convenient than using SINRc, SINRnc. Additionally, the ratio

PPU/PSU provides a more meaningful ratio for the CR network designer. The relationship

between SINRc, SINRnc and PPU/PSU is

SINRc =

PPU
PSU

· SINRnc

PPU
PSU

+ SINRnc

(19)

SINRnc =

PPU
PSU

· SINRc

PPU
PSU

− SINRc

(20)

PPU
PSU

=
SINRnc · SINRc

SINRnc − SINRc

. (21)

Achieving a desired SINR at the PU receiver is critical as it determines whether the

information in PU signal is able to be received accurately. Regardless of interference levels

or the types of interference present, all RF systems will experience some information loss.

The probability of information error that is considered tolerable is dependent on the RF

system. Some example of information error probability measures are:

• symbol error rate (SER), packet error rate (PER), or bit error rate (BER) used in

digital communication systems

• track error rate or target detection probability for tracking radar systems
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• speech intelligibility or articulation index in legacy analog voice communication sys-

tems.

Functions for calculating threshold SINR based on the threshold probability of information

error are system dependent and covered in corresponding textbooks [36–39]. Thus far this

chapter has been independent of the type of PU system, digital communications, radar,

or analog communications. In order to proceed we focus on a digital communications PU

system.

Digital communication systems define a threshold probability of bit error Pb, or BER, as

a method of limiting information error. Depending on the coding and modulation scheme

used the digital communication system defines a function for Pb,

Pb = f

(
Eb
N0

)
, (22)

where Eb/N0 is the energy per bit to noise power spectral density ratio. We note that f(·) is

generally a non-linear function and is defined assuming the absence of interference. Because

we are interested in how interference impacts Pb and Eb/N0 does not consider interference,

it is necessary to examine the relationship between Eb/N0 and SINR. We note that the

relationship between Eb/N0 and SNR is

S

N
=
Eb
N0

R

B
(23)

where B is the bandwidth and R is the bit rate. The noise power spectral density N0 relates

to the total noise power N by

N0 =
N

B
. (24)

To include interference we use the definition for interference power spectral density I0 for

non-SU interference power and define an SU interference power spectral density PSU0 as

I0 =
I

B
and PSU0 =

PSU
B

. (25)
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We can then define an energy per bit to noise plus interference power spectral density with

and without collision respectively as

ζnc =
Eb

N0 + I0
and ζc =

Eb
N0 + I0 + PSU0

. (26)

SINR can be written with respect to ζ as

SINRnc = ζnc
R

B
and SINRc = ζc

R

B
, (27)

with the inverse equation for ζ with respect to SINR

ζnc = SINRnc
B

R
and ζc = SINRc

B

R
. (28)

As long as I and PSU have a distribution similar to N such that the three terms can be

added together, we can express the approximate Pb using (22) as a combination of the Pb
values with and without collision

P̃b = Pc · f(ζc) + Pc · f(ζnc), (29)

noting that because f(·) is not typically a linear function P̃b 6= f(Pc · ζc + Pc · ζnc). We can

further expand (29) using the relationships in (17), (18), and (28)

P̃b = Pc · f(ζc) + Pc · f(ζnc)

= Pc · f
(

SINRc
B

R

)
+ Pc · f

(
SINRnc

B

R

)

= Pc · f
(

PPU
PSU + I +N

B

R

)
+ Pc · f

(
PPU
I +N

B

R

)
(30)
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Finally, we define a value ζ̃ which relates to P̃b using the inverse of (22)

ζ̃ = f−1(P̃b). (31)

Again the non-linearity of f(·) means ζ̃ 6= Pc · ζc + Pc · ζnc. The values of ζ̃ represents the

equivalent ζ required to meet P̃b in a non-hybrid scenario.

3.4 DEFINING SECONDARY USER OPERATING REGION

In order for a PU to meet the desired Pb threshold it must place constraints on the SU

operation. Because a PU may want to share spectrum while obfuscating waveform details,

ideally these constraints reveal as little about the PU operation as possible. From (29) it

is apparent that there are a range of Pc, ζnc, and ζc that would result in the same value

of P̃b. The expanded equation in (30) reveals how the PU and SU each contribute to P̃b.

The PU determines PPU , I, N , and B while the SU determines Pc and PSU . The proposed

framework defines an the boundary for acceptable SU operating range using (Pc, PSU) pairs.

In the most basic case this SU operating boundary is a piecewise linear equation formed

from the points (1, PSU -min) and (Pc-min, PSU -max) as illustrated in Figure 14. The equation

for piecewise linear boundary between the two SU operating regions is

PSU =

PSU -max, Pc ≤ Pc-min

(Pc − 1) · PSU-min−PSU-max

1−Pc-min
+ PSU -min, Pc > Pc-min.

(32)

As noted, (32) is linear while P̃b is linear only if f(·) is linear. Often if Pc-min is large

enough a localized linear approximation is sufficient even if f(·) is non-linear. If the linear

approximation in not sufficient, the points (1, PSU -min) and (Pc-min, PSU -max) are still used

and additional points are added between Pc-min and 1 to generate a polynomial that better

defines the desired SU operation. A non-linear boundary is depicted in Figure 15.

For the non-linear case the boundary between the two SU operating regions is defined by
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Figure 14. Acceptable SU operating range defined by a piecewise linear boundary.

Figure 15. Acceptable SU operating range defined by a piecewise polynomial boundary.
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the polynomial

PSU =

PSU -max, Pc ≤ Pc-min

a0P n
c + a1P n−1

c + . . .+ an, Pc > Pc-min.
(33)

where there are n+1 defined points including (1, PSU -min) and (Pc-min, PSU -max). We note

that the linear boundary is equivalent to the polynomial boundary with two points. If the

PU is attempting to obfuscate waveform details it should use as few points as possible which

means using linear boundary if possible. The steps in defining the SU operating region are

as follows:

1. Determine (1,PSU -min)

2. Determine (Pc-min,PSU -max)

3. Evaluate the boundary

4. Add additional point if current boundary is insufficient

Steps 3 and 4 are repeated until the boundary is adequate.

3.4.1 DETERMINE (1,PSU-MIN)

In determining the pairs that bound the SU operating range, the PU must first define ψ,

the threshold value for Pb. The value of PSU -min corresponding to Pc = 1 in Figure 14 can

be found by first inserting Pc = 1 into (30) and using the threshold ψ which results in

ψ = f

(
PPU

PSU + I +N

B

R

)

= f

(
SINR′c

B

R

)
(34)

Using the inverse of (22), we can solve for SINR′c

SINR′c = f−1 (ψ)
R

B
. (35)
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We assume SINRnc and PPU are known to the PU so use (21) to convert SINR′c in (35) to

PSU -min,

PSU -min = PPU ·
SINRnc − SINR′c
SINRnc · SINR′c

. (36)

3.4.2 DETERMINE (Pc-min,PSU-MAX)

We can see from (29) that when Pc = 0 the value of PSU does not matter, so bounding

the lower edge of the SU operating range by Pc = 0 is not particularly useful. Additionally

as noted in Section 3.2 this would require the Pd = 1 and because the proposed framework

is specifically for difficult to detect PUs a Pc = 0 is not realistic. Instead of Pc = 0 the

PU selects a value for Pc-min to be the lower bound. The value of PSU -max corresponding to

Pc-min in Figure 14 can be found by first inserting Pc-min into (30) and using the threshold

ψ which results in

ψ = Pc-min · f
(

PPU
PSU + I +N

B

R

)
+ (1− Pc-min) · f

(
PPU
I +N

B

R

)

f

(
SINR′′c

B

R

)
≥
ψ − (1− Pc-min) · f

(
SINRnc

B

R

)
Pc-min

SINR′′c = f−1

ψ − (1− Pc-min) · f
(

SINRnc
B

R

)
Pc-min

 R

B
(37)

Again SINRnc and PPU are known so (21) is used to convert SINRc in (37) to PSU -max,

PSU -max = PPU ·
SINRnc − SINR′′c
SINRnc · SINR′′c

. (38)
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3.4.3 VERIFY BOUNDARY

At minimum the boundary is defined by two points, (1,PSU -min) and (Pc-min,PSU -max),

resulting in a linear boundary defined by substituting (32) for PSU in (30). The resulting

equation for P̃b-bd has one independent variable Pc,

P̃b-bd =


Pc ·f

(
PPU

PSU -max+I+N

B

R

)
+Pc ·f

(
PPU
I+N

B

R

)
, Pc ≤ Pc-min

Pc ·f
(

Ψ·B
R

)
+ Pc ·f

(
PPU
I+N

·B
R

)
, Pc > Pc-min

(39)

where

Ψ =
PPU

(Pc−1) (PSU -min−PSU -max)

1−Pc-min
+PSU -min+I+N

. (40)

We note that while (30) applies to any combination of (Pc,PSU), (39) applies specifically to

the (Pc,PSU) pairs that lie on the SU operating boundary.The linear boundary is sufficient

if max(P̃b-bd) ≤ ψ + ε, for Pc < 1 where ε is a small error factor determined by the PU. If

max(P̃b-bd) > ψ + ε, additional points are added.

After each new point is added, an interpolating polynomial which passes through all

defined points is determined and used to define the piecewise polynomial SU boundary in

(33). Here we use the Vandermonde method for polynomial interpolation [40] by specifying

n− 1 points on the boundary along with points (1,PSU -min) and (Pc-min,PSU -max):



a0

a1
...

a(n−1)

an


=



Pnc-min · · · Pc-min 1

Pnc-1 · · · Pc-1 1
... · · · ...

...

Pnc-(n−1) · · · Pc-(n−1) 1

1 · · · 1 1



−1

PSU -max

PSU -1

...

PSU -(n−1)

PSU -min


. (41)
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Similar to (39), a boundary equation P̃b-bd is derived,

P̃b-bd =



Pc · f
(

PPU
PSU -max + I +N

B

R

)
+ Pc · f

(
PPU
I +N

B

R

)
Pc ≤ Pc-min

Pc · f
(

PPU

(a0P n
c + a1P n−1

c + . . .+ an) + I +N

B

R

)
+ Pc · f

(
PPU
I +N

B

R

)
Pc > Pc-min.

(42)

Additional points are added until max(P̃b-bd) ≤ ψ + ε.

3.4.4 ADDITIONAL POINTS

Additional points are labeled (Pc-i, PSU -i) for i ∈ {1, 2, 3, . . .}. The value of Pc-i for

each new point should be between Pc-min and 1 and should correspond to the max(P̃b-bd)
from the previous iteration. The value of PSU -i is found using the same method as PSU -max

substituting Pc-i for Pc-min,

SINRi
c = f−1

ψ − Pc-i · f
(

SINRnc
B

R

)
Pc-i

 R

B
(43)

PSU -i = PPU ·
SINRnc − SINRi

c

SINRnc · SINRi
c

. (44)

In the following sections we provide an example of a digital communications PU system and

walk through the process of calculating SU operating boundaries and provide simulations to support

the validity of the sharing framework.

3.5 EXAMPLE 4-QAM PRIMARY USER SYSTEM

We consider a 10 KHz 4-QAM digital communication system with threshold Pb value, ψ = 10−4.

We consider an ideal system with B = 10 KHz and R = log2(M) ·B = 20 kbps. The system has an

SINRnc = 12 dB and the value of PPU , generally referred to as the receiver sensitivity in wireless

communications systems, is PPU = −97 dBm. These PU parameters are summarized in Table 1.
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Table 1. Operating parameters for 4-QAM PU system.

PU Parameter Value
SINRnc 12 dB
PPU -97 dBm
B 10 KHz
fB 20 kbps
Px .30
ψ 10−4

ε 5× 10−7

We assume I and PSU are Gaussian distributed when they arrive at the PU receiver; this is the

case when there are multiple sources of interference and/or the interference arrives via multipath

channel conditions. In the presence of Gaussian interference and assuming AWGN, Pb for a QAM

signal is defined as [39]

Pb = f(ζ) =
4

log2(M)
·
(

1− 1√
M

)
·Q

(√
3 · log2(M)

M − 1
· ζ

)
(45)

where M is the modulation order, in this example M = 4. The inverse of this function is

ζ = f−1(Pb) =

Q−1
 Pb · log2(M)

4 ·
(

1− 1√
M

)
2

· M − 1

3 · log2(M)
. (46)

The function in (45) and its inverse in (46) are shown by the solid curve in Figure 16.

In a CR scenario with a dynamic PU the value of P̃b, as determined by (29), is dependent on

PPU , PSU , and Pc. The multiple points in Figure 16 indicate the P̃b for select SU combinations

(Pc, PSU ) and a fixed SINRnc = 12 dB. PSU is represented by the ratio PPU/PSU rather than an

absolute power but is readily converted given a value for PPU . The x-axis is ζ̃ or the equivalent ζ

required to meet the calculated P̃b in a non-hybrid scenario as defined in (31).

There are a two items worth observing in Figure 16, one related to SINRnc and the other to

SINRc. First as expected the value of PSU is irrelevant when Pc = 0. This point represents an

SINRnc = 12 dB, or equivalently ζnc = 8.99 dB, which yields Pb = 3.43×10−5 using (45). Figure 16

also illustrates two points, each with Pc = 1, corresponding to SINRc. When SINRnc = 12 dB and

PPU/PSU = 12 dB, (19) results in a SINRc = 8.99 dB, or equivalently ζc = 5.99 dB; this yields a

Pb = 2.4 × 10−3 using (45). Likewise, when SINRnc = 12 dB and PPU/PSU = 0 dB results in a
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Figure 16. P̃b for 4-QAM with SINRnc = 12 dB and select Pc and PSU combinations.
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Figure 17. Contour of P̃b for 4-QAM with SINRnc = 12 dB over a range of Pc and PSU
values.

SINRc = −0.27 dB, or equivalently ζc = −3.28 dB, and Pb = 0.17.

3.5.1 SECONDARY USER OPERATION REGION FOR 4-QAM SYSTEM

Figure 17 shows a contour of P̃b for the example 4-QAM system using values from Table 1.

The contour provides general idea of where the boundary for the SU operating range will be. To

determine a precise SU operating boundary that will allow the PU to achieve the desired Pb ≤ 10−4

we follow the process outlined in Sections 3.4.1 through 3.4.4.

Determine (1,PSU-min)

When Pc = 1 we use (35) to find SINRc. Using the values for ψ, B, and R from Table 1 results

in an SINRc = 11.41 dB, or ζc = 8.40 dB. Using (21) with SINRc = 11.41 dB and SINRnc =

12 dB results in a PPU/PSU = 20.37 dB. Finally, using PPU = −97 dBm from Table 1 results in

PSU -min = −117.37 dBm. The point (1,-117.37 dBm) is the first point required to bound the SU

operating range. This PU combination corresponds with an underlay sharing paradigm.
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Determine (Pc-min,PSU-max)

The PU may select any Pc-min > 0, noting that as Pc-min → 1 the SU will likely abandon

attempts to detect the SU signal and operate solely using the underlay paradigm. Smaller values

of Pc-min allow the SU flexibility to operate using an interweave, underlay, or a hybrid combination

or the two paradigms. Assuming the SU has some detection capability and/or a duty cycle less

than one, a Pc-min = 0.25 is used. Using values from Table 1 and Pc-min = 0.25 , (35) results

in SINRc = 10.72 dB, or ζc = 7.70 dB. A SINRc = 10.72 dB and SINRnc = 12 dB results in

a PPU/PSU = 16.65 dB using (21). Again we use PPU = −97 dBm from Table 1 resulting in

PSU -max = −113.65 dBm. The point (0.25,-113.65 dBm) is the second point required to bound the

SU operating range.

Verify Boundary

Following the process outlined in Section 3.4.3 we define the piecewise linear boundary values

for PSU -min and PSU -max found in steps 1 and 2 along with Pc-min = 0.25 such that,

PSU =


4.32 · 10−12 mW, Pc ≤ 0.25

(−3.31 Pc + 5.14) · 10−12mW, 0.25 < Pc ≤ 1.

(47)

Figure 18 illustrates P̃b-bd as defined in (39) using the piecewise linear boundary defined in (47).

We can see that below Pc = 0.25 where the PSU is limited to PSU -max the P̃b-bd is below 10−4. As

expected P̃b-bd = 10−4 at Pc = 0.25, it then rises above 10−4 with a peak value of 1.26× 10−4 and

returns to 10−4 at Pc = 1. Using the ε = 5× 10−7 from Table 1, we determine it is appropriate to

add a third point.

Add Additional Point

The third point should be added at the value of Pc corresponding to max(P̃b-bd). This can be

done by setting the derivative of P̃b-bd equal to zero and solving for Pc. Because of the complexity

of (39) we instead find a numeric approximation of the max point which is at Pc = 0.5792. Using

Pc-1 = 0.5792 in (44) results in PSU -1 = −115.78 dBm.
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Reevaluate Boundary

Using the Vandermonde method with the points (1,-117.37 dBm), (0.25,-113.65 dBm), and

(0.5792,-115.78 dBm) results in the quadratic boundary

PSU =


4.32 · 10−12 mW, Pc ≤ 0.25

(4.27 P 2
c − 8.67 Pc + 6.27) · 10−12 mW, 0.25 < Pc ≤ 1.

(48)

Figure 18 illustrates P̃b-bd as defined in (42) using the piecewise 2nd-order or quadratic boundary

defined in (48). The maximum value of P̃b-bd using the second order boundary is 1.046 × 10−4

which still exceeds the desired ψ + ε = 1.005× 10−4 limit.

We continue this process adding a fourth point at (0.3788,-114.65 dBm) and fifth point at

(0.8557,-116.89 dBm). The resulting 3rd- and 4th-order polynomial boundaries are respectively

PSU =


4.32 · 10−12 mW, Pc ≤ 0.25

(−8.49 P 3
c + 19.81 P 2

c − 16.93 Pc + 7.46) · 10−12 mW, 0.25 < Pc ≤ 1

(49)

PSU =


4.32 · 10−12 mW, Pc ≤ 0.25

(8.90 P 4
c − 28.14 P 3

c + 34.63 P 2
c − 21.50 Pc + 7.94) · 10−12 mW, 0.25 < Pc ≤ 1.

(50)

We note that the 3rd-order boundary has a max P̃b-bd = 1.049×10−4 and is not an improvement

over the 2nd-order boundary. However, the 4th-order boundary has a max P̃b-bd = 1.004 × 10−4

which meets the ψ + ε threshold. A comparison of the four alternative boundaries is illustrated in

Figure 18. We can see that the 4th-order polynomial is a good fit to achieve the desired Pb ≤ 10−4.

Figure 19 is a variant of Figure 17 where areas less than 10−4 are shaded gray. Note that the x-axis

in this figure is from Pc-min to 1. The boundaries illustrated in Figure 18 are imposed onto the

contour. Again this plot shows the 4th-order polynomial boundary is the best fit.

Depending on the level at which the PU would like to obfuscate its waveform and its ability to

relax ε, it can share any of the boundary equations with potential SUs wishing to exploit spectral

holes. An ε ≈ 5 × 10−6 would allow for the 2nd-order boundary while the linear boundary would

require ε ≈ 3 × 10−5. In the next section we simulate the 4-QAM PU operation and evaluate its

performance with various SU values of (Pc, PSU ) considering the linear, 2nd-order, and 4th-order

polynomial boundaries.
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Figure 18. Comparison of four boundary equations.

Figure 19. Comparison of four variant boundary equation over contour map where areas
less than 10−4 are shaded.
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3.5.2 SIMULATED PRIMARY USER PERFORMANCE

In this section we examine the performance of a simulated 4-QAM PU in a CR network. We

consider the impact of SUs with (Pc, PSU ) operating parameters derived from the linear, 2nd-order,

and 4th-order polynomial boundaries.

For the first simulation we used a fixed PY = 0.9. Noting that Pc can not exceed PY , we

evaluated 10 values of Pc ∈ {0.1 : 0.9}. The value of Pd was calculated using (16). From the value

of Pc, we calculated the corresponding value of PSU according to the boundary equation provided

by the PU. The simulation was for 10,000s, with a PU duty cycle of PX = 0.3 turning on and

off with a mean PU transmission duration of 1.5 ms and a mean time between PU transmissions

of 3.5 ms. The SU achieved the duty cycle of PY = 0.9 with a mean available traffic duration of

4.5 ms and a mean time with no available traffic of 0.5 ms. The SU sensor was simulated by forcing

the SU into the blocked state, thus dropping any available traffic, according to the calculated value

of Pd. The results for this simulation are illustrated in Figure 20, Figure 21 and Figure 22 for the

respective linear, 2nd-order, and 4th-order polynomial boundaries. The simulated values of PSU

are also shown in each figure for reference. The three figures show that the simulated PU value of

Pb is very close to the expected theoretical boundary. These results illustrate that the SU will not

interfere with the PU across a range of Pd values so long as the value of PSU is bound accordingly.

For the second simulation we used a fixed Pd = 0.25 and varied the SU duty cycle. In this

case the value of Pc cannot exceed 1-Pd so we evaluated 10 values of Pc ∈ {0.1 : 0.75}. The value

of PY was calculated using (16) and in each case the desired duty cycle was achieved by fixing

the mean available traffic duration of 1.5 ms and adjusting the duration between transmissions.

The results for this simulation are provided for the linear, 2nd-order, and 4th-order polynomial

boundaries respectively in Figure 23, Figure 24, and Figure 25. Again, the simulated value of PSU

is also shown for reference. As in the first simulation, the PU value of Pb was very close to the

expected theoretical boundary. These results illustrate that the SU can avoid interfering with the

PU by adjusting its power and duty cycle.

3.6 CHAPTER SUMMARY

In this chapter a hybrid method for sharing spectrum was proposed that allows for sensors

that perform suboptimally. The proposed method only requires that the PU share the equation

for the SU operating boundary with potential SUs. The SU operating boundary provides a limit
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Figure 20. PU performance with a fixed SU value PY = .9 and a range of SU (Pc, PSU)
operating pairs on the linear boundary.
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Figure 21. PU performance with a fixed SU value PY = .9 and a range of SU (Pc, PSU)
operating pairs on the 2nd-order polynomial boundary.
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Figure 22. PU performance with a fixed SU value PY = .9 and a range of SU (Pc, PSU)
operating pairs on the 4th-order polynomial boundary.
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Figure 23. PU performance with a fixed SU value Pd = 0.25 and a range of SU (Pc, PSU)
operating pairs on the linear boundary.
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Figure 24. PU performance with a fixed SU value Pd = 0.25 and a range of SU (Pc, PSU)
operating pairs on the 2nd-order polynomial boundary.

0.1 0.2 0.3 0.4 0.5 0.6 0.7
5

6

7

8

9

10

11

12

13
10-5

-116.5

-116

-115.5

-115

-114.5

-114

-113.5

P
S

U
 (

dB
m

)

Simulated
Theoretical
P

SU

Figure 25. PU performance with a fixed SU value Pd = 0.25 and a range of SU (Pc, PSU)
operating pairs on the 4th-order polynomial boundary.
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for PSU given Pc or vice versa. Depending on the level at which the PU would like to obfuscate its

waveform, the boundary equation can range from a simple linear equation defined by two points

or may be a higher fidelity polynomial. This chapter also provided an alternate formula for the

probability of collision Pc which considers both the SU duty cycle PY and the probability of missed

detection Pd. In the case that the SU sensor is not able to achieve the desired Pd, the SU has the

option of backing off on it’s duty cycle to achieve the desired Pc. This chapter did not address how

an SU can calculate or estimate it’s sensor performance, which is discussed in detail in Chapters 4

through 6.
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CHAPTER 4

DYNAMIC PRIMARY USER MODEL

The previous chapter proposed a hybrid framework for use with dynamic PUs. The hybrid

framework allowed for flexibility with the SU transmission and sensing performance while still en-

suring the PU meets its desired Pb. One SU variable considered in meeting the PU desired Pb is the

SU sensing performance statistic Pd . It is therefore critical for the SU to be able to accurately esti-

mate its sensing capabilities, specifically the probability of detection, in the presence of a dynamic

PU. Validated analytical expressions for Pd are provided for the sensing methods in Section 2.1.4

under the assumption of a static PU. Additionally expressions for Pd with a dynamic PU have been

provided in prior research as described in Section 2.2. This former research has assumed varying

constraints on they dynamic nature of the PU. In this chapter we consider a scenario similar to

that in [30], with a dynamic PU. However, the analysis in [30] models the dynamic activity of the

PU as a 1− 0 random process and assumes a maximum number of switches active/inactive of the

PU signal during the spectrum sensing period. In this analysis we use a two-state Markov chain

to model the PU signal activity and make no assumption on the number of PU signal changes

during the sensing period. The closed-form expression for Pd and the corresponding probability Pf
derived in Chapter 5 remove all assumptions concerning PU activity. This is accomplished by first

deriving an analytical expression for the PU traffic model with respect to the SU sensing period.

4.1 DYNAMIC PRIMARY USER SYSTEM MODEL

We consider a CR scenario in which an SU performs spectrum sensing by collecting samples

of the received signal during sensing period of equal duration in order to establish if the sensed

frequency band, which is licensed for PU transmissions, is idle and may be used by the SU. The PU

signal is assumed to be dynamic, switching from ON to OFF at random time instances as shown

in Figure 26. The PU activity is assumed to be independent of the SU sensing period, such that

the beginning and ending instances of the sensing period are not correlated with the beginning and

ending of active/inactive periods of PU transmissions.
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Figure 26. Illustration of a dynamic PU signal which switches from ON to OFF at random
time instances, along with the sampling approach used by the SU for spectrum sensing.

The SU samples its received signal at a sampling rate fs such that, over a sensing period with

duration T a total of N = T · fs samples are collected. Because the two possible states of the PU

signal, active (ON) and idle (OFF) are mutually exclusive, each sample of the received signal r(n)

at the SU is described by one of the following two possible hypotheses:

H0 → PU signal OFF : r(n) = u(n)

H1 → PU signal ON : r(n) = s(n) + u(n), (51)

where u(n) is the white Gaussian noise with zero mean and variance σ2u corrupting the signal at

the SU receiver. The PU signal s(n) can be real or complex and has variance σ2s .

4.2 MARKOV CHAIN DYNAMIC PRIMARY USER MODEL

In order to model the dynamic activity of the PU we assume that, when the PU is active,

the duration of its signal is exponentially distributed with mean τ , while the PU idle periods are

exponentially distributed with mean ρ. In the context of discrete time processing by the SU where

the received signal is sampled with frequency fs, the values of τ and ρ represent the average number

of samples corresponding to PU transmissions and idle periods.

Because the periods when the PU signal is ON, respectively OFF, are mutually exclusive, the

PU activity may be modeled by a two-state Markov chain [41] as shown in Figure 27. The PU is

either OFF (state 0) or ON (state 1) and the sojourn times in each state are independent exponential

random variables represented by the average number of samples for the idle and active PU are ρ

and τ , respectively. The probability of the PU signal to be in a given state, OFF or ON, at any
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Figure 27. Markov chain representation of PU activity.

given time is determined by the limiting state probabilities, Poff and Pon, respectively,

Poff =
ρ

τ + ρ
and Pon =

τ

τ + ρ
. (52)

In context to the PU duty cycle in Chapter 3, Pon = PX and Poff = 1− PX .

We note the exponential distribution for sojourn time corresponding to the number of samples

is λe−λ where λ = 1/ρ when the state is 0 or OFF and λ = 1/τ when the PU state is 1 or ON.

These distribution are used to derive the one-step transition probabilities of the two-state Markov

chain in Figure 27. The transition probabilities πi,j represent the probability that the PU signal is

in state i ∈ {0, 1} at SU sample n and state j ∈ {0, 1} at SU sample n+ 1 and are given by [42]

Π =

π0,0 π0,1

π1,0 π1,1

 =
ρτ

ρ+ τ


1

τ
+

1

ρ
e
−
(

1

τ
+

1

ρ

)
1

ρ
− 1

ρ
e
−
(

1

τ
+

1

ρ

)

1

τ
− 1

τ
e
−
(

1

τ
+

1

ρ

)
1

ρ
+

1

τ
e
−
(

1

τ
+

1

ρ

)


. (53)

4.2.1 INDIVIDUAL PATH PROBABILITIES

We are interested in examining the PU activity in context to the SU sensing period of N

samples. Therefore, we consider the N -step evolution of the Markov chain as illustrated by the

two-state trellis in Figure 28, noting that there are K = 2N possible evolutions or paths the model
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Figure 28. Two-state trellis representation of an N-step Markov chain evolution.

allows for during the sensing period. Each path probability is determined by the product of the

initial state probability, Pinit, and the N − 1 transition probabilities corresponding to the path.

Specifically the probability of the kth path occurring in a sensing window is

Pk = P(k)
init

N−1∏
n=1

π
s
(k)
n ,s

(k)
n+1

, (54)

where P(k)
init is the initial state probability and π

s
(k)
n ,s

(k)
n+1

is the one-step transition probability between

the sampling instants n and n+ 1. We note that for the kth path the probability P(k)
init is equal to

either Poff or Pon depending on whether the PU is OFF or ON, respectively, at the beginning of

the sensing window.

4.2.2 DISTRIBUTION OF x ON SAMPLES

In deriving a model for PU activity with respect to the SU sensing period it is important to

understand the distribution of x, where x indicates the number of samples that the PU is ON during

the sensing period and N − x represent the number of samples where the PU is OFF. Therefore,

for each of the k ∈ {1, 2, . . . ,K} paths we consider the number of samples that PU is either ON

or OFF in that path along with the probability of that path occurring. We partition the K paths

into N + 1 subsets Kx ∈ {K0,K1, . . . ,KN} where each path in the Kx subset has x samples where

the PU is ON. The individual path probabilities Pkx in the Kx subset are calculated as in (54) and

summing the
(
N
x

)
path probabilities in the Kx subset provides the probability that the PU will be
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ON for x samples in a N sample sensing period,

Φx =

(Nx)∑
kx=1

Pkx . (55)

We note that

N∑
x=0

Φx = 1, (56)

which is critical in forming proper probability distributions.

4.3 HYPOTHESIS TESTING

The PU activity model described in this chapter is independent of the sensing technique em-

ployed by the SU. However, we present the hypotheses in this section in context to an energy

detector for clarity. It is important to note that the use of a waveform-based sensor or cyclostation-

ary detector described in Section 2.1.4 can also be used with the proposed dynamic PU hypotheses

and dynamic PU activity model.

When an energy detector similar to that in Section 2.1.4 is used to distinguish between the H0

and H1 hypotheses the test statistic is [14, 15]

Y (N) =
N∑
n=1

∣∣∣∣r(n)

σu

∣∣∣∣2 . (57)

The single sample hypotheses in (51) where H0 and H1 indicates the PU is respectively OFF or

ON, is traditionally extended to the entire sensing period. That is, the hypothesis H0 traditionally

represents the PU being OFF during the entire sensing period while H1 traditionally represents

the PU being ON during the entire sensing period. The energy detector test statistic is then,

Y (N) =



N∑
n=1

∣∣∣∣u(n)

σu

∣∣∣∣2 , H0

N∑
n=1

∣∣∣∣s(n) + u(n)

σu

∣∣∣∣2 , H1.

(58)

Due to the dynamic nature of the PU during a single sensing period the PU can be in both OFF

and ON. It is therefore necessary to redefine the hypotheses that apply to a sensing period. Because
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Figure 29. Spectrum sensing hypotheses Hfree and Hbusy due to dynamic PU activity
during a sensing period starting at n = 1 and ending at n = N .

the needs of different CR networks may vary, we consider two alternative sets of hypotheses.

4.3.1 ANY SAMPLE HYPOTHESES

We first consider a conservative set of hypotheses Hfree and Hbusy as first defined by [29] where

the null hypothesis Hfree corresponds to a PU that is OFF during the entire sensing duration and

Hbusy corresponds to a PU that is ON at one or more samples during a sensing period. Figure 29

illustrates how various PU activity relates to the hypotheses Hfree and Hbusy. Clearly there is only

one PU activity pattern that results in Hfree while all others are categorized as Hbusy.

In the case of Hbusy the dynamic behavior will directly influence the value of the test statistic

while Hfree will remain the same as in (58). We revise the test statistic for Hbusy to account for

the dynamic nature of the PU. To do this we consider the cumulative number of samples where the

PU is ON during a sensing period, x, and the cumulative number of samples where the PU is OFF,

N − x. In context to the energy detector which sums the square of the N samples in the sensing

period, the order of the N received samples is irrelevant. The test statistic for any given sensing
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period is given by

Y (N) =



N∑
n=1

∣∣∣∣u(n)

σu

∣∣∣∣2 , Hfree

x∑
n=1

∣∣∣∣s(n) + u(n)

σu

∣∣∣∣2 +
N∑

n=N−x

∣∣∣∣u(n)

σu

∣∣∣∣2 , Hbusy.

(59)

4.3.2 NTH SAMPLE HYPOTHESES

The second set of hypotheses considered assume that at the end of the sensing period the SU

will either transmit or remain silent based on the formulated hypothesis. From the perspective of

SU spectral utilization, the SU is therefore interested in establishing which hypothesis is true at

the end of the sensing period, or SU sample n = N . Accordingly, we define the hypothesis HN0

corresponding to the PU being OFF at the end of the sensing period and HN1 corresponding to a

PU that is ON at the end of the sensing period. Figure 30 illustrates how various PU activity relates

to the hypotheses HN0 and HN1 and when compared with Figure 29 there is a clear difference in the

two sets of proposed dynamic PU hypotheses. In fact, Figure 30 illustrates that in some instances

the hypothesis HN0 could apply to a sampling period where the PU is predominately ON and

alternatively the hypothesis HN1 could apply to a sampling period where the PU is predominately

OFF.

Using the hypotheses HN0 and HN1 the test statistic for any given sensing period is

Y (N) =



x∑
n=1

∣∣∣∣s(n) + u(n)

σu

∣∣∣∣2 +

N∑
n=N−x

∣∣∣∣u(n)

σu

∣∣∣∣2 , HN0

x∑
n=1

∣∣∣∣s(n) + u(n)

σu

∣∣∣∣2 +

N∑
n=N−x

∣∣∣∣u(n)

σu

∣∣∣∣2 , HN1.

(60)

We note the formulas for Y (N) under HN0 and HN1 are identical when considering a single sensing

period. It is therefore important to develop distribution functions for Y (N) which consider how

the average number of samples where the PU is ON varies between the hypothesis HN0 and HN1.
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Figure 30. Spectrum sensing hypotheses HN0 and HN1 due to dynamic PU activity during
a sensing period starting at n = 1 and ending at n = N .

4.4 JOINT AND CONDITIONAL PROBABILITIES

In this section we use the probabilities for pk and Φx, defined respectively as (54) and (55) in

Section 4.2, to formulate conditional and joint probabilities corresponding to the two alternative

sets of dynamic PU hypotheses described in Section 4.3.

4.4.1 ANY SAMPLE HYPOTHESES PROBABILITIES

In this section we derive the probabilities summarized in Table 2 with respect to the hypotheses

Hfree and Hbusy.

Table 2. Summary of Any Sample probabilities.

Probability Description
Φx,A Probability the PU is ON x ∈ {0, 1, . . . N} samples and A ∈ {free, busy}
Φx|A Probability the PU is ON x ∈ {0, 1, . . . N} samples given A ∈ {free, busy}
Pi,A Probability sn = i for i ∈ {0, 1} and A ∈ {free, busy}
Pi|A Probability sn = i for i ∈ {0, 1} given A ∈ {free, busy}

We first consider Φx,A, the joint probability of PU is ON x of N samples and A ∈ {free, busy}.

We note that the hypothesis Hfree corresponds to x = 0 and Hbusy corresponds to x > 0. The
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probabilities are intuitively,

Φx,A =



Φ0, A = free, x = 0

0, A = free, x > 0

0, A = busy, x = 0

Φx, A = busy, x > 0.

(61)

Using the joint probability we can calculate the corresponding conditional probabilities using

the Kolmogorov definition

Φx|A =
Φx,A

Pr{A}
. (62)

We use the values of Φx in (55) to calculate Pr{A} for A ∈ {free, busy}

Pr{free} = Pr{x=0} = Φ0 (63)

Pr{busy} = Pr{x>0} =
N∑
x=1

Φx = 1− Φ0. (64)

Expanding (62) to consider the hypotheses separately results in

Φx|A =



1, A = free, x = 0

0, A = free, x > 0

0, A = busy, x = 0

Φx

1− Φ0
, A = busy, x > 0.

(65)

We next consider the joint probability Pi,A where i ∈ {0, 1} represents the dynamic PU state

sn at sampling instant n ∈ {1, 2, . . . , N}. We use the calculated joint probabilities Φx,A so that

Pi,A =



N∑
x=0

Φx,A
N − x
N

, i = 0

N∑
x=0

Φx,A
x

N
, i = 1.

(66)
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Again, we expand the equation to consider the hypotheses separately

Pi,A =



Φ0, A = free, i = 0

0, A = free, i = 1

N∑
x=1

Φx
N − x
N

, A = busy, i = 0

N∑
x=1

Φx
x

N
, A = busy, i = 1.

(67)

To calculate the joint probabilities we again the Kolmogorov definition

Pi|A =
Pi,A

Pr{A}
, (68)

which expanded to consider specificall Pi|free and Pi|busy is

Pi|A =



1, A = free, i = 0

0, A = free, i = 1

N∑
x=1

Φx
N − x
N

1− Φ0
, A = busy, i = 0

N∑
x=1

Φx
x

N

1− Φ0
, A = busy, i = 1.

(69)

Using the conditional probabilities in (69) we can also evaluate the expected number of samples

collected during the sensing period that correspond to a given PU state to be i ∈ {0, 1} at SU

sampling instant n ∈ {1, 2, . . . , N} given that the PU state is A ∈ {free, busy} to be

Ni|A = Pi|A ·N. (70)

We note that while N is inherently an integer, this is not necessarily the case for Ni|A.
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4.4.2 NTH SAMPLE HYPOTHESES PROBABILITIES

In this section we derive the probabilities summarized in Table 3 with respect to the hypotheses

HN0 and HN1. Here we use sN ∈ {0, 1} to represent the state of the PU in the N th sample where

sN = 0 and sN = 1 represent the hypotheses respectively HN0 and HN1.

Table 3. Summary of N th sample probabilities.

Probability Description
Φx,sN Probability the PU is ON x ∈ {0, 1, . . . N} samples and sN ∈ {0, 1}
Φx|sN Probability the PU is ON x ∈ {0, 1, . . . N} samples given sN ∈ {0, 1}
Pi,sN Probability sn = i for i ∈ {0, 1} and sN ∈ {0, 1}
Pi|sN Probability sn = i for i ∈ {0, 1} given sN ∈ {0, 1}

For the hypotheses HN0 and HN1 it is necessary to further divide the Kx subsets depending

on the state of the PU at the end of the sensing period. We label these subsets, Kx,sN resulting

in Kx,sN ∈ {K0,0,K0,1,K1,0,K1,1 . . . ,KN,0,KN,1}. We note that the subsets K0 and KN are each

composed of a single path, respectively all OFF and all ON; thus, the subsets K0,1 and KN,0 are

empty resulting in 2N non-empty subsets. We sum the paths in the corresponding Kx,sN subset to

form the joint probability that the PU will be ON for x samples in a N sample sensing period is

Φx,sN =



(N−1
x )∑

kx=1

Pkx , sN = 0, x ∈ {0, 1, . . . , N − 1}

0, sN = 0, x = N

0, sN = 1, x = 0

(N−1
x−1)∑
kx=1

Pkx , sN = 1, x ∈ {1, 2, . . . , N}.

(71)

We note that

N∑
x=0

Φx,0 = Pr{sN = 0} = Poff and (72)

N∑
x=0

Φx,1 = Pr{sN = 1} = Pon, (73)

and we use these values to calculate the conditional probabilities with respect to the hypotheses



57

HN0 and HN1,

Φx|sN =
Φx,sN

Pr{sN}
=



Φx,0

Poff
sN = 0, x ∈ {0, 1, . . . , N − 1}

0, sN = 0, x = N

0, sN = 1, x = 0

Φx,1

Pon
sN = 1, x ∈ {1, 2, . . . , N}.

(74)

We next consider Pi,sN , the joint probability sn = i for i ∈ {0, 1} and sN ∈ {0, 1}, which is

similar to the calculation for Pi,A in (66),

Pi,sN =



N∑
x=0

Φx,sN

N − x
N

, i = 0

N∑
x=0

Φx,sN

x

N
, i = 1.

(75)

Again we expand (75) to consider the hypotheses separately,

Pi,sN =



N−1∑
x=0

Φx,0
N − x
N

, sN = 0, i = 0

N−1∑
x=0

Φx,0
x

N
, sN = 0, i = 1

N∑
x=1

Φx,1
N − x
N

, sN = 1, i = 0

N∑
x=1

Φx,1
x

N
, sN = 1, i = 1.

(76)

We note that in (76) only the limits of the summations were modified from (75) when considering

the hypothesis separately.
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The last probability we consider is the conditional probability Pi|sN . We again use the Kol-

mogorov definition so that

Pi|sN =
Pi,sN

Pr{sN}
=



P0,0
Poff

, sN = 0 i = 0

P1,0
Poff

, sN = 0 i = 1

P0,1
Pon

, sN = 1 i = 0

P1,1
Pon

, sN = 1 i = 1.

(77)

In this case no combinations simplify when expanding the equation.

Finally, as in (69) we use the conditional probabilities in (77) to evaluate the expected number

of samples collected during the sensing period that correspond to a given PU state to be i ∈ {0, 1}

at SU sampling instant n ∈ {1, 2, . . . , N} given that the PU state at the end of the sampling period

is sN ∈ {0, 1} to be

Ni|sN = Pi|sN ·N. (78)

As is the case for Ni|A in (69), Ni|sN is not necessarily an integer.

In Chapter 5 the probabilities described in this chapter are used to derive expressions for Pd
and Pf using the dynamic PU hypotheses. However, before calculating the sensor performance

probabilities, we first verify the mathematical dynamic PU model using simulation.

4.5 VERIFICATION OF DYNAMIC PRIMARY USER MODEL

Because the probabilities in this chapter build upon each other, it is not necessary to verify all

probabilities listed in Tables 2 and 3. We instead verify the Φx where the theoretical formula is

provided by (55) and the conditional values of N , Ni|A and Ni|sN respectively defined in (70) and

(78).

In order to verify the PU model and conditional values of N we simulated a dynamic PU for the

equivalent of 1, 000, 000 sampling periods where each sampling period consisted of N = 20 samples.

Four trials were run, in each the dynamic PU was characterized by an average OFF period ρ = 50

while the average ON period τ ∈ {5, 10, 20, 50} varied between trails.

Figure 31 provides the theoretical versus simulated results for Φx. The simulated results closely
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match the theoretical results calculated using (55) thus verifying the equation for Φx and the

individual path probabilities pk in (54). Figure 32 provides the theoretical versus simulated results

for Ni|A. The simulated results closely match the theoretical results calculated using (70) thus

verifying the equation for Ni|A and the probabilities listed in Table 2 which contributed to Ni|A.

Likewise, Figure 33 provides theoretical versus simulated results for Ni|sN . Again, the simulated

and theoretical results calculated using (78) match thus verifying the equation for Ni|sN and the

probabilities listed in Table 3 which contributed to Ni|sN .

4.6 CHAPTER SUMMARY

In CR networks with a static PU the spectrum sensing hypotheses H0 indicates the signal is

absent during the entire sensing period and H1 indicates the signal is present during the entire

sensing period. This chapter considered a dynamic PU that could can be both present and absent

during a sensing period and two alternative sets of dynamic PU hypotheses were proposed. The

Any Sample hypotheses, Hfree and Hbusy, are represented by a conservative null hypothesis where

Hfree indicates the PU is OFF during the entire sensing period. In contrast, the Nth Sample

hypotheses, HN0 and HN1, considers a more aggressive use of spectrum in which the hypothesis

was determined by the PU state at the end of the sensing period.

In order to analyze PU traffic distribution under the proposed dynamic PU hypotheses a math-

ematical model for describing the dynamic PU activity using a Markov chain was employed. We

considered the evolution of the Markov chain over the SU sensing period and derived several joint

and conditional probabilities related to the dynamic PU hypotheses. The probabilities described

were verified through simulation and will be used in Chapter 5 to formulate a density function for

the energy detector output Y (N) and corresponding sensor performance statistics for each of the

four hypothesis described in Section 4.3.
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Figure 31. Theoretical vs simulated comparison of Φx with N = 20, ρ = 50, and (a) τ = 5,
(b) τ = 10,(c) τ = 20,(d) τ = 50.
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Figure 32. Theoretical vs simulated comparison of Ni|sN with N = 20, ρ = 50,
τ ∈{5, 10, 20, 50}.
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Figure 33. Theoretical vs simulated comparison of Ni|A with N = 20, ρ = 50,
τ ∈{5, 10, 20, 50}.
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CHAPTER 5

DYNAMIC PRIMARY USERS SENSING PERFORMANCE

In this chapter analytical expressions for the probabilities of detection Pd and false alarm Pf
are derived in this context of the PU activity model described in Chapter 4. The expressions for

Pd and Pf take into account all potential changes in the PU signal. This analysis incorporates the

Pd and Pf expressions corresponding to the static scenario when the PU signal does not change

during spectrum sensing, along with the influence of the dynamic activity of the PU implied by

condtional probabilities derived in Chapter 4.

5.1 SPECTRUM SENSING SYSTEM MODEL

We use a similar system model as that presented in Chapter 4 where a PU signal randomly

transitions ON and OFF. An SU samples the received signal r(n) where each sample is described

by one of the following two possible hypotheses:

H0 → PU signal OFF : r(n) = u(n)

H1 → PU signal ON : r(n) = s(n) + u(n), (79)

where u(n) is the white Gaussian noise with zero mean and variance σ2u corrupting the signal at

the SU receiver. Again,the PU signal s(n) can be real or complex and has variance σ2s .

In Chapter 4 a energy detector was considered when describing the PU activity in context

to the dynamic PU hypotheses. This was done for clarity and the probabilities and distributions

presented in Chapter 4 are independent of the type of sensing technique used. In contrast, the work

presented in this chapter is reliant on the SU employing a specific energy detector. Here the SU

employs an energy detector to sum the square of each of the N samples in the sensing period [14]

Y (N) =

N∑
n=1

∣∣∣∣r(n)

σu

∣∣∣∣2 . (80)
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We note that there is an energy detector variant described commonly in CR research which divides

the sum of the squares by N , i.e. (1/N)
∑N

n=1 |r(n)|2, often referred to as a variance estimator.

We specifically do not use a variance estimator as will become apparent later in this chapter. The

energy detector in (80) also divides each of the squared received samples by the noise variance σ2u,

thus normalizing the signal r(n). This is done to take advantage of the chi-squared distribution

which arises from the sum of the squares of independent standard normal random variables and

the noncentral chi-squared distribution which arises from the sum of the squares of independent

normal random variables with non-zero means and unit variance [43].

The output of the energy detector Y (N) forms a test statistic which is used to distinguish

between two hypotheses. In the next sections we will describe the test statistic distribution with a

static PU followed by a derivation of the test statistic distribution under a dynamic PU.

5.2 STATIC PRIMARY USER DETECTION PERFORMANCE

The performance of energy detector with dynamic PU is analyzed in the context of Neyman-

Pearson detection theorem where the spectrum sensing decision of the SU maximizes the probability

of detection of an active PU for a given probability of false alarm using a likelihood ratio test [43].

Under the assumption that the PU is static and its signal does not change during the entire N

sample sensing interval, the energy detector test statistic Y (N) as derived in Chapter 4 is then,

Y (N) =



N∑
n=1

∣∣∣∣u(n)

σu

∣∣∣∣2 , H0

N∑
n=1

∣∣∣∣s(n) + u(n)

σu

∣∣∣∣2 , H1.

(81)

Taking advantage of the specific energy detector defined in (80) the distibutions under H0 and H1

follow respectively a chi-squared and noncentral chi-squared distribution [14],

Y (N) ∼


χ2
N , H0

χ2
N (Nγ), H1,

(82)

where χ2
N and χ2

N (·) denote the central and noncentral chi-squared distributions with N degrees

of freedom and a non-centrality parameter implied by the PU SNR at the SU receiver γ = σ2s/σ
2
u
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when the PU is active. The density function corresponding to the test statistic in (82) observed

for a time interval t→∞ is therefore

fY = PX · χ2
N + PX · χ2

N (Nγ) (83)

where PX is the duty cycle of the PU as described Chapter 3. We note that fY is a mixture model

which we will discuss in further detail in the next section.

The performance of the energy detector in this static PU scenario, is given by the corresponding

probabilities of detection and false alarm, respectively, [14, 15],

Pd(λ,N) = Pr{Y (N) > λ|H1}

=

∫ ∞
λ

χ2
N (Nγ)

= QN (
√

2Nγ,
√
λ) (84)

Pf (λ,N) = Pr{Y (N) > λ|H0}

=

∫ ∞
λ

χ2
N

=
Γ(N,λ/2)

Γ(N)
, (85)

where Γ(·) and Γ(·, ·) are complete and incomplete gamma functions, respectively, QN (·, ·) is the

generalized Marcum Q-function, and λ is the sensing threshold, which is determined from a target

Pf value according to [43, Ch. 5]. We note that the use of a Gaussian approximation discussed

in [7] is not applicable in this case as this approximation assumes a large number of samples N in

the sensing interval, and we intentionally do not want to place such a restriction on N .

5.3 DYNAMIC PRIMARY USER MIXTURE MODELS

Because of the presence of the dynamic PU we have to revise the distribution of the test statistic

to include the fact that the PU signal may be both ON and OFF during the sensing period. A

mixture distribution is well suited to this problem. Generally described, a mixture distribution is
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a probability density function of the form

f(x) =
K∑
k=1

αkf(x; θk). (86)

Here, K is the number of components in the mixture model. For each k, f(x; θk) is the distribution

function of component number k. The scalar αk is the weight of the component number k. In order

for the mixture model to be a proper distribution function, it must be the case that
∑

k αk = 1.

If the PU is dynamic and can be both OFF and ON during a single sampling period, the

distribution of Y (N) is dependent on the cumulative number of samples where the PU is ON

during a sensing period, x. Therefore, the test statistic for a single sensing interval with a dynamic

PU becomes

Y (N) ∼



χ2
N , x = 0

χ2
N (γ), x = 1

· · ·

χ2
N (Nγ), x = N.

(87)

We note that in each case there are N degrees of freedom corresponding to the N samples, but the

non-centrality parameter of the corresponding chi-squared distribution depends on the number of

samples where the PU was active during the sensing interval. The density function corresponding

to the test statistic in (87) observed for a time interval t→∞ is therefore

fY =
N∑
x=0

Φx · χ2
N (xγ), (88)

where Φx are the component weights as calculated in (55).

The distribution in (88) is a chi-squared mixture model with N + 1 components. Figure 34

illustrates two distinct example chi-squared mixture models. Both mixtures contain five components

corresponding to N = 4 and have equal compontent weights. Figure 34(a) has a PU signal SNR at

the SU receiver γ = 6dB while Figure 34(b) has a much lower SNR of γ = −3dB. As illustrated,

when γ is reduced the distributions of the individual components become difficult to distinguish.
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Figure 34. Examples of mixed chi-squared distributions with N = 4, weights
Φ={0.2, 0.2, 0.2, 0.2, 0.2}, and (a) γ=6dB, (b) γ=−3dB.

5.4 ANY SAMPLE HYPOTHESES DETECTION PERFORMANCE

In this section we use the chi-squared mixture model for the dynamic PU test statistic in (88)

and apply it to the hypotheses Hfree and Hbusy described in Chapter 4. Again, Hfree corresponds

to a PU that is OFF during the entire sensing duration and Hbusy corresponds to a PU that is ON

at one or more samples during a sensing period. The dynamic PU test statistic corresponding to

the hypotheses is

Y (N) ∼


χ2
N , Hfree

N∑
x=1

Φx|b · χ2
N (xγ), Hbusy

(89)

where we substituted Φx|b for Φx|busy for readability. Here, the test statistic for Hfree is equivalent

to H0 when considering a static PU. The test statistic for Y (N) under Hbusy is comprised of N

components where the component weights are Φx|busy defined in (65). We can now calculate the
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probability of detection using the distribution for Y (N) under Hbusy leveraging the expression for

Pd assuming a static PU in (84)

Pd = Pr{Y (N) > λ|Hbusy}

=
N∑
x=1

Φx|b

∫ ∞
λ

χ2
N (xγ)

=

N∑
x=1

Φx|b QN (
√

2xγ,
√
λ). (90)

We note that because the test statistic Y (N) under Hfree is the same as Y (N) under the static

H0. Therefore, the probability of false alarm Pf under is Hfree is equivalent to that under H0 in

(85).

With a large number of components, corresponding to longer sensing periods, the distribution

under Hbusy is complex, so we also consider an approximate test statistic Ỹ (N) which utilizes the

conditional value of N , Ni|A defined in (70). The approximate test statistic is then

Ỹ (N) ∼


χ2
N , Hfree

χ2
N

(
N1|b γ

)
, Hbusy

(91)

where we have substituted the nomenclature N1|b for N1|busy for readability. The test statistic

for Ỹ (N) under Hbusy is no longer a mixture model but instead a single noncentral chi-square

distribution where the non-centrality parameter is determined by SNR γ and the expected number

of samples the PU will be ON in a sensing period under the hypothesis Hbusy. The expression for

P̃d using the approximate distribution Ỹ (N) under Hbusy is then,

P̃d = Pr{Ỹ (N) > λ|Hbusy}

=

∫ ∞
λ

χ2
N (N1|b γ)

= QN

(√
2N1|b γ,

√
λ
)

(92)

Again, the distribution of Ỹ (N) under Hfree is the same as Y (N) under the static H0. Therefore,

the probability of false alarm P̃f under Hfree is equivalent to that under H0 in (85).
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5.5 NTH SAMPLE HYPOTHESES DETECTION PERFORMANCE

Like the previous section, this section utilizes the chi-squared mixture model for the dynamic

PU test statistic in (88) but instead considers the hypotheses HN0 and HN1 described in Chapter 4.

Again, HN0 corresponds to the PU being OFF at the end of the sensing period and HN1 corresponds

to a PU that is ON at the end of the sensing period. The test statistic Y (N) for both HN0 and

HN1 has samples that are both OFF and ON and therefore is similar to Y (N) for Hbusy in (89)

Y (N) ∼



N−1∑
x=0

Φx|0 · χ2
N (xγ), HN0

N∑
x=1

Φx|1 · χ2
N (xγ), HN1.

(93)

The resulting distributions are again chi-squared mixtures where the mixture weights are Φx|sN

provided in (74). The corresponding probabilities of detection and false alarm are respectively,

Pd = Pr{Y (N) > λ|HN1}

=

N∑
x=1

Φx|1

∫ ∞
λ

χ2
N (xγ)

=
N∑
x=1

Φx|1 QN

(√
2xγ,

√
λ
)
. (94)

Pf = Pr{Y (N) > λ|HN0}

=

N∑
x=1

Φx|0

∫ ∞
λ

χ2
N (xγ)

=
N∑
x=1

Φx|0 QN (
√

2xγ,
√
λ). (95)

We again consider an approximate test statistic Ỹ (N) which utilizes the conditional value of
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N , Ni|sN defined in (78). The approximate test statistic is then

Ỹ (N) ∼


χ2
N

(
N1|0 γ

)
, HN0

χ2
N

(
N1|1 γ

)
, HN1

(96)

The performance of the energy detector with a dynamic PU evaluated using the test statistic Ỹ (N)

that follows the mixture distribution (96) is implied by the respective probabilities of detection and

false alarm expressions

P̃d = Pr{Ỹ (N) > λ|HN1}

=

∫ ∞
λ

χ2
N (N1|1 γ)

= QN

(√
2N1|1 γ,

√
λ
)

(97)

P̃f = Pr{Ỹ (N) > λ|HN0}

=

∫ ∞
λ

χ2
N (N1|0 γ)

= QN

(√
2N1|0 γ,

√
λ
)

(98)

5.6 VERIFICATION OF DYNAMIC SENSING PERFORMANCE

In this section we present numerical results obtained from simulations illustrating receiver

operating characteristic (ROC) curves for the energy detector with dynamic PU in various scenarios.

Simulated results are compared to theoretical ROC curves implied by the analytical expressions for

the probabilities of detection and false alarms. To evaluate the performance degradation implied

by the presence of a dynamic PU we have also included in the comparison the ROC curves implied

by the analytical expressions of the probabilities of detection and false alarm (84) and (85), which

correspond to PU signals that are constant for the entire duration of the sensing window. Each

experiment was simulated twice, once considering the dynamic hypotheses Hfree and Hbusy and

again considering the dynamic hypotheses HN0 and HN1.
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For the hypotheses Hfree and Hbusy simulation results compare:

• Theoretical Constant ROC implied by Pd (84) and Pf (85)

• Theoretical Dynamic ROC implied by Pd (90) and Pf (85)

• Approximate Dynamic ROC implied by P̃d (92) and Pf (85)

• Simulated Dynamic ROC.

For the hypotheses HN0 and HN1 simulation results compare:

• Theoretical Constant ROC implied by Pd (84) and Pf (85)

• Theoretical Dynamic ROC implied by Pd (94) and Pf (95)

• Approximate Dynamic ROC implied by P̃d (97) and P̃f (98)

• Simulated Dynamic ROC.

The simulated PU activity consisted of a 4-QAM modulated signal with an amplitude equivalent

to the square root of the signal variance σs as implied by the specified SNR γ and a variance of 1 for

the AWGN. The first two simulations compare the output of the energy detector to the threshold

λ implied by the target Pf values which ranged from .01 to 1. The simulation considered 100, 000

sensing intervals, each with N = 20 samples.

The first simulation examined the impact of the SNR on the performance of the energy detector

with a dynamic PU. We considered a dynamic PU characterized by average values ρ = 50, and

τ = 10 for the OFF and ON periods, respectively, and for SNR values γ = 0, −6, −12dB. The

results utilizing the hypotheses Hfree and Hbusy are shown in Figure 35. We can see that the

simulated ROC results for the dynamic PU closely match the theoretical dynamic PU ROC for all

values of γ. Additionally, the simulated and approximate ROCs closely matches for γ = −6 and

−12 dB. However, for γ = 0 the approximated ROC is no longer accurate. Finally, as expected the

theoretical constant PU ROC and the various dynamic PU ROCs diverge as the SNR increases.

The results of the first simulation considering the hypotheses HN0 and HN1 are shown in Figure 36.

Here again the simulated ROC closely matches the theoretical dynamic PU ROC for all values of

γ. As with the hypotheses Hfree and Hbusy in Figure 35, the approximated ROC is not a good fit

at γ = 0 but is a good approximate at lower SNRs.
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In the second experiment we examined the impact of the average duration of the dynamic PU

activity on the performance of the energy detector. Specifically, we take the SNR γ = −6 dB

and the average duration of the PU OFF period of ρ = 50 and consider average ON periods of

τ = 5, 25, and 50. These results considering the hypothesis Hfree and Hbusy are shown in Figure

37. The figure shows that the simulated results match the theoretical and approximate ROCs for

PU activity levels examined; however, the approximated ROC does slightly diverge as the value

of τ increases. Finally, as expected the theoretical constant PU ROC and the various dynamic

PU ROCs diverge as the value of τ decreases. The results for the second experiment utilizing the

hypotheses HN0 and HN1 are shown in Figure 38 and results similar to those for Hfree and Hbusy

in Figure 37 can be seen.

5.7 CHAPTER SUMMARY

In this chapter we studied the performance of energy detector for spectrum sensing by SU in

scenarios with a dynamic PU that switch from active to idle randomly during spectrum sensing.

Building up, the two-state Markov chain PU activity developed in Chapter 4 we considered the

probability of each possible evolution of these model to establish closed-form expressions for the

probabilities of detection and false alarm using mixtures of chi-squared distributions for the energy

detector test statistic. The expressions obtained for the single PU scenario examined are corrobo-

rated with numerical simulations results. Thus, if the characteristics of the dynamic PU activity,

implied by parameters ρ, τ , and γ, are known, then the SU can accurately predict the performance

of the energy detector. In the next chapter we propose the use of an incremental EM algorithm to

estimate the energy detector performance when ρ, τ , and γ are unknown to the SU.
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Figure 35. Hfree and Hbusy dynamic PU ROC with ρ = 50,τ = 10, N = 20 and SNR values
(a) γ = 0dB, (b) γ = −6dB, and (c) γ = −12dB.
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Figure 36. HN0 and HN1 dynamic PU ROC with ρ = 50,τ = 10, N = 20 and SNR values
(a) γ = 0dB, (b) γ = −6dB, and (c) γ = −12dB.
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Figure 37. Hfree and Hbusy dynamic PU ROC with ρ = 50,τ = 10, N = 20 and SNR values
(a) γ = 0dB, (b) γ = −6dB, and (c) γ = −12dB.
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Figure 38. HN0 and HN1 dynamic PU ROC with ρ = 50,τ = 10, N = 20 and SNR values
(a) γ = 0dB, (b) γ = −6dB, and (c) γ = −12dB.
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CHAPTER 6

ESTIMATING SENSING PERFORMANCE

In Chapter 4 we used a two-state Markov chain to model the dynamic activity of a PU. The

verified PU activity model was used to establish a chi-squared mixture model for the energy de-

tector output and in Chapter 5 closed-form expressions were derived and verified for SU sensor

performance statistics Pd and Pf in the context of the dynamic PU activity. The expressions for

sensor performance are derived from the parameters limiting the dynamic PU activity, specifically

the mean PU ON and OFF durations respectively τ and ρ, and the SNR of the PU signal at the

SU receiver γ. In this chapter we consider an SU that does not have knowledge of the dynamic PU

activity parameters or SNR. We develop a novel incremental expectation maximization (EM) algo-

rithm to estimate the chi-squared mixture parameters from a set of energy detector observations.

6.1 PERFORMANCE ESTIMATION SYSTEM MODEL

We consider a dynamic PU with the activity model described in Chapter 4 where the PU

switches between idle and active randomly with an average idle period of ρ and an average active

period of τ . The SU employs the energy detector described in detail in Chapter 5 to formulate a

test statistic Y (N),

Y (N) =

N∑
n=1

∣∣∣∣r(n)

σu

∣∣∣∣2 . (99)

In the case of a dynamic PU the distribution of Y (N) is a mixed chi-squared distribution as derived

in Chapter 5,

fY =
N∑
x=0

Φx · χ2
N (xγ). (100)

We assume that the SU does not know the extent to which the PU is dynamic and our goal is

to determine analytical expressions for Pd and Pf that take into account the volatility of the PU
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signal. This is accomplished by first observing the output of the energy detector over M sensing

periods.

6.2 INCREMENTAL EXPECTATION MAXIMIZATION ALGORITHM

The goal of the EM algorithm is to estimate unknown parameters of a probability distribution

function from a set of observations [44]. The EM algorithm is often used for Gaussian mixture

models where the unknown parameters are the component weights as well as the mean and variance

for each distribution. We note that the chi-square mixture in (100) describing the activity of the

dynamic PU is similar to a Gaussian mixture with the following distinctions:

• The distribution fY0 = χ2
N and has mean and variance equal to N and 2N , respectively.

• The remaining distributions fYx = χ2
N (xγ), have mean N + xγ and variance 2N + 4xγ, for

x = 1, . . . , N .

Thus, instead of finding the mean and variance of each distribution, as is done in the case of

Gaussian mixtures, only the SNR γ and the component weights in Φ need to be estimated.

The standard EM algorithm has three steps: initial parameter estimation, expectation, and

maximization. The algorithm iterates between the expectation and maximization steps until it

converges on a solution. We note that, in general, the EM algorithm converges to a local optimum

rather than the global one, and its performance can be poor when the number of components in the

mixture is large. However, for low values of the SNR γ a larger N can increase distance between

the means of χ2
N and χ2

N (Nγ) and provides a better estimate for γ. Thus, we propose a incremental

EM algorithm in which the distribution in (100) is approximated by f
(L)
Y that includes only a subset

x(L) of components. With each increment, more components are added until the full set of N + 1

components are used,

f
(L)
Y =

∑
x(L)

Φxχ
2
N (xγ), x(L) ⊂ x(L−1)

. . .

f ′Y =
∑
x′

Φxχ
2
N (xγ), x′ ⊂ x (101)

fY =
∑
x

Φxχ
2
N (xγ), x = {0, 1, . . . N}.

With this incremental approach the solution from one increment provides the initial parameter
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estimation for the next increment. The solution from the final increment, which includes all com-

ponents, is the full solution.

We note that the incremental EM algorithm performs better than a standard EM algorithm that

has one increment containing all the components, since the incremental solution avoids convergence

to a local optimum by gradually adding components. We note that the proposed algorithm is similar

to the incremental component splitting algorithm proposed in [45] in which for each increment a

component is split and variational update equations are applied only to the parameters of the two

components resulting from the split. In contrast, the proposed algorithm applies variational update

equations to the full set of components in each increment.

This approach is illustrated in Figure 39, for a mixture with N = 10 components: the first

increment of the EM algorithm is denoted by f ′′Y and is composed of three components, χ2
10,

χ2
10(5γ), and χ2

10(10γ); the second increment is denoted by f ′Y and is composed of the original

three components plus two additional ones, χ2
10(3γ), and χ2

10(8γ); the final increment includes all

eleven components. In the next section we formally describe the three steps of the incremental EM

algorithm.

6.2.1 INITIAL PARAMETER ESTIMATION

The initial parameter estimation step is different for the first increment than for subsequent

increments. For the first increment the initial estimate for component weights, Φ̂x∀x ∈ x(L), should

leverage any a priori knowledge of the PU parameters ρ and τ . If there is no a priori knowledge of

PU activity the component weight estimates can be initialized to equal values; if this is done the

number of components in x(L) should be minimized to improve performance, i.e x(L) = {0, N/2, N}.

After determining the initial component weight estimates, and estimated SNR γ̂ can be deter-

mined as

γ̂ =
µ−N∑
x(L) x Φ̂x

, (102)

where µ is the sample mean of the M observations and is approximated by

µ ≈ Φ̂0µ̂0 + Φ̂1µ̂1 + . . . Φ̂N µ̂N

≈ Φ̂0N + Φ̂1(N + γ̂) + . . . Φ̂N (N +Nγ̂) (103)

≈ N(Φ̂0 + Φ̂1 + . . . Φ̂N ) + γ̂((Φ̂1 + 2Φ̂2 + . . . N Φ̂N )).
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Figure 39. Illustrating different subsets of a chi-squared distribution with a total of N = 10
components.
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In subsequent increments the solutions from the prior increment are used as an initial parameter

estimate. Both the γ and component weights are used as initial parameters. The weights for the

components added to the increment are set to ≈ 0.

6.2.2 EXPECTATION

The expectation step uses the same process for all increments. Using the initial parameter

estimates for the increment, individual distributions fŶx are formed as well as the appropriate

mixture distribution from (101). Partial membership values φx,m for each observation ym are

calculated as

φx,m =
Φ̂xfŶx(ym)

fŶ (ym)
∀ x ∈ x(l). (104)

The partial membership value φx,m is the probability that observation ym is a member of, or

generated by distribution fŶx , therefore
∑

x(l) φx,m = 1.

6.2.3 MAXIMIZATION

Like the expectation step, the maximization step uses the same process for all increments. Using

the partial membership values computed in the expectation step, new estimates for the unknown

parameters Φ̂ and γ̂ are made. The component weights and means are calculated as with a standard

EM algorithm,

Φ̂x =
1

M

M∑
m=1

φx,m ∀ x ∈ x(l) (105)

µ̂x =

∑M
m=1 φx,mym∑M
m=1 φx,m

∀ x ∈ x(l). (106)

We then take advantage of the fact that we know µ0 = N to find an error factor,

ε = N − µ0. (107)
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The error factor ε is used to calculate a new estimate for γ,

γ̂ =
1

N

∑
x(l)

µx + ε+N

x
(108)

The new parameter estimates Φ̂ and γ̂ are then used in the expectation step to formulate new

partial membership values. The expectation and maximizations steps are repeated iteratively until

the solutions for Φ̂ and γ̂ converge. The converged solutions are either used as input to the next

increment or in the case of the final increment are the terminating solutions.

6.3 ESTIMATING PERFORMANCE STATISTICS

The output of the proposed incremental EM algorithm is an vector of estimated chi-squared

mixture component weights Φ̂ and an estimated SNR γ̂. We use the estimated component weights

to then calculate conditional component weights relative to the dynamic PU hypotheses under

consideration which are then used to estimate sensing performance.

For the Any Sample hypothesis an estimate of Φ̂x|A using the expression in (65) is calculated

using Φ̂. Using the estimated γ̂ from the incremental EM algorithm along with the values of Φ̂x|A

we calculate the estimated P̂d leveraging the expression for Pd in (90),

P̂d =

N∑
x=1

Φ̂x|b QN (
√

2xγ̂,
√
λ). (109)

For the Any Sample hypotheses it is not necessary to estimate Pf under Hfree as the test statistic

is the same as that of the static PU hypothesis H0 and is not reliant on γ.

When considering the N th Sample hypothesis an estimate of Φ̂x|sN using the expression in (74)

is calculated using Φ̂. The values of γ̂ and Φ̂x|sN are used to calculate an estimated P̂d leveraging

the expression for Pd in (94)

P̂d =
N∑
x=1

Φ̂x|1 QN

(√
2xγ̂,

√
λ
)

(110)

and an estimated P̂f leveraging the expression for Pd in (95)

P̂f =

N∑
x=1

Φ̂x|0 QN (
√

2xγ̂,
√
λ). (111)
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In the next section we verify the proposed incremental EM algorithm through simulation and

compare the estimated values of Φ̂, γ̂, and P̂d for the Any Sample hypotheses to the known values.

6.4 INCREMENTAL EXPECTATION MAXIMIZATION VERIFICATION

In this section we present results from two simulated experiments that evaluated the incremental

EM algorithm in its ability to estimate the component weights of the chi-squared mixture and the

γ parameter. For each simulation we used M = 100, 000 energy detector test statistic observations,

each with N = 20 samples. Using the incremental EM algorithm the first increment components

were x′′ = {0, 10, 20}, the second increment included x′ = {0, 5, 10, 15, 20}, and the final increment

utilized all components x = {0, 1, . . . 20}. We assumed an initial component weight of Φ̂0 = Φ̂10 =

Φ̂20 = 1
3 .

The first simulation considered a dynamic PU characterized by average values τ = 10 and ρ = 50

and we considered SNR values γ = −12, −9, −6, −3, and 0 dB. The results of the simulation are

shown in Figures 40 through 42. The estimated γ̂ values for each iteration are shown in Figure 40.

Because in each increment the EM algorithm iterates until the solution has converged, the varying

simulations require a varying number of iterations. The discontinuities in the curves in Figure 40

occur at the start of an increment when additional components are included. Figure 41 illustrates

the final solution for the estimated component weights for the various γ values. From this figure

it appears that the incremental EM algorithm provides more accurate values for Φ̂ at higher γ

values. Here we note that the weight Φ̂0 is overestimated for all γ values and Φ̂20 is consistently

overestimated with the exception of γ = 3 dB. This is assumed to be an artifact of the incremental

approach but the results warrant future research. Finally, Figure 42 compares the estimated ROC

calculated using (109) to the ROC calculated using (90) and the known dynamic PU parameters

τ , ρ, and γ. As shown, the combined estimates of γ̂ and Φ̂ result in a good estimation of sensor

performance; however, the accuracy of the estimation is reduced when γ is reduced.

The second simulation considered a less dynamic PU characterized by average values τ = 50

and ρ = 50 and again considered SNR values γ = −12, −9, −6, −3, and 0 dB. The results of the

simulation are shown in Figure 43 through Figure 45. The estimated γ̂ values for each iteration

are shown in Figure 43. In comparison to the results for the more dynamic PU in Figure 40 the

incremental EM results for less dynamic PU is both more accurate and converges more rapidly.

Figure 44 illustrates the final solution for the estimated component weights for the various γ values

and once again the estimates are superior to those for the more dynamic PU in Figure 41. Like
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Figure 40. γ̂ for N=20, ρ=50, τ=10, and γ=−12, −9, −6, −3, and 0 dB.
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the first simulation, the incremental EM algorithm provides more accurate values for Φ̂ at higher

γ values; however in this simulation the weights of Φ̂0 and Φ̂20 are not consistently overestimated.

This is an indication that the superior performance of the second simulation may be an artifact of

the initial component weight of Φ̂0 = Φ̂10 = Φ̂20 = 1
3 which are considerably more accurate for the

second simulation than the first. Finally, Figure 45 compares the estimated ROC calculated using

(109) to the ROC calculated using (90) and the known dynamic PU parameters τ , ρ, and γ. Here,

the combined estimates of γ̂ and Φ̂ provide an excellent estimation of sensor performance even for

low values of γ.
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Figure 43. γ̂ for N=20, ρ=50, τ=50, and γ=−12, −9, −6, −3, and 0 dB.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Actual
=0dB
=-3dB
=-6dB
=-9dB
=-12dB

Figure 44. Φ̂ for N=20, ρ=50, τ=50, and γ=−12, −9, −6, −3, and 0 dB.



86

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Theoretical =0 dB
Estimate =0 dB
Theoretical =-3 dB
Estimate =-3 dB
Theoretical =-6 dB
Estimate =-6 dB
Theoretical =-9 dB
Estimate =-9 dB
Theoretical =-12 dB
Estimate =-12 dB

Figure 45. Estimated ROC for N=20, ρ=50, τ=50, and γ=−12, −9, −6, −3, and 0 dB.

6.5 CHAPTER SUMMARY

In this chapter we proposed a novel incremental EM algorithm to estimate the sensor perfor-

mance from a set of observations. Numerical results obtained illustrate that the proposed incre-

mental EM algorithm provides a good estimate of the energy detector test statistic distribution and

corresponding performance in the presence of volatile PU with unknown parameters. Further re-

search should include optimization of the initial weights for the first increment as well as weights for

components added to subsequent increments. Finally, analysis should be done on how to properly

utilize the estimated test statistic distribution to adjust and optimize the sensing window duration.
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CHAPTER 7

CONCLUSIONS AND FUTURE RESEARCH

The ever increasing demand for bandwidth within the finite RF spectrum has prompted the need

to consider innovative methods to more efficiently use limited spectral resources. CR networks are

commonly considered to be a key technology that will enable more efficient use of the RF spectrum

in the future. While the last decade has brought significant research and advancements related to

CR networks, there has been limited research concerning CR networks with dynamic PUs. The

work presented in this dissertation addressed the performance of CR networks with dynamic PU

signals, and the system model considered throughout this dissertation specifically considered that

the PU could potentially switch state from ON to OFF randomly during an SU sensing period.

This chapter summarizes the major conclusions of this dissertation and explores several areas of

future research.

7.1 CONCLUSIONS

Several challenges arise when attempting to exploit unused spectrum licensed to highly dynamic

PUs. First and foremost the current spectrum sharing paradigms do not adequately support ex-

ploiting spectrum licensed to a dynamic PU. The simulation results provided in this dissertation

and supported in prior research reveal that the sensing performance with dynamic PUs is less that

what is considered acceptable for CR networks. While exploring methods to improve sensing perfor-

mance is important, it is equally important to consider how CR networks could potentially operate

when sensing performance is reduced. A hybrid framework for spectrum sharing with suboptimal

sensing performance is presented. The proposed framework requires that the PU calculate an SU

operating boundary based on its own level of acceptable information error. The PU then only

needs to share this boundary with potential SUs, thus limiting the information the PU is required

to share about its own operation. The level of PU waveform obfuscation provided by the proposed

framework is critical as it is increasingly the case where spectrum licensed to military systems is

considered for spectrum sharing.
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A second challenge addressed by this dissertation is the quantification of sensing performance

in the presence of dynamic PUs. Prior mathematical expressions relating dynamic PU behavior to

sensing performance have been proposed, but all place restrictions on the PU dynamics. The closed-

form expressions provided for sensing performance in this dissertation remove these limitations and

are shown to be valid regardless of the SNR or PU dynamics. This expression provides a theoretical

upper limit on SU sensing performance that can be utilized in CR network design.

The third challenge addressed by this dissertation is the estimation of dynamic PU activity.

The closed-form expressions for sensor performance provided requires knowledge of the parameters

dictating PU dynamcis and the SNR. If neither is known it is still important for an SU to estimate

its sensor performance. The incremental EM algorithm proposed in this dissertation provides a

proof of concept and lays the ground work for future research in dynamic PU activity estimation

using machine learning.

This dissertation attempts to address some of the problems that arise in CR networks with

highly dynamic PUs and sheds light on other areas yet to be addressed in order to effectively utilize

idle spectrum licensed to a dynamic PU. While the research in this dissertation was presented in

the context of a CR network where an SU senses spectrum to find transmission opportunities,

many of the results are applicable to a range of scenarios where sensing is used to observe or

detect a dynamic signal such as biomedical signals, pulsed radar systems, or frequency hopping

communication systems.

7.2 FUTURE WORK

Because the topic of CR networks with dynamic PUs has received limited attention there are

several major avenues of future work that can be explored based on the advances made in this

dissertation. The first major area for future research relates to the proposed hybrid spectrum

sharing paradigm. The framework presented in Chapter 3 considers a digital communications PU

system. However, radar systems make attractive PU systems as they have low spectral utilization

both temporally and geographically. Many radar systems, such as pulsed radar, are also highly

dynamic when active. Therefore, the hybrid framework presented in Chapter 3 could readily be

extended to a radar system using a track error rate instead of Pb as an information error measure.

In addition to considering alternative PU systems, the spectrum sharing paradigm presented in

Chapter 3 should be expanded to consider queuing at the SU. Additionally, topics such as spectral

utilization and SU throughput should be explored in conjunction to the PU performance that the
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proposed framework considered. We note that in [24] a hybrid paradigm that allows the SU to

transition between the interweave and underlay paradigms based only on spectral utilization is

considered and future research should consider how the two hybrid paradigms can be merged.

The dynamic PU model derived in Chapter 4 considered a PU where the transmission and idle

periods were both modeled as exponential random processes. While the memoryless property of

the exponential distribution is convenient for analysis and often a good approximation, alternative

distributions for PU transmissions should be considered with respect to expressions for SU sensing

performance in Chapter 5. Alternative PU models can be either analytical or empirical; so long as

there is an accurate distribution for the number of PU ON samples per sensing period, the sensing

performance expressions from Chapter 5 can be applied.

The work presented in Chapter 5 and in Chapter 6 was reliant on the SU using an energy

detector. While energy detectors are convenient in that they do not require that the SU has

no knowledge of the PU signal, they do not perform as well as other detectors. Future work

should consider alternative detector such as waveform-based detectors, cyclostationary detectors,

and correlation detectors. Similarly, within CR network research collaborative sensing amongst SUs

is often considered as a method to improving sensing performance. This cooperative SU sensing

framework should be considered in the detection of dynamic PUs and estimation of dynamic PU

parameters

In addition to the robust theoretical model for sensor performance presented in Chapter 5

approximations were provided for Pd and Pf . The simulated results showed that the approxima-

tions became less accurate as SNR increased. A more thorough analysis of how SNR impacts the

approximate performance statistics should be conducted with the goal of providing limits on the

applicability of the approximate performance statistics or modifying them to provide a more robust

approximate.

Finally, the work presented in Chapter 6 is a preliminary attempt to use machine learning

in conjunction with observations from an energy detector to define dynamic PU activity. There

is significant opportunity to evolve the proposed incremental EM algorithm and explore methods

for providing better initial estimates. Additionally, algorithms such as incremental component

splitting [45] and distributed EM for sensor networks [46] should be considered should be considered

for estimating dynamic PU parameters.
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