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ABSTRACT

Periodic molecular dynamics (MD) simulations of proteins may suffer from image interactions.
Similarly, the hydrophobic effect required to keep a protein folded may not be enforced by
small simulation cells. Accordingly, errors may arise both from the water concentration per se
and the image interactions. Intrinsically disordered proteins are particularly sensitive,

{d tudied AB4o (AP),
a disordered peptide central to Alzheimer’s disease, by 100 different saulations with variable

cell size from very large (20 A) to very small (3 A). Even for this‘VKd rdered peptide, most
properties are not cell-size dependent, justifying the commgn 1% of modest-sized (10 A) cells

providing a worst-case estimate of the errors. Following this reasoning,

T~
for simulating proteins. The radius of gyration, secondary-structure, intra-peptide, and peptide-

water hydrogen bonds are similar relative to standard eviati%s at any cell size. However,
hydrophobic surface area increases significantly i small cells (confidence 95%, two-tailed t-
test), as does the standard deviation in exposhi%le;kbone conformations (>40% and
>27%). Similar results were obtained for, thewforce ficlds OPLS3e, Ambersb99-ILDN, and
Charmm22*. The similar prevalence of s‘fm\rr and o-f transitions in long and short
simulations indicate small diffusion barriegs, which we suggest is a defining hallmark of
intrinsically disordered proteins hsdlydrophilic exposure dominates in large cells,
hydrophobic exposure dominates&N cells, suggesting a weakening of the hydrophobic

effect by image interactions few water layers available to keep the protein compact,

with a critical limit ot@r layers required to enforce the hydrophobic effect.
£
Keywords: l\?decu dyndmics, box size, image interactions, AB, hydrophobic effect.
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I. INTRODUCTION

This paper reports molecular dynamics (MD) simulations exploring the conformational
ensembles of the intrinsically disordered peptide AP as a function of variable cell size and water
content, which is both of technical and chemical interest. AP plays a central role in Alzheimer’s
disease (AD) as the constituent of the hallmark senile plaques in patientbrains and as the toxic
oligomer-forming species whose formation is affected by mutations iﬁ/gbare\APP and PSEN1

and PSEN2 that cause severe early onset familial AD.!™* Unde@vig the dynamics and
e

structural transitions of this peptide under various physiologi%ant conditions is of
con

major interest, with a particular aim of targeting the path e@ ations by molecular

intervention such as antibodies or anti-aggregation agents3.'°

Molecular dynamics (MD) simulations of prottare orted in thousands of papers each
11-15

year. Even if the chemical model and force field reﬂ'bft adequately the chemical state of

It is widely assumed that image interactions_in periodic MD simulations undermine results if

the protein itself, the solvent-protein systew{c;:lll}studied in a periodic simulation box.
i

the simulation cell is too small,'¢"'° du i0dicity and artifacts in the energy evaluations.

It is commonly assumed that a 10 tance«from the edge of a box to the protein is a good

practice to avoid image intera¢tions, thagh this assumption is rarely tested. Diffusion
coefficients?®?! and therma ondNe 2

2 may depend on simulation cell size, and water
interactions are impaired in sm\ce‘l'}s.23 In contrast, many properties have been found to be

independent of cell si ,“'hgl)uding to some extent protein conformation.>> However, Hage et

al. recently foundthat“arge cell sizes are required to enforce the hydrophobic effect in
hemoglobin2?u isfh role/o simulation cell size and the water layer required to enforce the

hydrophobic f@u{p teins is currently debated and controversial?’-%,

Man d}s have investigated the effect of Ewald summation and cut-offs of the

electufstatic andithe Lennard-Jones interactions'®2*. Cutoff effects are, not surprisingly,
irx(portant for electrostatic interactions between atoms with large point charges,
in udingﬁcharged residues of proteins!®2%333¢  Artificial periodicity becomes particularly
—

problematic as the Coulomb interaction increases, i.e. for highly charged, concentrated solutes

ow-dielectric solvents!S.

-
At the same time, one can expect the hydrophobic effect, which generally keeps the protein

compact’’*°, to be impaired in small simulation cells, since a certain “critical” amount of water
can be hypothesized to be required to enforce the effect. Obviously, the hydrophobic effect is

a real chemical effect whereas the cell size effect is a technical effect of the MD simulation,
3
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yet they can both work to weaken the realism of the simulation. The relative importance of the
two effects is probably protein-dependent, and to estimate the critical amount of water required
to keep a protein folded, intrinsically disordered proteins are ideal as they are particularly prone
to conformational changes and thus likely to put an upper limit to both effects. Despite the
major progress in studying intrinsically disordered proteins using MD***!47_we are not aware

of any previous investigation of the cell-size effect on the conforr&/ onal ensemble of an
intrinsically disordered protein. 3

To understand these issues in detail, we study here a smally_charged peptide that has a
.A‘By is andntrinsically disordered
'o‘lgg}al pH and is extremely

particularly context- and concentration-dependent ensembl

peptide ideal for this purpose. It carries a charge of -3 at ph
aggregation prone, and its secondary structure depends on thé)surroundings45’48’49, plausibly
enabling a conformation change from compact globular olution to extended helical in
membranes>3, The properties of AP are ve c&ﬁrr@on—dependent and the biologically
relevant conformations are very hard to identify.>%3>* The structural ensemble of APao is
important because its aggregation and %

emb ractions are main culprits of AD,%10:55-57

and exposed hydrophobic parts and coil c
cause disease,’® " and may enhance \@9111@

membranes.5-66 \\

MD simulations have helpemte the structural states of AP to its potential biological
activity.>%0:67-74 Degpi e—&ﬁ effotts, the bioactive conformations of AP in human brains
h th

10,50,61,62

1zation or interact maliciously with cell

remain unknown, alth y probably involve hydrophobic exposed parts that correlate
with toxicity.’*3¥ A is knewn to concentrate at the synaptic cleft, the center of neuronal
transmission{ an e eéely crowded molecular environment, with a typical width of the
cleft being2 nik“\This implies that only 60-70 aligned water molecules separate the two

terminals; in this massively crowded region AP is likely to display its main normal

oéeni?functions.w‘80 We expect that the hydrophobic effect and its requirements in

terms of \ga are very relevant under such conditions.
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Figure 1. A) Structurally aligned twent c&a‘u s of APao from the PDB structure 2LFM.

B) Lowest energy conformation ( N used in the present study. C) Amino acid

sequence of AP4o showing the 'd‘%ﬁmﬁg a-helix. D) Ramachandran plot of the lowest
S

resi
energy conformation, with 25 r \ the core region (red) and seven residues in the
additional allowed region (yéh\ o residue is present in the disallowed region (white).
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A. Starting Ap4o model

The experimental NMR structure of ABso in aqueous solution (PDB code 2LFM; Figure 1)*
was used as it represents the peptide in 100% water. Other NMR-derived structures have co-

solvents or co-solutes. Starting from an extended chain is unli?é{ to ever reach the
%(Qillisecond time

experimentally observed disordered state as it requires full ab initio‘feld

scale) and such ensembles can carry bias towards structure types th Q>Ve lower barriers from
the extended conformation, notably coil and strand, makin N t choice of starting
structure. The PDB file contains 20 conformations rank jge@n owest energies, with
structural RMSD 1.7-3.7 A (Figure 1A). The lowest en‘e}gy conformation was used in the
present study (Figure 1B). The peptide was prepared &ﬂ’r tein Preparation Wizard with
default settings®! at pH 7. Hydrogen atoms wer aagd, hyjrogen bonds were optimized and a
local protein optimization was performed o remgve“steric clashes. The prepared protein
contains -3 charge at physiological pH (pléage the/amino acid sequence, Figure 1C), with
the N- and C-terminals charged as a ium and carboxylate groups, respectively. The

structure is in good agreement wit &%ab experimental NMR and CD data when using
structure-balanced force ﬁelds%ﬁes' ate ensemble properties®?, and has a backbone
dr

conformation without disall@ igure 1D).

In order to un?n‘sta {he effect of the cell size on MD simulations, five different orthorhombic

periodic cells, rhg&gfr m the commonly used (10 A) to large (15 and 20 A) and very small
(3and 5 v@e studied. These cell sizes were defined by using the shortest distance from the

cell edge t? thespeptide. The large cells test the sensitivity of the peptide properties to cell size
beyond typiCally used size of 10 A, to test if this common assumption is valid for this highly

c forma‘s'on—sensitive peptide. In contrast, the small cells have the distance between the
“proteiirmolecule and box edge below the interaction cutoff, and thus estimate the influence of
K@ tions between the periodic images of the boxes and the removal of water layers around
S the peptide. The importance of these effects are likely protein dependent and thus important to

know for small intrinsically disordered peptides such as AP.

Previously, we observed that a combination of Charmm?22* force field®* and TIP3P water
model®* produces conformational ensembles in excellent agreement with experimental NMR

6
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and CD data, which is important because of the major effect of force field on the structure of
B#2. The more polar TIP3P water model tends to favor more compact folded structures,
consistent with a larger hydrophobic effect of the stronger solute-solute TIP3P interactions vs.
other water models®?. Therefore, we studied the systems using these force fields. Each system
was neutralized by adding 3 Na" ions and additional 0.15 M NaCl was added in each. We used
the viparr.py and build_constraints.py Python scripts of the Viparr toolénd the System Builder
tool of Desmond®'#° to prepare the systems. 3

The five systems were prepared with their specific concentrations of AP4o as listed in
0- ‘”)5- 20-A cells are 46045,
63490, 124891, 216508 and 344340 A3, respectively. here

Supplementary Table S1. The cell volumes of the 3-, 5-,

al‘;ﬁxlmately 10 times more
water molecules in the largest cell (20 A, 10607 water olecuij:s) than in the smallest cell (3
A, 1097 water molecules). The concentrations rafige from abeut 0.005 M to 0.04 M. Please
note that most MD simulations in the literature‘age n theaiddle range of this interval as they
commonly use box sizes of 10 A%?, whereas :%tal assay concentrations are much more
dilute, in the micromolar range’”%. It i thu nt to know if this approximation done in

very many studies has a negative impact rea 1Sm vs. experimental assays.

C. Energy minimizations x&latlons

Each system was energy-mini ed using a combination of steepest descent and
Broyden—Fletcher— farb—Shanno methods. MD simulation was then performed in NPT
ensemble at 300 K ands1.0043 bar for 100 ns using a multistep protocol of Desmond?®!#3, The
integration ti?/-step 2 fe/:mtoseconds was used. The energies were noted with an interval of

Md trajectories were recorded at each 100 ps interval that generated 1001

1.2 picose nj
snapshots mwgdch run. The temperature and pressure were kept stable using the Nose-Hoover

erfnostat!’ and the Martyna-Tobias-Klein barostat®®. The long-range electrostatic
interactionsw/ere calculated using Ewald mesh summation technique with a cut-off of 9.0 A.
uEa siml)ation performed in this study was initiated using a different, randomly seeded start
Velooj'ty. The initial velocities for each atom were drawn randomly from a Maxwell-Boltzmann

ibution. In total, 10 ps of these concentration-dependent all-atom simulations were
;e‘rformed with the Charmm?22* force field, divided into 100 seeded 100-ns simulations.

Additionally, 16 ps simulations were computed with two other force fields as described below.
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Additional ten randomly seeded simulations with 5 A cell size were performed for 100 ns
at 320 K with all other parameters similar to the other simulations, in order to analyze the effect
of varying temperature on both sides of the physiological regime (most assays are performed
at room temperature, 300 K, but the peptide is active at body temperature, 310 K). We
hypothesized that thermal disorder could affect the peptide dynamics in particular in the low

water concentration limit where the water-water interactions are weaker.

To understand the impact of sampling using many short (10 nsh%v longer (1000
ns) MD simulations, we also performed three randomly seeded simulatigns of the system with
10 A cell size, each lasting for 1000 ns at 300 K under sam: co‘r@ition s above except for the

trajectory recording time. These trajectories produced asubst ie‘lﬁ?‘longer averaging history

relevant to the identification of slow processes with cohsiderable diffusion barriers.
Specifically, we wanted to test if there were any differencesin-the buildup of strand character
at long simulation times to a level that could noNe\‘?e:l;lie?on the 100-ns time scale. Each 100
ns trajectory was analyzed for the equilibrateddast 5 time, and the 1000 ns trajectories were
analyzed for the last 950 ns and 500 ns tim:,’x&d artifacts of the first equilibration phase
MI start structure. To test for long diffusion-
limited processes, we averaged the lo Wa ions both over the last 950 ns and over the last
500 ns and analyzed the differeng\om red to the short simulations.

Finally, to test the sensi%&\KtﬁLpur results to the choice of force field, we performed

Mﬁ[ﬁle 35, 5-, 10-, and 15-A cells using two additional force fields,
9sb-

DN®!. Each simulation was performed for 100 ns using the

where structures diverge from the minim

twenty simulations for,

OPLS3e%%0 and

same protoccj; eséribed “above (for a total of 8 us with each force field). Previously,
A

Charmm?22* m 9sb-ILDN were shown to be accurate and structure-balanced for

studying aljemb 2, and we thus expect the results provided here to be maximally realistic

in te of e field choice.

£
“Lhe conéary structures, RMSD and RMSF plots were generated using the Simulation

ractio& Diagram tool of the Desmond, and the hydrogen bonds and radius of gyration were
studie sing Simulation Event Analysis tool. For analyzing the hydrophobic and the

drephilic SASA, the Python script trj _sasa.py was used with a probe radius of 1.4 A, and the

S representative structures of the trajectories were identified by affinity propagation using the

trj_cluster.py script of Schrodinger with default parameters®'.
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A. Sampling quality of MD simulations

We performed MD simulations of ABao using simulation cells of five different sizes (3 A, 5 A,
10 A, 15 A, and 20 A), with both two smaller and two larger cells than the typical size used in
default studies (~10A). For each cell size, we performed 20 randomlx/ ceded simulations for
100 nanoseconds, giving 2000 ns for each cell size. We also perfo s>bﬂger simulations
of 1000 ns each to test the impact of averaging over long v d-jort MD simulations.
Furthermore, we studied the peptide for additional 10 x 1 S 20K to understand the
sensitivity of our findings to reasonable variations in temp té.% analyzed the secondary
structure, radius of gyration, hydrophilic and hydro obic solvent accessible surface area

(SASA), inter- and intra-molecular hydrogen bond'Qg;j

To estimate whether MD simulations adequately m@ a property of interest, one should
compare many simulations with differen@;‘ seeded start velocities, run these
simulations for a considerable time, arNe nsider them together as independent
observations®?. Only the later horizontal Me trajectories are included in the statistics,
as the initial trajectories reflect dive HV &o the starting structure, which is correlated to
snapshots of the early trajectory. SD and RMSF plots of all trajectories are shown in

Supplementary Tables SZ-%H st to many systems and experiments where precision

is usually quite high and triplicates_are enough to reach decent results, AP is fundamentally
disordered and has a 4{:2 nce in its conformational ensemble, which produces stochastic
i I

mental assays.”’

(chaotic) results eyen }] e i
Similark{ ery (standard deviations can be expected in MD for observables with

large am 1t1de of mgtion even if they are well-sampled; this is true for conformational

properties of*Af as these are naturally fluctuating on fast timescales®?>. Some properties with

1 microsecond) may be completely outside the simulation time scale, most
nbtable changes in secondary structure of stable folded proteins, which have large diffusion
S tS change structure'®?. Not surprisingly, in disordered proteins such as AP, the
diffugion barriers to changes in secondary structure are much smaller, i.e. in nanoseconds
cale. We show below that longer (1000 ns) and shorter simulations (100 ns) produce
similar prevalence of secondary structure transitions, and thus the characteristic time for these
events is < 100 ns for this disordered peptide, much shorter than for compact folded proteins

with large barriers separating the secondary structure types. Accordingly, as analyzed below,

all the properties of interest in this study are well sampled on the applied simulation time scales.
9
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Figure 2. A) Percentage of residues with a-hw: re for 100 different 100-ns simulations
1 s1

of Aao, with 20 simulations at five dif] re}oq s (3,5, 10, 15, and 20 A) (Charmm22%*;

averaged over the last 50 ns of each imulm Box-and-whisker plot of the helix content
shown in A. C) Plot (as in A) of the p h
content varying from 0-6%.

:0727)% (average 8-12%) helix and common o~} transitions

tage of B-strand. D) Box-and-whisker plot of strand

Y

B. Disordered AP wi

The analysis of the se€ondary structures in all the simulations at 300 K (with different cell

sizes: 3, 5, 1{ and*20/A) shows that a-helix was persistent except for a few simulations
was

where [B-stfa ominent (Figure 2A-2D and Supplementary Tables S14-S20). In all
cases studiedy the peptide remains predominantly disordered, with most of the residues being

coil, & bfx , in accordance with the experimental data.*®%? Complete loss (< 2%) of
s co-rll\darﬁs cture, with neither helix or strand present, occurred regularly (13 times out of
~=100'simulations) and was independent of cell size.

n most simulations, some helix was present, averaging to ~8-12% for the five cell sizes,

S with standard deviations of 6-8% helix character (Supplementary Table S20). The average

strand character was 1-2%. Typically, B-strand formation to 5-15% was observed in 1-2 seeds
of each of the five sets of 20 seeded 100-ns simulations, making o-to-3 transition a relatively

common feature (5-10%) of the peptide at all water concentrations. None of these tendencies

10
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were significantly dependent on the cell size or water content, and the similar tendency of a-
to-P transition in all five groups suggest that the initial process of this transition is well-
sampled. In the 15-A cell, two larger (10-12%) a-to-B transitions and two smaller (4-6%)
produced a larger standard deviation (SD) in the strand content for this peptide but these
variations are still less than 6% and should be seen in the context of the very small average

strand content. In conclusion, the secondary structure and initial event% the a-to-f transitions
are well-sampled and independent of simulation cell size. Even at y& smxtgell sizes (3 and
5 A) where image interactions are clearly involved, the seconda: %content was similar
to that of the larger cell sizes (10, 15 and 20 A). \
QL
-

C. Hydrogen bonds and backbone conformations ’gfgwf)riable water concentrations
In order to analyze the hydrophobic packing of Bgﬁntra%eptide and peptide-water hydrogen
bond networks were analyzed (Figure 3A, afid Sup elti'éntary Table S20). With an increase
in the hydrophobic packing, the peptide-waterhy ¢n bond networks will decrease and intra-
peptide hydrogen bonding will increa%&/& cell, the number of intra-peptide and
peptide-H20 hydrogen bonds lies i fh'sj'nt\e Is 16.2—25.3 and 100.6—118.7, respectively,
with averages 0f 20.0 (SD=2.7) 1116 (SD = 5.0), respectively. In the 5-A cell, the number

of intra-peptide and peptide-HeO gen bonds is 15.9-24.6 and 102.8—121.2 for the
simulations, and their aver:g;:an simulations are 20.7 (SD =2.9) and 111.1 (SD =4.9),
respectively. Similar atte%srevail for the 10-A, 15-A, and 20-A cells. Correspondingly, the
peptide-water hydrogen bends'lie between 105.1-122.0, 101.3—125.9 and 104.7—123.0, with
averages of 1?8 /= 4/5), 115.3 (SD =6.9) and 113.2 (SD = 5.5) for the 10-A, 15-A, and
20-A cells, respectiyely

e thus conclude that the number of hydrogen bonds is unaffected by

,Q the number is similar for both very large (with high water content) and very

ater content) cells.

To erstand the impact of the reduction in water potential on the backbone
.o rmabons of the peptide, the Ramachandran plots of the representative structures of each
simL!Sation from cluster analysis were also analyzed (Figure 3B and Supplementary Table
;-excluding the six glycine residues and two terminal residues, as they can occur in any
r;\gion of the plot). For comparison to experimental data, the 20 NMR conformers from the
2LFM entry*® were also analyzed. These conformers have 71.9-90.6% of the residues (23-29
residues) in the core region and 9.4—28.1% (3—9 residues) of the 32 analyzed residues in the
additional allowed region.

11
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Figure 3. A) Box-and-whisker plet of the number of peptide-water hydrogen bonds and

peptide-peptide hydrogen bomds for the last 50 ns of 100 different 100-ns Charmm22*
simulations. The fop ylu present peptide-water hydrogen bonds and the bottom values
represent peZ[{de—p tidﬁ/ hydrogen bonds. B) Box-and-whisker plot of backbone
conformati ed to core, allowed, generously allowed and disallowed regions of the

assi
nbplot, averaged over the last 50 ns of all 100 100-ns simulations.

4

In l‘jost of the representative structures for all cell sizes, no residues had disallowed

Ramachan

4

-

conformations, except for few simulated structures, where one or two residues (two

backSo
siddes only in two cases) were present in the disallowed region. Notably, in the smallest cell

\ (3.A), the variations in the core and additional allowed regions were consistently larger, a

feature that relates to the high variation in the hydrophobic SASA. This may be due to the
constraint in the conformational relaxation and the periodic image interactions in very small

cell size with only one or two water layers. However, it also shows the reduced ability of a few

12
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water layers to keep the peptide compact. The 15-A cell was an exception, caused by the high
frequency of a- to -B transitions. Nevertheless, the Ramachandran values of all cells are in
excellent agreement with the 20 NMR conformers of 2LFM. The average core regions for 3,

5,10, 15 and 20 A cells were 83.5% (SD = 10.1), 86.2% (SD = 5.8), 80.9% (SD = 7.0), 81.9%

(SD =7.4) and 84% (SD = 6.5), respectively.

E?[h ccurring at low water
potential, the hydrophobic and hydrophilic solvent accessible/surface arecas (SASA) of the

iy
peptide were analyzed for all 20 simulations of each lof the five“cell sizes (Figure 4A and
Supplementary Table S20). It is interesting to noté that ABhas'very similar total hydrophobic

D. Solvent accessible surface area

In order to understand the early conformational changes

Q

and hydrophilic exposure, both in the range 0—27)00 A2, indicating its very high
amphiphilicity, a feature that ration% L‘Well-established interaction  with

membranes*9-52:94,

~

We observe interesting trends in the ensgmble-averaged surface behaviors across the 100
simulations (Figure 4A). First, the hy }phohic SASA is significantly more variable in the two
smallest cells where only a fe ers of water are generally available. The average
hydrophobic SASA in the sn&% also comparatively higher, 1760 A% (SD =271 A?) and
1718 A2 (SD = 272 A?).for the 3-A%and 5-A cells, compared to the values 1598 A2 (SD = 186
A?), 1582 A2 (SD = 4%@ 1628 A2 (SD = 121 A?) of the 10-A, 15-A, and 20-A cells

(Supplementary{T'able S In all the larger cells, the hydrophilic surface area consistently

separates from¢the hy lf()bic surface area, whereas in the 3-A and 5-A cells, the hydrophobic

exposure rée.g’ i

turn thedbalanc® in favor of hydrophobic exposure.

mpletely overlaps the range of hydrophilic exposure and thus routinely

=
1%23;/‘ idating the use of modest-sized simulation cells for MD simulations of proteins that
“are ructure-sensitive than A. In contrast, the small cell sizes are not physically relevant

as t}}y contain periodic image interactions leading to conformational restriction effects.

S H&)wever, the fact that we observe similar values for almost all properties for small and large

cell sizes even for a highly charged, disordered peptide such as AP strongly indicates that
artifacts of small cells are small and potentially overestimated. On the other hand, the very

central ability of the peptide to stay compact (the hydrophobic effect) interestingly plays out in
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the range of typical simulation box sizes, with 10 A being required to consistently enforce the
compact state. This suggests that the hydrophobic effect is mainly enforced by water-water

interactions (rather than peptide-peptide or peptide-water interactions).

Hage et al. found that large cell sizes are required to describe hemoglobin?. This result
has been debated by Gapsys and de Groot,?”?® and thus the role of simulation cell size and the
water amount required to enforce the hydrophobic effect is currently znﬂ versial. We expect
that the hydrophobic effect requires more water layers for a large IV%—\;p\o&d surface such
that the critical amount of water needed to enforce the hydrophobie effect is protein-size
dependent. Whereas large cells may be needed for hemoglo 1n26)0n1 -A cells, or 2-3 layers

of water molecules, are required to enforce the hydrophabic fect Of AB. The hydrophobic

exposed parts of AP probably represent the bioactive conformations and correlate to
toxicity®'***%, The synaptic cleft where AP con@ates
between the synaptic terminals of two neufeps,”>’® Lii?d we thus predict that impaired

hydrophobic effects will be an important fea&qﬁi tide dynamics and lead to hydrophobic
c

exposure specifically in this region where A}ﬁQ
\

ly has 60-70 water molecules

, which should be very relevant to studies

of AP toxicity and drug development effo

We conclude that AB has a s al%ehcy to exhibit hydrophobic exposure at high water
potential, and that the hydro hil&k@l outweighs the hydrophobic exposure, but that the
amphiphilic balance is destroNow water potential. The differences are statistically
significant, as shown fi® two-tailed Student t-test for hypothesized same mean. Whereas
the 3-A and 5-A @nsigniﬁcmﬂy different hydrophobic SASA (Supplementary
Table S21), the Qidro hobic exposure is significantly different at the 95% confidence
level for the / 1 vs. all‘the larger 10-, 15-, and 20-A cells when these tests are performed
independ tlymSZZ-SM). In contrast, the hydrophilic surface is not significantly related
to cell gize (Tables S25-S28), and the average values are very similar with 1840 A2 (SD = 142
A?), 1 6fR> (/SD =117 A%, 1791 A% (SD = 125 A?), 1816 A% (SD = 163 A?), and 1779 A2
( D‘: 1 1% ) for the 3-A, 5-A, 10-A, 15-A, and 20-A cells, respectively.

Qk ypothesized that this significant change in the balance between hydrophilic and
dr

3

hobic exposure in small cells may be accompanied by a change in the size of the peptide.
To test this, the radius of gyration (Rg) of AP4o in all the simulations of different cell sizes was
computed. R is very similar ranging across all simulations from 9.4 to 13.8 A with average R,
~11 A and SD 0.6-1.0 A (Figure 4B and Supplementary Table S20). The change in cell size

does not have a statistically significant effect on Rg of the peptide. However, the within-

14


http://dx.doi.org/10.1063/1.5115085

! I P | This manuscript was accepted by J. Chem. Phys. Click here to see the version of record. |

ensemble averages of Rg and hydrophobic surface exposure correlate significantly, as the

Publishing

exposure is related to a partial increase in the size of the peptide, and for all five cell sizes the

relation has R? values between 0.35-0.50 (Figure 4C and Supplementary Figure S1).
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Figure 4. A) Sglve cce;aéible surface area of AP, divided into hydrophobic and hydrophilic

parts, averaged over, 20 MD simulations at five different simulation cell sizes (3, 5, 10, 15, and

20 A).

oxrand-whisker plot of the radius of gyration (Rg) of the simulations at five cell

C). ﬁalc ted R? from linear regression of the relation between Rg and hydrophobic
solvent-a essff)le surface area for 20 simulations at each cell size; in all cell sizes, the two

p ertie%correlate significantly (95% confidence interval) with R? values of 0.35-0.50.
ﬁ

)

S E. Terminal distance analysis and sampled A structures

We also analyzed the distance between the Ca-atoms of the N- and C-terminal residues (Figure
5A and Supplementary Table S29) of the representative structures from cluster analysis at

each cell size. The average distances are 24.6 A (SD=11.8 A),24.9 A (SD=14.0 A), 209 A
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(SD=17.7A),20.4 A (SD=4.9 A)and 18.9 A (SD = 7.6 A) for the 3-, 5-, 10-, 15-, and 20-A
cells, respectively. The average distances and their standard deviations are consistently larger
for the small cells (3 and 5 A) than for the large cells (10, 15 and 20 A). These terminal
distances relate to the hydrophobic effect, since the distance correlates with the hydrophobic

SASA. Figure SB-5G shows representative structures for the different cell sizes indicating this

B 3Acell \& C 5Acell
— ) A
) W

e& ~ \
& U

G 20Acell

relationship.

~ N

w
o

A Average distance

N
w
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o
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o

w
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10Acell 15Acell 20Acell

w Standard deviation
E 15Acell

5 Acell
m Average
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3Acell

Distance between N- and C-terminals (A)

and C-terminal residueswf AP4p for each cell size. B-G) Representative structures from cluster

ty £har

ofthe 15-A cqf{(zq

analysis of the 2* simulations of each cell size, except F) showing a snapshot

lézh B-strand occurrence as example of an a-to-f structural transition.
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F. Regional variations in secondary structure

The experimental NMR structure 2LFM contains 20 lowest energy conformers of AB40.*® All
these conformers possess 10% a-helix (Phe-19 to Glu-22) (Figure 1) and no strand. In addition,
they also comprise 15% 310 helix (His-13 to Val-18), which are not very stable in water.”® To
avoid biases from the assignment, we focused our analysis on the most stable elements, i.e. all
o-helices and B-strands. The percentage of a-helix in the experiméntal structure 2LFM is
comparatively similar to the average a-helix for each cell size (Figiire 6A), suggesting that our
structural ensemble is in good accordance with the NMR data ‘i _water. Other NMR-derived
structures of the A monomer in PDB display more helix blit they reflect the presence of co-
solvents and micelles that increase the helix character’’. @Other data, notably coupling constants
and chemical shifts for the peptide in pure water, alsp supp@rt that the peptide is mainly
disordered with a small amount of helix and littlé strand.®*%%In contrast, the strand content
rises quickly in the dimers and larger oligomefs,and 1s very large in the fibrils that form the

senile plaques of AD**Y7,

Apart from the a-helix in the experiimental structure (Phe-19 to Glu-22), we also identified
three more regions forming helices dusing the simulations (Figure 6B, left and
Supplementary Table S30). W¢'divided/the residues into four helix-forming regions: Region
1 covers residues 1-10, region 2 cevess residues 11-20, region 3 is from 21-26 and region 4
covers residues ~27-38. Regiong 3“and 4 were also prominent at all cell sizes, particularly
region 4. Furthermoreg@as-the cell size increased up to 10 A, region 2 (experimental helix)

occurred 7 times and region 4 occurred 11 times. Region 1 occurred very rarely at all cell sizes.

We also diwided,the residues into three strand regions: 1 (residues 1-10), 2 (residues 11-
20), and 3 (residues 21-40) (Figure 6B, right and Supplementary Table S30). All these
regions oégurred very rarely. In the 15-A cell, B-strand occurred most frequently (11 times).
Regiofis 1,2 and 3 occurred three, four, and four times, respectively (Figure 6B). Thus, apart
from.the“expefimentally determined helix region®s, helix regions 3 and 4 have very high
tendency to occur as a-helices; these are, interestingly, the regions that are experimentally
observed in structures such as 1BA4 and other NMR-derived structures in the PDB where the
water potential has been reduced”®. Overall, we conclude that, as summarized by Figure 6, the
helix and strand contents of all simulations, even when divided into segments of the peptide
sequence, are in good agreement with the experimental 2LFM conformations and are not
significantly affected by the cell size. This means that the secondary structure contents are

similar even in the smaller (3 and 5 A) and the larger (15 and 20 A) cell sizes.
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G. Results are not sensitive to variations@ siological temperature

The hydrophobic effect is related to tem "m'rw.nd manifests as an entropy-driven exposure
of proteins and peptides as the wa wor is weakened. We thus hypothesized that the
temperature could affect the ob osure To ensure that our findings are not sensitive
to reasonable temperature c hysiological temperature, we performed 10 x 100 ns
of additional simulations f(:kimond smallest (5-A) cell at 320 K, which is 10 K above
physiological temper rg,\\kfil the other simulations performed at 300 K, 10 K below body

temperature, and typical for experimental assays of AP.

red thi 3‘50-K simulation with the 300-K simulation of the same 5-A cell

mentary Table S20). At 320 K, large variability is seen in all properties to the

ctions which could affect our conclusions, but the variability is similar at
béth temperatiires and robustly captured by the averaging of the ensemble properties. Rg was
sins 1ﬁc§1tly different at 300 and 320 K: At 320 K, Rg lies between 10.3-12.2 A, with average
1 1.31§ and SD 0.7 A. The intra-peptide (average = 20.6, SD = 3.4) and peptide-water hydrogen
(average = 108.2, SD = 6.3) were insignificantly affected by the higher temperature.
ﬁ‘ost importantly, the increasing temperature had no effect on the hydrophobic SASA in the
range around physiological temperature (Supplementary Table S20), and thus, our
observations of a hydrophobic exposure at low water potential is robust against variations in
temperature in the range relevant to assays and physiological conditions.

18


http://dx.doi.org/10.1063/1.5115085

AllP

Publishing

| This manuscript was accepted by J. Chem. Phys. Click here to see the version of record. |

H. Averaging data for long versus short simulations

It might be argued that some of the slowest modes in the ensemble, notably the a-to-f3
transitions, occur on longer timescales than studied here, and that they require more time to
travel up the diffusion barrier; this argument rests on the assumption that disordered peptides
have slow diffusion barriers for these transitions as commonly seen for compact folded
proteins'®. However, we expect disordered proteins to have much z r barriers to these
transitions and thus a shorter time scale than compact folded pro inga:;)%k to investigate
this, we compared averaging for long versus short MD simulations by performing additionally
three 1000 ns simulations and comparing these to the twenty 100 ns simulations using the 10-
A cells. For the long simulations, the data were additio Iy a agNe"d"both over the last 950 ns

and the last 500 ns to detect any timescale-dependence, of the‘s)roperties and their variations

(Figure 7). C

One long simulation produced more strand than thelaverage of the 20 100-ns simulations.

In this simulation, 5.2% and 9.9% strand 0& in the last 950 ns and 500 ns of the 1000 ns,
n

indicating a buildup and persistence %haracter (Figure 7A and Supplementary
ix in

Figures S2 and S3). The percent o- is long simulation was comparable to the average
of the short simulations. 13.9% afid 10% d-helix were found during the last 950 ns and 500 ns,
compared to 8.3% average —h&S{{ 6.5) in the short simulations. In contrast, the two

other long simulations exhibit Mdary structures very similar to the average of 20 short

simulations. The percentage of a-helix and B-strand falls in the intervals 5.4—6.4% and
0.5-2.7% during the k:g9§)) ns and 5.0-7.2% and 0.1-1.2% during the last 500 ns,

respectively. Th

motint of strand buildup during the first long simulation is not higher than

ions, and the variance in the properties is similar.

f transition but also on its free energy barrier, which can be very small for disordered

k;j)st t the timescale and thus length of MD simulations required depends not only on the
e

proteins and peptides. In larger compact folded proteins, the secondary structure elements are
longer and tend to pack in tertiary structure, which stabilizes greatly the secondary structure

and produces large barriers for structure transitions, in direct contrast to our findings for AP.
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Figure 7. MD simulation results analyzed over SQOf e 100 ns runs (20 simulations) and
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peptide and peptide-water hydrogen bo‘Kﬂ)&iius of gyration (A).

The hydrophobic exposure i;m ch faster event but its prevalence could be biased by
ti

)

poorly sampled larger confo alkchanges. To support that our main conclusions on the

hydrophobic exposure of AP arewo endent on the time scale of simulation, the hydrophobic
and hydrophilic SAS
average of the 20 100
and 500 ns avera&ing,dAiydrophobic SASA lies between 1490-1571 A% and 1531-1622 A2, and
the hydrophiz i

between 1705-1899 A2 and 1736-1956 A2, respectively.

Sﬁ
We @e that for intrinsically disordered peptides like AP (not for compact proteins in
aver i

aged over the last 950 and 500 ns showed similar values to the
a’wi‘rbations (analyzed for the last 50 ns, Figure 7B). For the 950 ns

generdl), ng over longer or many shorter MD simulations makes no significant
differenc eaﬂlse of the small transition barriers. We stress that these conclusions necessarily

on a‘sraction of the phase space of AB. REMD simulations can produce more B-strand®,

re
as t h-temperature configurations favor transitions to p-strand in the overall sampling.
he

s€ simulations produce similar high (25% and 22%) strand content for OPLS-2001 and

\ Amber99sb-ILDN with strand in the C-terminal®, despite their distinct secondary structure

preferences in benchmarks!'%1%! which is evident in conventional MD of Ap.*? C-terminal B-
strand independent of force field use was also seen in another REMD study of ABa42.'%% It is

possible than very slow a-f transitions exist, and that these strands are so stable that they prevail
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with all force fields. Yet all available AB monomer NMR structure models 1BA4%8, 11YT!%,
2LFM*, 1Z20Q%, and 1AML!%* indicate some helix character and very little strand in AB, and
no strand after the turn,'>1% as also supported by the absence of a signal at early times in
thioflavin T fluorescence studies and other CD and NMR data.*®77:8296.107 If the peptide is
oxidized, not properly monomerized, or left for hours in assays, it forms strand®®!'?’, making

the experimental data used for comparison very important.”’

I. Independence of results on choice of force field

Finally, we tested the sensitivity of our results to the choice of'fforce*field by performing 20
100-ns simulations for four cell sizes (3, 5, 10 and #45.A cells) using both OPLS3e and
Amber99sb-ILDN force fields (Figure 8 and Supplementary Tables S31 and S32). We did
not perform simulations using the larger 20 A céll, becausé we observed similar properties

already for the 10- and 15-A cells.

The secondary structure content obtdined“by the three force fields differed somewhat
(Figure 8A), although not as much as forseme other force fields®?: OPLS3e formed the highest
percentage of a-helix in all four cell §izes, whegeas Amber99sb-ILDN produced the least helix.
The difference in helix content of Charmm22* and OPLS3e was significant (two-tailed t-test)
for all cells except the 5-A gell (Supplementary Tables S33-S36). The helix difference of
Charmm?22* and Amber99sb-II5DN was also significant for all cell sizes except the 15-A cell
(Supplementary Tablés“S37-S40), and the OPLS3e produced significantly more helix than
Amber99sb-ILDN for all four)cells (Supplementary Tables S41-S44). As for Charmm22*,
the B-strand content was small and insignificantly different also with these force fields (Figure
8A), and the{ntmber Of intra-peptide and peptide-water hydrogen bonds (Figure 8B) and

Ramachagdranivalues‘also showed no significant dependency on cell size (Figure 8C).

The solventiaccessible surface area behaved similarly as when using Charmm22*: The
hydrephobic SASA became more variable in the small 3-A and 5-A cells in particular when
comparedyto the 15-A cells (Figure 8D). The average hydrophobic SASA was again
comparatively higher for the 3-A and 5-A cells using OPLS3e (Supplementary Table S31) or
Ambeér99sb-ILDN (Supplementary Table S32). The 3-A and 5-A cells displayed similar
hydrophobic SASA using both OPLS3e and Amber99sb-ILDN, whereas the difference
between small and large cells was statistically significant (95% confidence; one-tailed t-test;
Tables S45-S50). The hydrophilic SASA showed a pattern corresponding to the hydrophobic
SASA (Figure 8D): It was insignificantly different in 3-A and 5-A cells but significantly larger
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than in the 10-A and 15-A cells (Tables S51-S56) using both OPLS3e (Table S31) and
Amber99sb-ILDN (Table S32). Also consistent with Charmm22*, the radius of gyration was
not affected by cell size using the two alternative force fields (Figure 8E), and again, the Rg
and hydrophobic SASA weakly correlated, with R? values between 0.1-0.4 using OPLS3e, and
0.1-0.6 using Amber99sb-ILDN (Figure 8E and Tables S31 and S32).
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Figure 8. Analysis of the MD simulations performed using OPLS3e and Amber99sb-ILDN
force fields. A) Comparison of secondary structure using Charmm22*, OPLS3e and
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Amber99sb-ILDN. B) Hydrogen bond analysis. C) Ramachandran analysis. D) Solvent

accessible surface area. E) Radius of gyration and its correlation with hydrophobic SASA.

In conclusion, despite differences in secondary structure propensity of the force fields, the
simulations with Amber99sb-ILDN and OPLS3e produced very similagcell-size dependencies
of the MD-simulated properties as Charmm?22*. Accordingly, our distinctionbetween cell-size

dependent and independent properties is not much affected by the ¢ Qof force field, making
the requirement of only 2-3 layers of water molecules to obtain% i

robust to the choice of force field. Q
-~

stent results for AP

C
T—

IV. CONCLUSIONS

~

Almost all commonly performed MD simglation opr‘roteins are extremely concentrated
compared to experimental assay condition:‘j\;ém{d ition to sampling and force field quality,

the chemical composition may thus be Te in MD simulations using typical cell sizes
of 10 A. To understand this we studi S- d 20-A cells in comparison to 10-A cells for
the very disordered and highly ¢ &ti& AP, which we expect to be particularly sensitive
to cell-size effects and thus &a orst-case example of such effects.

We show here using the structure-balanced force field Charmm22*83 that even for AP, the

cell size from 10 to Oﬁ\iunimportant for many properties typically studied by MD

simulations. This includesithe vadius of gyration, hydrophilic SASA, intra-peptide and peptide-
water hydrogz/bo 'ﬁ’g, zyad secondary structure. Since AP is very disordered, we expect the
nWt manifest for most other peptides and proteins. By comparing long

and short§imulation and different averaging, and using statistical tests for means, we show that

same size-in

i ulzﬁion ample all the properties well and thus recover the intrinsic variability of the

ichds very large, rather than variability due to statistical uncertainty. Our simulated

y the structure 2LFM.#

5However, we also see that the hydrophobic exposure was significantly larger in small

S eells (3 and 5 A) where image interactions and only 1-2 water layers are present. In such small

cells, higher dynamic variability was observed for the hydrophobic exposure and the backbone
conformations as estimated from the Ramachandran regions. This effect is partly due to

periodic image interactions and partly to the inability of one water layer to keep the peptide
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folded. The first effect is technical, the second real, but the effects are not easily separated. The
Publishin g observation that small cell effects mainly affect hydrophobic exposure and not any other typical
property studied by MD is however of interest by itself, regardless of the relative contribution
of the two effects to this observation. In the large cells, including the cells of 10 A, the
hydrophobic effect plays out fully for this peptide, but we expect the critical requirement of
water layers to increase with the solvent-exposed surface of the protei/ d thus its size. Small
cells with only 1-2 layers of water around the peptide significantl 'pr\khe water-water

interactions and consequently, the hydrophobic packing of the peptide.
Our conclusions are supported by studying also two Qlﬁer rce fields, OPLS3e and

i

Amber99sb-ILDN, showing that our division of propert towsize-dependent and size-

),

independent are not affected by the choice of the farce ﬁelS, ven though the secondary
structure propensity of the three force fields differs significantly, with Amber99sb-ILDN

producing the least and OPLS3e the most helix j
To summarize, the most important fin ing§h31ﬁ~work are that 1) AP has very small
barriers for structural transitions such that Kp%\@ 1s sampled equally well in the explored
part of the phase space by many shoﬁgﬁqlong simulations; we suggest that this is a
ed

defining hallmark of intrinsically di rd% tides; ii) most properties of interest are not cell

size-dependent even for this very disordered, context-dependent peptide, and even when there

is a possibility of periodic i%ra ion in small cells; this justifies the common use of 10-

A cells for simulating proteins; i AP, the hydrophobic surface exposure is significantly
larger in the very small cellsy(two-tailed t-test, 95% confidence) and is the only property to be
affected by image j tga:\tlbin our study; iv) we estimate that only 2-3 layers of water (as
obtained in the gells}are required to enforce the hydrophobic effect on this disordered
peptide, and d‘wﬁ?

using small s%.llatio cells have been successful in the past.

proteins more generally, possibly explaining why MD simulations

£
SUPPO Né MATERIAL

“The ?rting information file contains all RMSD plots, RMSF plots and secondary structure

plotsyor the simulations, including tables and figures analyzing the statistics of the ensembles.

w The data of secondary structure, radius of gyration, SASA, intra-peptide and peptide-water
-

hydrogen bonds and Ramachandran plot analysis are provided as excel sheets in
“Supplementary Table S20” for Charmm?22*, “Supplementary Table S31” for OPLS3e and
“Supplementary Table S32” for Amber99sb-ILDN potentials.
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