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Abstract 
Rotating machinery diagnostics (RMD) is a process of evaluating the condition 

of their components by acquiring a number of measurements and extracting 

condition related information using signal processing algorithms. A reliable RMD 

system is fundamental for condition based maintenance programmes to reduce 

maintenance cost and risk. It must be able to detect any abnormalities at early 

stages to allow preventing severe performance degradation, avoid economic losses 

and/or catastrophic failures. A conventional RMD system consists of sensing 

elements (transducers) and data acquisition system with a compliant software 

package. Such system is bulky and costly in practical deployment. The recent 

advancement in micro-scaled electronics have enabled wide spectrum of system 

design and capabilities at embedded scale. Micro electromechanical system (MEMS) 

based sensing technologies offer significant savings in terms of system’s price and 

size. Microcontroller units with embedded computation and sensing interface have 

enabled system-on-chip design of RMD system within a single sensing node. 

This research aims at exploiting this growth of microelectronics science to 

develop a remote and intelligent system to aid maintenance procedures. System’s 

operation is independent from central processing platform or operator’s analysis. 

Features include on-board time domain based statistical parameters calculations, 

frequency domain analysis techniques and a time controlled monitoring tasks 

within the limitations of its energy budget. A working prototype is developed to 

test the concept of the research. Two experimental testbeds are used to validate 

the performance of developed system: DC motor with rotor unbalance and 1.1kW 

induction motor with phase imbalance. By establishing a classification model with 

several training samples, the developed system achieved an accuracy of 93% in 

detecting quantified seeded faults while consumes minimum power at 16.8mW. The 

performance of developed system demonstrates its strong potential for full industry 

deployment and compliance.  
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Chapter 1 

1 Introduction 

This chapter provides an overview of rotating machinery diagnostics, embedded 

smart sensing technology and discusses the research questions and novelty of the 

project. The aim and objectives are outlined at the end of the chapter. 
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1.1 Rotating machinery diagnostics 

Rotating machinery diagnostics (RMD) is usually based on non-destructive 

machinery condition monitoring (MCM) strategy that measures and indicates 

rotating machine defects to avoid malfunction, degradation or catastrophic failures. 

It is recognised as one of the key factors in manufacturing and production plants for 

improving their quality of productivity and efficiency. As highlighted in [1], the 

implementation of MCM provides the following advantages: 

 Achieved savings of 1.2% on value-added input (for example: material 

costs, hardware cost, etc.). 

 Reduced unscheduled shutdown time by 75%. 

 Reduced breakdown labour costs by 50%. 

Today, RMD receives various attentions as a potential tool for maintenance 

engineering. The total expenses in terms of maintenance costs can be greater than 

any investment within a complete lifecycle of a manufacturing plant [2], as shown 

in Figure 1-1.  

 

Figure 1-1: A lifecycle cost profile of a plant [2] 
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1.1.1 Overview 

RMD is a kind of predictive maintenance strategy (fix it when it is right-on-

time) in maintenance engineering. In general, there are three approaches in 

maintenance: reactive maintenance (fix it when it breaks), preventive maintenance 

(fix it when it is time) and predictive maintenance (fix it when it is right-on-time). 

Reactive maintenance suffers from service downtime and human risks, which 

degrade the overall performance of the plants. Despite preventive maintenance being 

effective in reducing service downtime, it is inefficient when the maintenance is 

applied to healthy machines. One of the major overhaul facilities reports that 60% 

of hydraulic pumps sent in for rebuild had nothing wrong with them [3]. Bloch et 

al. have also stated that, ‘one out of three dollars spent on preventive maintenance 

is wasted [4]. Therefore, predictive maintenance provides efficient solution based on 

the aspects of cost and operating efficiency. It is a condition-based maintenance 

(CBM) strategy, which makes timely decisions for suitable maintenance based on 

the health condition and reliability of the machine. 

There are various physical attributes being used as quantitative parameters for 

RMD: vibration, acoustic emission, thermography, lubricant oil, motor voltage and 

current. Respective sensing units include accelerometer, microphone, infrared 

thermography camera, voltmeter and clampmeter. These physical attributes are 

then transferred to the sensing channel for further processing. Among all physical 

entities, vibration monitoring is one of the most common techniques applied for 

machinery fault diagnostics. Throughout the past decades, various approaches of 

vibration monitoring have been developed [5]–[8].  

1.1.2 Evolution of rotating machinery diagnostics 

Since the early 1970s, RMD system has attracted attention as a potential 

monitoring strategy to improve machinery operating lifetime. Ontario Hydro has 

introduced an on-site portable instrument for monitoring partial discharge and on-
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line cable type permanent couplers. This unit has been widely applied to hydro 

generator units. The monitoring modules have evolved through continuously 

emerging latest technology. In early 1990s, a Canadian company – IRIS has 

developed an on-site portable monitoring unit for operating turbine generator [9]. 

Nowadays, digital computer technology plays important roles in RMD systems. 

Analogue-digital agent such as analogue-digital converter (ADC) translates 

continuous waveforms to discrete signals, which is recognised by digital computer 

platforms. With rapid growth of computer technology, such monitoring systems have 

become the main trends of RMD system in industry. The monitoring circulation of 

RMD system is illustrated in Figure 1-2. In Figure 1-2, single or multiple sensing 

nodes are attached on operating components to acquire ambient physical measurand. 

The sensing nodes convert the target measurand into electrical signals and transmit 

to a monitoring system, which is built with signal conditioning module. Multiple 

monitoring systems transmit processed measurement signals to central computer 

unit for further computer analysis and data logging. 

In late 1990s and early 2000s, scientists and developers have started to integrate 

digital computer with RMD systems. The research outcomes are well discussed by 

[4], [10]. These have led to a wider research spectrum for RMD systems in computer 

technology. In numerical computation, various signal processing techniques have 

been developed [6], [11], [12]. Artificial intelligence (AI) has also been implemented 

to enhance machinery condition diagnostics [13]–[15].  

Current RMD system requires expensive hardware and software installation. 

Moreover, human expert is required to utilise the system effectively. Figure 1-3 

shows a complete RMD system consisting sensing nodes, sensing channel, signal 

conditioning unit, computational core and man-machine interface. A robust 

monitoring system for RMD requires expensive installation and training cost. This 

has limited the deployment of RMD system at small or medium industries. 
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Figure 1-2: Monitoring system with multiple units of operating rotating machines 

 

Recent microelectronic technology has enabled the electronic device to be 

established in micrometric volume, which dramatically improves the performance, 

functionality and reliability while reducing cost and size of deployment. Recent 

publications have focused on integrating microelectronic technology with RMD 

scheme, aiming to reduce cost and complexity of RMD deployment. One attribute 

that is benefited from the microelectronic is smart sensing technology, which serves 

as an important component of the future trends of RMD system. 
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Figure 1-3: Fundamental functional unit of RMD system with computer technology. 

 

1.2 Smart sensing technology 
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Smart sensing technology or smart sensors, is generally described as “a set of 
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control/field networks” [16], [17]. A complete smart sensing technology consists of 

sensing unit, sensing channel, signal conditioning unit, microprocessor and data 

communication module (wired or remote). Its respective features cover signal 
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survey on cost and evaluation of condition monitoring and diagnosis system is 

tabulated in Table 1-1. 

Researchers foresee that smart sensing is the future trend to develop an 

intelligent system for RMD systems. Recent publications have discussed the design 

of new sensing framework for different applications for RMD [13], [19], [20].  

Smart sensing unit with micro-metric computational core plays important role 

to manage the whole functionality of smart sensor. The recent growth of 

microcontroller from 16-bit to 32-bit has expanded the choice of system design. Their 

application on RMD system is briefly investigated in section 1.2.2.  

Table 1-1 Cost comparison between currently available technologies and smart sensing 

unit  

Type of unit 
Cost of sensing nodes 

(S)/local sensing channel (L) 

Cost of central control unit or 

portable unit 

Conventional on-site 

portable monitoring 

unit 

$6,000 (S) $60,000 

Continuous on-line 

monitoring unit 

$6,000 (S) 

$30,000 (L) 
$60,000 

Digital computer 

monitoring unit 

$6,000 (S) 

$3,000 (L) 
$3,000 

Smart sensing unit $300 (S) and (L) integration $2,000 

Embedded smart 

sensing unit 
$100 (S) and (L) integration $2,000 

 

1.2.2 Embedded systems and microcontrollers 

Embedded system plays important roles to develop a decentralised intelligent 

sensor (IS) system. Being one of the subset in an embedded system, the 

microcontroller unit (MCU) has been widely deployed in many electronic appliances. 

By integrating a processor core, memory and various input/output peripherals in a 

single chip, MCU is the suitable choice to realise low cost system without undergoing 

a complicated development process. According to Global Business Intelligence 
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Research (GBI), the MCU market currently constitutes around 5% of the overall 

semiconductor market, and around 24% of the micro integrated circuit market in 

revenues [21]. Moreover, a faster learning curve and development time makes the 

MCU surpass other system-on-chip in the system design process. 

The newer 32-bit microcontrollers have potential to realise the development of 

miniaturised embedded system. With the width of 32 data paths, a 32-bit MCU 

achieves faster speed and larger fragmented memory space as compared to the 8-bit 

and 16-bit microcontroller, which suit the niche where real-time processing is 

obligatory [22]. It is expected that the 32-bit MCU will become a key contestant in 

the next several years of electronic market. Complementing its high performance, 

marketing research has predicted that 32-bit MCU price tags will drop to $2.88 by 

2014 [23].  

Nowadays, MCU offers a wide spectrum of design application for various 

developments. Digital signal controllers are available for applications which require 

faster signals processing while maintaining the programming attributes of MCU. 

Sample products include dsPIC by Microchip Technology, LPC4300 by NXP 

Semiconductors and 56F803X by Freescale. The mixed signal microcontroller by 

Cypress, namely Programmable system-on-chip (PSoC) is a software-controlled 

mixed-signal array with MCU-typed architecture. With configurable digital and 

analogue blocks in its integrated development environment (IDE), Cypress PSoC 

enables users to quickly design either an analogue or digital embedded system. These 

enable a more flexible range in designing an application specified system of IS for 

RMD. 

1.2.3 Smart sensors for rotating machinery diagnostic 

The development of microelectronics and RMD systems are two major research 

areas of modern engineering. Recent publications have highlighted the use of smart 

sensing technology in the field of RMD [20], [24], [25]. With predefined action on the 
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integrated circuit (IC), this reduces the workload and power consumption between 

the sensor node and central operation unit, which is normally operated by computing 

hub or skilled operator. The growth of microcontroller has realised the multiple 

integrated modules which containing a microprocessor, memory, and programmable 

input/output peripherals in a single chip.  

Currently, there are several issues that need to be addressed in order to realise 

the deployment of IS on RMD system:  

 Intelligence – The current commercial smart sensing system for RMD has 

lower intelligence to carry out independent fault diagnostics as they only 

extract information from raw signals without any intelligence for decision 

making. With the advancement on computing technology, AI has the 

potential capability to generate end-result on decentralised sensing level. 

Various integrations of AI on RMD have shown promising result. Their 

implementation on embedded miniaturised system gives possibilities to 

establish an intelligent RMD system.  

 System resource – Embedded microcontroller has limited processing 

speed and memory compared to conventional MCM system, which 

commonly runs on a central computer unit. Monitoring algorithms have 

to be miniaturised before implementing them onto embedded system. 

 Robustness – Microcomputer or embedded system has wide deployment 

in commercial products. However, they have less applicability in heavy 

industries. These applications demand a very robust system to carry out 

monitoring tasks. Micro-electromechanical (MEMS) sensors have proven 

its performance in working harsh environment [26], while embedded 

microcontroller has typical -40ºC to 90 ºC operating temperature [27]–

[29]. The niche of IS on MCM should be well identified to assure its 

application. 
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 Sustainability – Wireless sensor is a variation of modern sensors to enable 

remote sensing operations. They are more advantageous in the aspects of 

installation and transplantation. In order to operate wirelessly, their 

power ratings become one of the most important criterions. Traditional 

wireless sensor uses battery as their primary sources. However, it needs 

replacement and occasionally is inconvenient when the sensor is installed 

at difficult location. Recent researches on power harvesting has the 

potential to solve this problem [30], [31]. This includes harvesting energy 

from solar, thermoelectric or mechanical vibration. On software layer, 

the sensor should have the ability to save energy by putting it into a 

hibernate/sleep mode. 

1.2.4 Energy efficiency and sustainability 

Energy capacity is key concern when designing a remote smart sensing unit. 

Possible candidate of energy providers include: 

 Wired power supply 

 Battery 

 Rechargeable battery (Examples are: Nickel cadmium battery, nickel 

metal hydrate battery, lithium ion battery etc.) 

 Supercapacitors 

Each candidate has their pros and cons as an efficient energy provider. To 

provide longer operating lifespan, rechargeable batteries and supercapacitors are two 

main candidates which are widely used in wireless smart sensing unit. Their energy 

characteristic in respective energy and power density can be evaluated using Ragone 

chart, as shown in Figure 1-4 [32].  
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Figure 1-4 Energy characteristics of different rechargeable batteries [32] 

 

Researchers and developers are emphasising the design of an energy aware 

sensing node to reduce power consumption. Sanchez et at. have recommended an 

intelligent sensing system through the integration of energy efficient module, such 

as energy harvesting unit and energy buffer module [33]. Other research have 

considered power management scheme when designing smart sensing unit [34], [35].  

1.3 About this research 

Wide research continuums are available to enhance the deployment of intelligent 

system for RMD engineering. In this section, a specific research direction is outlined. 

The motivation, originality and limitation of the research are also addressed. 

1.3.1 Motivation 

Smart sensing technology has broaden the research spectrum of RMD system in 

the prospects of cost, effective and intelligence level on machinery fault diagnostic. 

Based on this broader spectrum of research, the research questions which drive the 

motivation of this project can be listed as follows: 
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transmission data between the sensing node and the central processing 

unit. A decentralised intelligent sensing system will be beneficial to 

reduce continuous monitoring of central processing or operator analysis 

by performing signal analysis, fault detection and decision making on 

the sensor itself. 

 Power characteristics of intelligent system – A low-power intelligent 

sensing system is desirable as it has longer operating period and is cost 

effective.  

1.3.2 Novelty 

The novelty of the project comprises the design and development of a smart 

sensing framework for RMD system. It is believed that such a miniaturised system 

has the potential to become the trend of modern sensors in the future. They have 

major advantages over conventional sensors in the aspects of user experience and 

power management. The sought sensing unit has the ability to carry out signal 

acquisition, signal conditioning, feature extraction and fault detection independently.  

Conventional system for RMD requires bulky hardware to establish the 

monitoring process. Such system has no intelligence or computational capability on 

sensing level, leading all analysis and classification process to be carried out at 

central computing hub or by human expert. In this research, it is envisioned that 

the miniaturised IS has the potential to integrate all necessary features of the 

conventional system in a system-on-chip, featuring signal analysis and classification 

on decentralised IS. This novel concept reduces cost and installation complication, 

which enable the deployment of RMD system in larger spectrum. Moreover, the 

developed IS has multiple sensing channels, which allow multi-motor monitoring 

with a single sensing unit. 

To improve operation sustainability, the integration of energy harvesting and 

energy storage module by using supercapacitor is taken into account. The global 
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solar irradiance in Manchester area is studied. The feasibility of energy storage using 

solar is studied together with the power budget of the sensor to analyse result and 

design of an energy aware smart sensing unit for RMD system. 

1.3.3 Scope of research 

The research work is partitioned in 3 major aspects: functionality, feasibility and 

sustainability of IS for RMD system. The functionality emphasises on the capability 

of the sensor in signal analysis and decision making. Feasibility covers the 

compatibility issue of the sensor with existing RMD technology. The sustainability 

aspect discusses the energy awareness issues of the developed sensor. 

On hardware level, microcontroller device is chosen as the main component unit 

of intelligent system. Other possible system-on-chips such as Beagle Bone and 

Raspberry Pi are omitted due to their energy-hungry characteristics. Also, field 

programmable gate array-typed solutions are not discussed in this research due to 

their complicated development nature to realise the system design. Energy 

harvesting module is studied and analysed in simulation due to the limited time to 

gather experimental result throughout the year based on the global solar irradiance 

in Manchester. The energy characteristic of  simulation model is then validated with 

experimental data to ensure its accuracy.  

Performance of the working prototype is validated through two experimental 

test-beds: Fault diagnostics on DC motor with rotor unbalance and 3-phase 

induction motor with phase imbalance. At first, several training samples are 

collected to train the classification model of the developed sensor. Then, the 

classification model is evaluated through test sample. A simple diagnostics report is 

then sent to central computer unit as sensor’s performance assessment and logging. 

1.3.4 Defining the proposed intelligent sensor model 

With modern e-business strategy, the developed sensing unit can be deployed 

for e-maintenance. In this section, the working prototype is defined as Intelligent 
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Monitoring Sensor for E-Maintenance (IMSEM). This acronym will be used to refer 

the working prototype throughout the Thesis. 

1.4 Research aim and objectives  

1.4.1 Aim 

The aim of this research project is to investigate and develop a novel intelligent 

monitoring sensor for RMD. The proposed system is decentralised to eliminate the 

needs for huge amount of data transmission and system complexity between sensor 

node and central control unit.  

1.4.2 Objectives 

To effectively carry out the tasks of the research, following objectives are 

outlined: 

 To review the research status in the deployment of smart sensors for 

machinery condition monitoring and diagnostics. 

 To design an embedded monitoring system with on-board feature 

extraction, feature comparison and decision-making. 

 To establish a low-power wireless communication system using XBee. 

 To apply time and frequency domain analysis on rotating machinery 

induced vibration, such as Fourier transform. 

 To implement hibernate mode and other power management techniques 

to prolong operation life. 

 To validate the performance of working prototype using an induction 

motor test rig running under different operating conditions. 

 To design, build and test a final working prototype with a friendly user 

interface. 
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1.5 Organisation of the Thesis 

The Thesis can be divided into two sections: design of low cost wireless 

intelligent system as the fundamental sensing module for RMD. The embedded 

signal processing and computational capabilities enable the sensing unit to carry out 

monitoring task without the human involvement, whilst maintaining its hybrid 

configuration for advanced monitoring tasks carried out by human experts. The 

signal and monitoring data will be stored in the sensing unit module, for future data 

logging and trend analysis. 

The latter section of the Thesis explores the feasibility of energy-aware system 

on the working intelligent sensor system. Here, energy harvesting and energy storage 

module are studied to realise their current technology status for the implementation 

for remote sensing unit. Surrounding global solar irradiance and temperature are 

taken into account to evaluate the performance of the sensing unit in Manchester. 

After that, improved power management strategy is outlined for the sensing unit for 

future network implementation. 

This Thesis is organised as follows: 

Chapter 2 presents the literature survey of the project. Current research and 

development in the target field of research is studied. Suitable technology and 

knowledge are highlighted for the design of the novel intelligent sensing unit for 

RMD. 

Chapter 3 discusses the generic framework of the intelligent sensing unit. This 

comprises of sensing nodes, signal conditioning circuitry, core computational unit, 

wireless communication interface and other peripheral embedded module. 

Chapter 4 presents the software architecture of the intelligent sensing unit. The 

software design is done in 3 abstraction layers: signal processing, feature extraction 

and decision making. To provide better industrial implementation, an open standard 

for MCM system is also studied and integrated into the developed sensing unit. 
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Chapter 5 elaborates on respective power management module. Different energy 

entropies are investigated to design an efficient power management module for the 

sensor. Energy storage unit is discussed and its performance is simulated to validate 

the performance of the module. Energy budget of developed system is addressed at 

the latter part of the chapter. 

To validate the performance of the sensing unit, Chapter 6 discusses the 

experimental result. The practical exercises of the sensing unit on motor test-rigs 

are elaborated. Outcomes, problems and result discussion are the core element of 

this chapter. 

To conclude the research study, Chapter 7 serves as a Thesis summary with the 

addressed aim and objectives. Contributions to the knowledge of RMD fields are 

also outlined. Future works to improve the developed system are also addressed. 
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Chapter 2 

2 Literature review 

This chapter presents the literature survey of the project. Current research and 

development on target field is studied. Suitable technology and knowledge are 

highlighted for the design of the novel intelligent sensing unit for RMD. The research 

synthesis is outlined at the end of the chapter, addressing the main direction of the 

project. 
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2.1 Overview 

In the first chapter a general introduction to the Thesis, aim and objectives are 

defined to design an intelligent sensing system for RMD. In this chapter the 

literature review on related research fields are discussed in detail. The discussion 

topics include intelligent sensor (IS), modern maintenance strategies and power 

management systems. These 3 topics are inter-related as they enhance the 

functionality, feasibility and sustainability of intelligent sensing systems for RMD. 

In the latter part of this chapter, research problems are formulated as core research 

areas of the Thesis, setting up research directions for subsequent chapters.   

2.2 Functionality – Intelligent sensor 

2.2.1 Defining intelligent sensor 

The definition of IS is vague. In 2009, the committee board of International 

Frequency Sensor Association (IFSA) took a survey titled “What does smart sensor 

mean and what does it constitute?”, which 227 participants from both academia and 

industry participated in the survey. Their perspectives on smart and ISs are shown 

in Figure 2-1. From the survey, majority has the impression that smart sensor’s 

definition refers to Institute of Electrical and Electronics Engineers (IEEE) 1451 

compliant sensor category. At the end of the survey, Yurish et al. concluded that 

most professional individuals describe IS as “a sensing node which has additional 

hardware or software implementation than transmitting raw signals” [36]. 

In the Thesis, the IS is defined as “functional wireless sensor incorporated with 

sensing nodes to process higher level information from accumulated measurands”. 

2.2.2 Intelligent sensor for condition monitoring 

The criterion for designing an IS can be outlined as: 

 Consisting of sensing nodes to carry out signal acquisition. 
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 Integrating built-in signal conditioning and processing modules to 

coordinate measured signals. 

 Embedding AI to process information which has higher level 

computational features than sending only raw signals. 

 Interfacing wireless communication interface which transmits date 

remotely to other platforms. 

 

Figure 2-1: Survey results from IFSA 2009 [36]. 

 

Recent publications have shown that there are multitude approaches in designing 

suitable IS framework for MCM and diagnostics. Most of the proposed systems 

encompass 6 modular stages: data acquisition, signal conditioning, signal analysis, 

feature computation, data fusion, and decision making. The degree of dependency 

on human intervention of the intelligence level of sensing system is categorised into 

4 levels as tabulated in Table 2-1. 
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Level Signal acquisition 

Signal 

conditioning 

feature 

Signal processing 

algorithms 

Artificial 

intelligence for 

classification/  

Advanced AI and 

self-calibration 

1 •     

2 • • •   

3 • • • •  

4 • • • • • 

•: Available feature 

 

2.2.2.1 Level 1 

Level 1 sensor is a basic framework to establish simple communication protocol 

without having any signal processing and analysis. In other words, there is no 

‘intelligence’ on the sensor itself. For monitoring system with level 1 sensor, raw 

signals are sent to a central computing hub for further processing [37]–[39]. These 

systems have low flexibility in power and communication management, but high 

expandability in managing the whole resources of the RMD. Level 1 sensor does not 

require embedded microcomputer. Therefore, no software architecture is built on the 

sensing level.   

2.2.2.2 Level 2 

Level 2 sensor has computing functionality and device configurations for user’s 

interaction. These include parameters from microcontroller, sensing parameters and 

anti-aliasing filter, such as: sleep timer, sampling frequency, number of samples, 

filter specifications and monitoring alarm thresholds. This type of sensor is the initial 

trend paving the path for decentralised system. Level 2 sensor tends to extract 

important information from raw signals, and thus reduces excessive data 

transmission. Signal processing and algorithm are internally implemented to extract 

important feature components during the monitoring process. For simple monitoring, 

conventional methods, such as simple threshold methods and statistical methods 

(root mean square, crest factor, kurtosis) [40] are integrated to diagnose machinery 
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faults. Such techniques do not require high computational environment. However, 

they are merely applied to RMD with simple mechanisms and operations. Therefore, 

the signals have to be transformed and with the frequency domain analysed using 

fast Fourier transform (FFT) [8]. For non-stationary vibration analysis, more 

advanced techniques involving time and frequency domain are utilised, such as 

short-time Fourier transform [14], Wigner-Ville distribution [11] and discrete wavelet 

transform [41]. Several publications with on-board discrete wavelet transform using 

microcontroller are discussed in [42], [43]. However, due to the large amount of 

required memory to store wavelet information, their respective system sent processed 

wavelet information to computer for further analysis and data logging.  

Besides signal processing, conditioning or modulations techniques can be 

integrated based on the sensing level. Time synchronising averaging is one of the 

common methods used to improve signal to noise ratio [6]. Generally, a large number 

of feature parameters are necessary for effective RMD, causing IS to have various 

solution models in a single hardware unit. Hence, the feature extraction techniques 

are implemented to reduce the dimensions of feature parameters before sending them 

to the central node. To test the validity, [44] have studied the principal component 

analysis (PCA) based technique and have improved the method with the mean 

correlation statistical approach [45].  A different variation of PCA, known as kernel-

PCA has also been used in [46] to select important diagnostic features from vibration, 

current and flux. 

2.2.2.3 Level 3 

Previous levels involve data collection and signal analysis. However, they do not 

make any further evaluation on the calculated components. Level 3 incorporate data 

fusion layer using AI to perform classification based upon the internal processed 

results. It is the current trend of development in IS technology. Level 3 sensor has 

the ability to carry out independent data fusion without communicating with other 

external computational core. The AI in a condition monitoring system encompasses 
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a number of technologies: support vector machine [46], fuzzy logic [40], [47] and 

expert system [48]. One of the examples of Level 3 sensor is revealed in [41], which 

have proposed a microprocessor-based monitoring system that collects, pre-processes, 

and analyses vibration signals for fault detection in shafts and bearings, establishing 

complete intelligent diagnostics system with configurable user-defined parameters. 

These approaches have specific aims to mimic human experts and solve problems 

that are difficult to be solved using predetermined algorithms or mathematical 

models. With limited resources on sensing node, AI techniques have to be technically 

miniaturised for embedded system applications. Contrary to Level 1 sensor, these 

systems have high flexibility in power and communication management but low 

expandability in managing the whole resources of RMD. Likewise, the modularity is 

usually difficult to be modified due to the complicated sensor’s architecture. 

2.2.2.4 Level 4 

Level 4 sensor is the future trend in RMD. It presents the complete framework 

of an embedded IS, which is able to establish a full of process of RMD on sensing 

level itself. To simplify deployment, the IS has adaptive system ability for 

compensating faulty analysis. For example, computational models are artificial 

neural network [13] and neuro-fuzzy [25]. In addition, Level 4 bring IS to a whole 

new era by incorporating self-calibration and fault diagnostics approaches to a single 

unit.  

2.3 Feasibility – Modern maintenance strategy 

2.3.1 E-maintenance 

Maintenance technologies have been methodically investigated and applied in 

many industries. Recent publications present numerous technologies and 

software/hardware system architectures in different directions. Maintenance has also 

emerged in a new generation of maintenance, namely e-maintenance [49]. It is a 
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future vision of maintenance concept, which integrates the strategy of modern 

technology (internet, micro-processor, smart transducer and wireless sensor network) 

and enterprise management. Researchers believe that, by integrating e-maintenance 

with e-manufacturing and e-business, it will be a major trend in future industries, 

which benefits suppliers and consumers from increased equipment and process 

reliability [49], [50]. Figure 2-2 highlights the integration of e-maintenance with e-

manufacturing and e-business. 

 

Figure 2-2 Integration of e-maintenance with e-manufacturing and e-business [49] 

 

2.3.2 Standardisation issue 

The divergence of maintenance strategies have created a massive number of 

research questions and ideas highlighting the need for proper standards or an 

emergence of dominant design is required in order to direct the development for the 

benefit of both customers and developers. Open system architecture for condition-

based maintenance (OSA-CBM) is an open standard to facilitate the technological 

growth of CBM system [51]. It is becoming more popular in CBM deployment. Its 

standardisation issues are further discussed in [52] and [53]. 
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2.3.2.1 Open standard architecture for condition-based maintenance 

Due to limited flexibility in integrating the CBM system designs from different 

vendors and developers, OSA-CBM outlines a standardised system framework that 

aims to: 

 improve the communication paradigm between the sensor platform with 

other maintenance modules; 

 explore and identify research questions in current CBM technology;  

 increase competency and rapid technology development; and 

 reduce costs. 

OSA-CBM can be partitioned into seven functional layers, as illustrated in 

Figure 2-3 [54]. Each layer has the capability of requesting data from any functional 

layer when needed. Data is usually transmitted between adjacent functional layers; 

however, it is difficult to transfer data between platforms due to the different formats 

and information management by various vendors and manufacturers. 

In an effort to provide a unified interface for data transmission, OSA-CBM 

specifies how the data should circulate within the system using eXtensible Mark-up 

Language (XML). By using the XML schema provided by OSA-CBM, all functional 

modules compliant with OSA-CBM standard can easily exchange data within the 

monitoring system. 



MANCHESTER METROPOLITAN UNIVERSITY   

SCHOOL OF ENGINEERING  SIEW HON TEAY 10975784 

 

  Page 25 

 

 

Figure 2-3 Open standard architecture of condition-based maintenance [54] 

 

2.3.3 Defining suitable strategy for the intelligent sensor 

The implementation of the IS is the current trend in MCM. Benefitting from the 

significant growth of microelectronic technology, it is possible to design an intelligent 

monitoring system for e-maintenance (IMSEM), where its structure is compatible 

with OSA-CBM, thus providing higher interoperability and adaptability in future 

deployment. Hence, it reduces redundant implementation requirements by 

simplifying the information circulation within the whole OSA-CBM architecture, as 

shown in Figure 2-4. The modular structure of IMSEM has advantages in terms of 

minimising the size and complexity of internal communication, thus reducing 

communication workload. 

2. Data Manipulation
Processes input data using various signal
processing techniques: filtering, FFT, feature
extraction, etc..

3. Condition Monitoring
Gathers processed data and compare to
specific pre-defined feature components

4. Health Assessment
Assess machine health based on CM data and
diagnostics records.

5. Prognostic
Conclude and predict future health of the
assets based on certainty level and error
bounds.

6. Decision Support
Generates report and make suggestion on
recommended maintenance options.

7. PresentationPresent information via man/machine
interface.

Technical displays
and information
presentation

Data Acquisition

Transducer
Transduces physical specimen to electrical
signal.

Converts electrical analogue signal to discrete
signal for further digital processing.
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Figure 2-4 shows the data circulation within an open system CBM design. All 

components are established based upon distributed computing topology 

 

A wireless module, such as XBee, is a promising communication device in terms 

of establishing a wireless sensor network. It has great benefits in reducing wiring 

costs, which is one of the critical cost components in CBM installation. Normal XBee 

configurations communicate in ASCII text representations; therefore, it has a 

compatible interface module with OSA-CBM. Relevant monitoring information can 

be transmitted in XML format.  

2.4 Sustainability – Power management system 

2.4.1 Overview 

Power supply is one of the critical factors to sustain the operating time of IS. 

Reported in [31], the battery energy density has slowest improvement multiples 

compared with other computer technology development, as shown in Figure 2-5. 

Hence, Paradiso et al. emphasised that the research direction for power management 

lies on the efficient power management in sensing nodes, thus reducing required 

energy volume. 
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Figure 2-5 Relative improvements in laptop computing technology from 1990–2003 [31] 

 

Various researchers classify energy devices into 3 categories: sources, storage and 

consumers [33], [55], [56]: 

 Energy sources: devices that provide or generate energy. Examples 

include photovoltaic (PV) cell and vibration harvesters. 

 Energy storage: devices that store energy. Examples include rechargeable 

batteries and supercapacitors. 

 Energy consumers: devices that consume energy. Examples include 

microcontroller and other peripheral sensing modules. 

2.4.1.1 Energy sources 

Conventional RMD systems are powered by wired power supply. This is the 

easiest solution to provide electricity to a monitoring device. Wiring is expensive 

and is not practical for remote sensing unit when installed in complex locations. 

Traditional batteries have limited efficiency and needs replacement periodically. 

Battery and energy harvesting modules are preferable for wireless sensing unit to 

reduce difficult fixing and lay out. Gilbert and Harb et al. have done a concise review 
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on state-of-the-art of energy harvesting techniques, consisting vibrations, thermal, 

radio frequency radiation and solar [57], [58]. Recently, industry has growing 

attention in developing energy harvester to scavenge ambient energy sources, in 

which their respective performances are tabulated in Table 2-2.  

Table 2-2 Power outputs of energy harvesters by different vendors 

Ambient energy 

source 
Reference model Vendor 

Normalised 

power (mW) 

Vibration – 

Piezoelectric 
V25w MIDE [59] 9.231*1 

Vibration – 

Electromagnetic 
66001*2 Perpetuum [60] 27.5 

Thermoelectric MPG-D655 Micropelt [61] 6*3 

Thermoelectric – 
Applied digital 

solutions [62]  
0.05 

RF Radiation P1110 Powercast [63] 100 

Solar KS10T SolarTec [64] 10000 

Solar 
MC-SP0.8-NF-

GCS 
Multicomp [65] 800 

 

Vibration energy is available in most machinery-built environments. Generally, 

the utilisable energy can be extracted from a vibration source depends on the 

amplitude of the vibration and its frequency. There are 3 types of mechanism to 

induce vibration energy: piezoelectric, electrostatic and electromagnetic. 

Piezoelectric-typed system generates electric field proportional to strain with piezo 

electric materials. Electrostatic-typed system converts utilisable energy by 

introducing a parallel plate of vibration-dependent capacitors. When a mechanical 

energy is exerted, it separates the charged variable capacitors, thus converting into 

electrical energy. Electromagnetic-typed system transduced voltage resulting from 

relative movement between a magnetic and a coil. Recent publications emphasises 

                                                 

 
1 Tuned to 40Hz, 15.6 gram tip mass with 1g acceleration 
2 The numbers refer to different model variations 
3 Temperature differences at 10K according to datasheet 
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on designing an electromagnetic vibration harvester in micro-scaled devices [66], [67]. 

Among the available commercial products, Perpetuum’s vibration harvesters have 

promising vibration energy harvester unit, which has its rated power output at 

27.5mW [60]. 

Conversion of energy derived from thermal gradients is the basis for many large-

scaled power generations (For example: steam turbines). However, its mechanism is 

not generally scalable to the level required by embedded system [57]. Moreover the 

power generation of thermoelectric is low in small volume. A commercial company, 

Applied Digital Solution Corp provides 100µW from a 10K temperature difference 

with a harvester device, which has physical volume of 100mm
3
 [62]. 

Radio frequency (RF) radiation is commonly used to scavenge micro-scaled 

ambient energy to operate ultra-power electronic devices, such as ID card or smart 

card. A radio frequency harvester consists of receive antenna and equivalent 

rectifying circuit to convert RF radiation into useful electrical power. This 

harvesting solution has evident applications if there is a high power RF source 

nearby the harvesting device [68]. P1110 RF harvester unit by Powercast provides 

rated power at 100mW with a 50Ω receive antenna for operation in 902 to 928MHz 

band [63], [69]. However, RF radiation has limited power sources to be scavenged 

due to surrounding RF interference and safety regulations. Government regulations 

limits the RF power of 915MHz to 4W effective isotropic radiated power [69]. 

Moreover, the available power densities of RF emission are relatively low compared 

with other ambient energy source. Tabulated in [70], Abadal et al. have tabulated 

the power densities in different applications compared with solar radiation.    

 

 

Table 2-3 Comparison of power densities for different application with solar radiation [70] 

Applications Power density (mW/cm2) 
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Old ultra-high frequency TV band 10-9 

FM radio at 50km from 100kW base 

station 
10-7 

Industrial, scientific and medical (ISM) 

radio band: ZigBee 
10-8 

Bluetooth 10-7 

WIFI 10-6 

Global system for mobile (GSM) at 10m 

from base station 
10-6 to 10-4  

Mobile phone at 50m from base station 10-4 to 10-2 

Wireless power transmission 10-1 to 10 

Solar radiation in the visible range 102 

 

Scavenging energy from solar, also known as photovoltaic (PV) cell effect is 

another common usage of energy harvesting. It is considered the most essential and 

prerequisite sustainable resource because of the ubiquity, abundance and 

sustainability of solar radiant energy. There are rich profiles of research and 

development to implement PV cell virtually and practically [71]–[73]. To simulate 

PV cell, a mathematical model of solar panel is simulated accurately with respective 

solar irradiance and ambient temperature [74], [75]. It has relatively constant power 

generation as in the G24 Innovations Photovoltaic Dye (233mm × 135mm) which 

produces 3mW with a light level of 500 lux [76].  

Among the energy harvesting techniques, PV cell is considered as the mature 

technology with readily products and solutions. By evaluating the performance of 

energy harvesting techniques in terms of power generation and physical volume, 

Gilbert et al. have done a comprehensive survey as shown in Table 2-4. The 

respective harvesting performance could be evaluated as plotted in Figure 2-6. 

Perpetuum with vibration harvesting solution provides higher power within the 

physical volume range within 30000mm3. However, its harvesting performance solely 

is dependent on the dominant frequency of the vibration excitation. Hence, further 
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study and analysis is needed to maximise the performance of vibration harvesting 

solution.   

Table 2-4 Comparison on energy harvesting devices [57] 

Device 

number 

Operating mode/ 

material 
Author 

Output 

power 

(µW) 

Frequency 

(Hz) 

Amplitud

e (ms-2) 

Normalise

d power 

(µW) 

Volum

e 

(mm3) 

1 
Vibration – 

Piezoelectric 
Glynne-Jones [77] 2.1 80.1 2.3 0.5 125 

2 
Vibration – 

Piezoelectric 
Marzencki et al. [78] 0.6 900 9.81 0.0007 2 

3 
Vibration – 

Piezoelectric 
Mitcheson et al. [79] 3.7 30 50 0.005 750 

4 
Vibration – 

Electrostatic 
Despesse [80] 1052 50 8.8 27 1800 

5 
Vibration – 

Electrostatic 
Despesse [80] 70 50 9.2 1.7 32 

6 
Vibiration – 

Electromagnetic 
Perpetuum et al. [60] 4000 100 0.4 27500 30000 

7 Thermoelectric 
Applied digital 

solutions [62] 
– – – 50 41 

 

 

Figure 2-6 Comparison of energy harvesting solutions 
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Based on the surveys, solar energy harvesting is chosen as primary source for 

the developed system, reason being that it has mature development status compared 

with other harvesting solutions. Other ambient energy sources will be considered in 

the future design, whereby a competent energy harvesting module is envisioned for 

multiple harvesting roles. 

2.4.1.2 Energy storage 

The Ragone chart as discussed previously in Figure 1-4 shows various energy 

storage resources. Recent publications highlighted the attention given to the 

development of supercapacitor [75], [81], [82]. Reported by [83], the performance of 

supercapacitor is compared with conventional lead acid battery as tabulated in 

Table 2-5. 

Table 2-5 Battery versus supercapacitor [83] 

 Lead acid battery Supercapacitor 

Specific energy 

density (Wh/kg) 
10 to 100 1 to 10 

Specific power density 

(W/kg) 
<1000 <10,000 

Life cycle 1,000 >500,000 

Charge/discharge 

efficiency 
70 to 85% 85 to 98% 

Fast charge time 1 to 5 hours 0.3 to 30 seconds 

Discharge time 0.3 to 3 hours 0.3 to 30 seconds 

 

Supercapacitor has many advantages over conventional batteries. One important 

advantage is its operating life cycle, which has longer energy storage for the sensing 

unit. The mathematical model have been registered and documented, simulated and 

published in [81], [82], [84]. However, the significant drawback is fast discharge time. 

Therefore, this has limited the continuous operational time for designated sensor 

operation.   
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2.4.1.3 Energy consumers 

The main candidates for energy consumers are embedded microcontroller and 

wireless module. Embedded system-on-chip has relatively low energy consumption 

compared with conventional monitoring system. The high end micro-controllers 

(32bit) have promising energy-aware characteristic, which maintain their current 

draws at full operation mode at around 25mA [27]–[29]. 8-bit microcontrollers have 

lesser power consumption (5mA to 10mA) but their computational capabilities are 

limited [85]. Sleep or hibernate features are integrated as handy user modules to 

provide better power characteristic. For wireless communication module, XBee 

consumes around 50mA when transmitting or receiving remote signals [86]. In sleep 

mode, the energy is conserved to 1mA. 

Table 2-6 Power consumption data for some monitoring sensors [87] 

Sensors 

Current consumption Power 

consumption 

(mW) 
Transmission 

mode (mA) 

Reception mode 

(mA) 
Sleep mode (µA) 

IMOTE2 (Crossbow) 33 33 390 127.05 

DataBridge wireless I/O 

modules 
37 to 120 37 to 120 <100 116.55 to 378 

Apex and Apex LT modules 170 37 5 105.45 to 484.5 

Si4420 Universal ISM Band 

FSK Transceiver 
13 to 26 5 to 11 0.3 41.8 to 98 

XBee 802.15.4 modules 50 50 10 155 

 

In energy aware features, the power budget for the energy consumer devices 

must be studied wisely as the ambient energy from a harvesting module is limited. 

The performance of the sensing unit is proportional to power consumption. Kausar 

et al. have tabulated the power consumption data for some common monitoring 

sensors, as shown in Table 2-6. 

2.4.2 Photovoltaic energy storage using supercapacitors 
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Recent publications have emphasised integration of PV cell with supercapacitors. 

Experimental exercises have demonstrated positive outcomes in designing ISs for 

RMD systems. Logerais et al. have presented complete system architecture of PV 

energy storage using supercapacitors through both experimental and simulation 

approaches [88]. As illustrated in Figure 2-7, their experimental and practical results 

are identical, proving the sustainable simulation outcome in practical performance 

estimation. The differences between the experimental results and simulation are 

shown in [89], which proposed similar energy device architecture for water 

distribution sensing network. To provide constant voltage level, a buck-boost 

converter is recommended to be integrated into the circuitry [75], [90]. 

 
 (a) (b)  

Figure 2-7 Experimental voltage of the module of supercapacitors confronted to 

simulated results (with the transmission line capacitance corrected): a) G = 865W/m
2
, 

b) G = 865W/m
2
 [88] 

 

2.4.3 Enhanced power management 

To efficiently carry out monitoring tasks, the sensing unit shall have the ability 

to manage the energy budget. It is highly recommended to maintain efficiency while 

conserving as much energy as possible. Current power management mechanism for 

wireless sensors typically rely on predicted information on the amount of energy that 

can be harvested in the future. However, such mechanisms suffer from inevitable 

prediction errors, which degrade the performance in practical deployment. To 
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conserve enough energy within the sensor itself, [91] have proposed an energy neutral 

management mechanism based on sensor’s average duty cycle. They analysed the 

energy budget of power generation and consumption by slotting the sensor’s 

operations into different time slot, as shown in Figure 2-8. By indicating different 

slot of sensor’s operations, the amount of harvested and dissipated energy can be 

accurately calibrated. 

 

Figure 2-8 Operation cycle with time slots and duty cycles [91] 

 

In practice, Sanchez et al. have also proposed a concise numerical energy 

harvesting model for sensing unit using PV cell, namely Similar I-V for energy 

harvesting (SIVEH). In their study, an energy neutral operation (ENO) is analysed 

at early stage of the design [33]. The ENO is used to determine the power 

characteristics of the system application suitable for the energy management policies 

on the sensing platform. 

The above studies only cover single deployment of IS. In larger industries, 

multiple sensing units are required in order to exchange information from one to 

another, forming a sensing network. To efficiently utilise the energy within the 

… …
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structure, [55] presented a game-theoretic approach to optimise energy management. 

The Nash equilibrium, which was initially introduced by John Forbes Nash in [92], 

is used to find an optimised equilibrium state of sensing network. This theory is 

latter applied in [93], [94]. 

2.5 Discussion and synthesis 

By reviewing the above mentioned research works, it was noted that there are 

few publications concerning the integration of RMD technology in embedded system. 

For sensor functionality, many publications did not discuss the memory limitation 

and processing speed to carry out signal acquisition and processing [41], [46]. This 

is very crucial in embedded system as the resource for memory and computational 

core are strictly limited for performance and power management. On the contrary, 

there are publications which in fact, have developed a generic embedded AI which 

has yet to be validated for RMD [95]–[97]. Their extensions of capability are still 

unknown in MCM and diagnostics. Moreover, despite the embedded AI is predicted 

to be the future trend of microsystem, few works are carried out to integrate them 

in low memory console. Many studies on energy harvesting did not clearly address 

the power consumption characteristics of energy consumer modules [33], [89], [91]. 

Consequently, this research work will focus on developing a novel hardware and 

software architecture with the following considerations: 

 Limited processing memory down to microsystem level (256kB to 512kB 

respective to different types of microcontroller). 

 Enhanced software architecture, numerical algorithm and intelligent data 

fusion layer for MCU to assist RMD operations. 

 Concise study on power characteristics which is suitable for the 

integration of power harvesting module. 
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2.6 Summary 

In this chapter, literature review on designing an energy aware sensing unit for 

RMD system is presented. Three major fields concerning sensor’s functionality, 

feasibility and sustainability are studied. The current status of the deployment of 

intelligent sensing unit is investigated. The next chapter shall cover the selection of 

suitable technology and novel sensor framework to carry out advanced monitoring 

tasks on rotating machinery.  
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Chapter 3 

3 Generic hardware framework of 

intelligent sensor 

This chapter presents the hardware architecture of the developed intelligent 

sensing system. The system design have been discussed and examined. The rationale 

and motivation of the system design is based on research review and synthesis. At 

the end of this Chapter 3, a summarised specification of the developed sensor is 

presented.  
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3.1 Overview 

Chapter 2 has outlined the current research and development status of designing 

an IS for MCM, which is defined as IMSEM in section 1.3.4. In order to validate the 

feasibility of the project, it is necessary to develop a hardware system that fulfils 

the specifications of an envisioned IS system. The focus of this chapter is to discuss 

the rationale and motivation for the selected unit components. A proof-of-concept 

prototype is also presented at the end of the chapter. 

The hardware architecture of IMSEM, as depicted in Figure 3-1, is partitioned 

into 5 submodules: sensing module, peripheral computational core unit, main 

processing unit, data storage module and wireless communication interface. Cost 

and performance characteristics of hardware components are two main design 

criterions. 

 

Figure 3-1 Hardware architecture of IMSEM 

 

The sensing channels are responsible transduce physical form into electronic 

signals. The resulting electronic measurements are then sent to the peripheral 

computational unit where necessary analogue signal conditioning is carried out. The 

processed analogue signals are then transmitted to core computational core for signal 

processing, analysis and fault diagnostics. The quantised data is logged and 
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interrogated in removable data storage device (universal serial bus (USB) flash drive 

or secure digital (SD) card) through data storage module. End-result and diagnosis 

report is transmitted to another system platform through wireless communication 

module. The wireless communication module is vital to reduce cost and maintenance 

required for wiring installation. A respective workflow of IMSEM is illustrated in 

Figure 3-2. 

 

Figure 3-2 Workflow of IMSEM 

 

An operational prototype is developed by the use of 2-layer circuit board as 

means of integrating the individual hardware components selected into a compact 

and cohesive unit. IMSEM’s hardware modules are integrated on the target circuit 
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board for better packaging and presentation. The circuit board reserves several pins 

and channel for future hardware extension, providing a better modularity to 

integrate with new system design in the future. An external energy harvesting 

module is designed to serve as an extended system module to IMSEM. Its system 

architecture will be further discussed in Chapter 5.  

Table 3-1 outlines the design criteria for the developed system. The selection 

criteria describe the essential functions of each module. Suitable microelectronic 

technology is selected to realise the developed prototype to meet the design 

parameters of the system. Finally, it should be noted that, except in the case of the 

tailored printed circuit board, the use of readily available off-the-shelf components 

is sought during the design process to keep fabrication efforts reasonable to maintain 

total unit cost low by selecting from the best embedded system technologies. The 

proof-of-concept prototype wireless sensing unit represents only a first step in an 

iterative design process that will inevitably evolve in time to keep pace with newer 

hardware technologies and future application requirements. 

Table 3-1 Primary design criteria for designing IMSEM 

Design parameter Selection criteria 

Peripheral computational unit  

Main task 
Anti-aliasing, power management and 

peripheral processing tasks 

Processor Low-power 8-bit MCU 

Power characteristic 

Continuous type. Less power consumption 

when in sleep/hibernate to maintain 

minimal wake up function 

Main computational unit  

Main task 
Signal processing, analysis and fault 

diagnostics 

Sensing channel 
Multiple sensing channel (Analogue and 

digital) 

Sampling frequency Minimum 5kHz for simultaneous sampling 

Power characteristic 
Burst type. Minimal power consumption 

at sleep/hibernate mode  
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Data storage module  

Main task 
Easy interface to save data into mass 

storage device 

Writing/reading speed 
Able to save/load data without delaying 

the system’s operation 

Power characteristic 
Burst type. Minimal power consumption 

at sleep/hibernate mode 

Wireless communication  

Interface 
Direct communication interface with 

MCU recommended. 

Open door range More than 50m 

Power characteristic 
Burst type. Avoid idle mode to conserve 

power consumption  

 

In the following sections, the hardware design of each sub-module is discussed in 

greater detail. 

3.2 Sensing unit 

3.2.1 Selecting suitable sensor 

As discussed in Chapter 2, vibration monitoring is the most established 

monitoring techniques for rotating machines. It has the ability to detect several 

faults by analysing the vibration signal (shaft misalignment, rotating imbalance, 

faulty bearing and gearbox, etc.) [8], [41], [50], [98].  

To effectively carry effective RMD task, rotating speed is another important 

parameter to be measured. For rotary machines, the vibration signals sometimes 

have similar characteristics between healthy and faulty datasets. Table 3-2 shows 

two sets of acquired vibration data with different rotor unbalance and rotating 

speeds. Their corresponding feature components are calculated to evaluate their 

component similarity. Note that even rotating under different rotating speed, both 

vibration data have low differences in several feature components: Mean standard 

deviation and peak. Such differences cause difficulty to classify condition monitoring 
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in data fusion layer with only vibration data. Hence, additional dimension with 

accurate rotational speed information is required to carry out RMD task, which will 

be further discussed in Chapter 6. 

Table 3-2 Comparison of feature components of two vibration signals 

Dataset 

  

Rotating speed 

(rpm) 
2564 2864 

Rotor unbalance 

residual (g∙mm) 
65 32 

Normalised 

mean 
0.7927 0.7433 

Normalised rms 0.2801 0.2664 

Normalised 

standard 

deviation 

0.3192 0.3157 

Normalised 

kurtosis 
0.0269 0.0001201 

Normalised 

FFT peak 
0.4881 0.3904 

 

Besides the selection of measurement types, it is important to ensure that the 

sensing device to have suitable voltage measurement span for embedded system. For 

most commercially available MCU, the input analogue range is between 0V to 3.3V 

or 5V. To consider power consumption and physical size of IMSEM, it is suggested 

that the chosen sensor has to be power efficient.  

Conventional system uses piezoelectric accelerometer to measure vibration 

signals. Such sensors have already been well established more than 20 years [99]. 
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However, their production cost is high and critically affect their implementation in 

embedded system, especially if multiple channels are required for monitoring.  

MEMS accelerometers are preferred to replace conventional accelerometer, due 

to their much lower cost and promising performance as verified in recent publication 

[24], [100], [101]. It has proven durability and ability to survive in high shock level 

and temperatures in harsh environments [26]. The noise characteristics of MEMS 

accelerometer (pink noise and white Gaussian noise) is also measured and taken into 

consideration to ensure better accuracy [102]. 

There are various techniques available to measure rotating speed. Common 

approaches include the measurement of infrared radiance, Hall-effect and 

capacitance to determine the angular position of a physical rotary checkpoint. By 

differentiating the angular position with time being taken, the angular velocity could 

be determined. The same procedure can be repeated to obtain acceleration. 

Therefore, speed measurement has enabled a wide range of sensor selection. In this 

research work, the developed IMSEM is tested based on 2 testbed: DC motor and 

3-phase general induction motor. The effort to transduce angular position in short 

time interval is omitted as they do not have abrupt change during operation. Hence, 

commercially available rotary encoder (which comprises off-the-shelf proximity 

electronic switched to give rotating information) is filtered out from the selection 

list, as they have relatively high cost (ranging from £2 to £50) and high rated 

current (average 0.15A) [103], [104].  

Proximity infrared, capacitance and Hall-effect sensors are 3 main candidates of 

desired transducers. Aiming to provide a single angular position in one rotating cycle, 

the required electronic circuitry is cheap and easy to build. Based on the available 

testbeds, Hall-effect sensor is chosen as the rotating speed measurand due to its 

proportional relation to magnetic field, causing it to be easily attached to the motor 

for experimental testing. Proximity infrared sensor requires physical modification of 

the tested whereas capacitance sensor is easily disturbed by other approaching 
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physical object. The simple design of digital Hall-effect sensor is discussed in the 

latter subsection. 

3.2.2 MEMS accelerometer 

To comprise cost and efficiency, MEMS accelerometer is used as the main 

electrical transducer in the system. Several MEMS sensors are examined in the 

laboratory (ADXL001-70, ADXL202AE and ADXL210). Their performance have 

been experimentally tested and evaluated, as reported by Albarbar et al. [100]. For 

MCM applications, ADXL001 is chosen due to its satisfactory performance and good 

agreement with reference conventional accelerometer. Manufactured by Analog 

Devices, ADXL001-70 is one of the most suitable MEMS for vibration monitoring. 

With the effective frequency band up to 22kHz, it theoretically enables to retrieve 

wide range of signal with unity gain. ADXL001 series MEMS is robust to areas and 

application with high amounts of electromagnetic interference, which is a common 

situation in rotating machinery [105].  

ADXL001-70 is selected as a MEMS accelerometer for IMSEM. Working at 

3.3V/5V operation, it has low power consumption and low noise (typical 2.5mA and 

4mg/√Hz). The specifications for ADXL001-70 are tabulated in Table 3-3. 

Table 3-3 Specifications of ADXL001-70 at 5V operation [105] 

Parameters ADXL001-70 

Approx. Price ₤40 

Sensitivity (mV/g) 24.2 

Measurement range (g) -70 – 70 

Offset voltage at 0g(V) 2.5 

Resonance linear band (Hz) 22kHz 

Power consumption 2.5mA typical 
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3.2.3 Hall-effect sensor 

The Hall-effect sensor is able to work at 5V operation. In this research work, a 

normal Hall-effect switch is built upon with simple electronic RC circuit for angular 

speed measurement, which is illustrated in Figure 3-3. A micropower Hall-effect 

switch, A3213 by Allergo Microsystems has operating voltage between 2.4V to 5.5V 

and average current draw at 0.3mA. Other technical specifications are tabulated as 

shown in Table 3-4. It should be noted that, the period interval of A3213 is 240µs, 

which produces 4167 pulses in 1 second (4.167kHz). Such frequency is sufficient to 

indicate the rotary speed of rotating machines in the laboratory (maximum rotating 

speed at 48Hz). 

 

Figure 3-3 Schematic of Hall-effect switch, A3213 (Photos required) 

 

Table 3-4 Rated specifications of A3213 Hall-effect sensor [106]  

Parameters ADXL001-70 

Approx. Price ₤1.60 

Supply voltage (V) 2.4 – 5.5 

Activation time (µs) 60 

Pulse period (µs) 240 

Duty cycle (%) 25 

Average supply current (µA) 309 

 

To effectively detect the magnetic object, a piece of magnetic cylinder is attached 

at the rotating disc of motor testbed, as shown in Figure 3-4. This serves as angular 

position checkpoints for speed detection. The sensing interface is a single digital 

 0  

0     0𝑝 

𝑉 𝑉   
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pulse wave that directly connected to the core computation unit. The simultaneous 

sampling frequency from 4 sensing channels is 10kHz (Will be further discussed in 

section 3.4.2). These have established a robust sampling environment of digital 

samples from A3213 Hall-effect sensor, which gives out digital pulse at 4.167kHz. 

The developed Hall-effect sensor module is put into experimental test. By comparing 

its speed detection with calibrated speed controller of DC motor. Figure 3-5 shows 

the digital pulse wave generated from Hall-effect sensor at different rotating speed: 

280rpm, 914rpm, 1602rpm, 2281rpm and 2864rpm respectively. 

 

Figure 3-4 Magnetic part attached on rotating machinery testbed 

 

 

Figure 3-5 Digital pulse wave generated from Hall-effect sensor, A3213: a) 280rpm, b) 

914rpm, c) 1602rpm, d) 2281rpm, e) 2864rpm. 

(a)

(b)

(c)

(d)

(e)
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3.3 8-bit microcontroller – Peripheral 

computational unit 

3.3.1 Cypress CY8C29466-24PXI – Overview and rationale 

In this research work, a programmable system-on-chip (PSoC), CY8C29466-

24PXI is chosen as the main peripheral IC for signal conditioning and power 

management. Designed by Cypress under the category of PSoC1, this MCU 

integrates configurable analogue and digital peripheral function in a single chip, 

which is the suitable choice to design both hardware and software embedded system. 

The physical layout and pin assignment of CY8C29466-24PXI is depicted in Figure 

3-6. The specifications are listed in Table 3-5 [107]. 

 

Figure 3-6 Physical layout and pin assignment of CY8C29466-24PXI 

 

One major advantage of PSoC1 MCU is its analogue user module which is able 

to design an analogue programmable filter within a single MCU. This feature is 

much beneficial to integrate programmable analogue anti-aliasing filter into system 

design. In conventional embedded system, digital anti-aliasing filter is widely used 

to reduce additional hardware component, as many MCU do not have programmable 

analogue modules. Digital filter is easy to implement into the processor but, it 

requires high performance ADC and sampling algorithm, which increases the 

computation load. Analogue filter does not require ADC and digital signal processing 
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but, in conventional system design, it can only be built with additional component 

units, such as operational amplifier and RC circuits. PSoC1 has suitable niche to 

provide the integration of analogue filter with programmable digital user modules, 

becoming the first candidate to be used in the design. 

PSoC Designer, the IDE for PSoC1 MCU has provided a user-friendly tool to 

manage the MCU resource. This IDE is available for free which could be easily 

downloaded from Cypress’s official website. Moreover, the programmer for PSoC is 

available online with a free ImageCraft C compiler [108]. These have significantly 

reduced the development time and cost of peripheral IC for IMSEM.    

Table 3-5 Specifications of MCU CY8C29466–24PXI [107] 

Specification Parameter 

MCU Core  

Maximum CPU speed 24MHz 

Flash ROM 32kB 

SRAM 2kB 

Analogue module  

Analogue-digital converter (ADC) 
4 × 14-bit Delta Sigma 

/ SAR 

Digital-analogue converter 4 × 9 bit resolution 

Analogue switched capacitor filter 
Max 8-poles Band-pass 

/ Low-pass / Notch 

Programmable gain amplifier (PGA) 4 units 

Digital module  

Universal Digital Blocks (I2C, UART, 

PWM, gate logics) 
4 units 

Input/output  

GPIO 24 units 

Analogue inputs 12 units 

Analogue outputs 4 units 

General specifications  

Approx. price (IC only) ₤7 

Operating voltage 3.3V to 5V 

Rated current 25mA 
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Minimum current at sleep mode 4µA 

 

3.3.2 Programmable analogue anti-aliasing filter 

To satisfy sampling theorem, the frequency components of sampled signal must 

not exceed one-half of the sampling frequency. A peripheral mixed signal 

microcontroller with programmable continuous low-pass filter is used in designing 

IMSEM. The programmable analogue filter of PSoC1 uses switched capacitor 

technology to alternate the impedance of the circuitry. Its respective circuitry is 

illustrated as shown in Figure 3-7. It works by continuously moving electrical charges 

in and out of capacitors by toggling the switches with respective switching frequency, 

𝑓𝑐𝑙𝑘. The relationship of capacitor, switching frequency and resistance is expressed 

in (3-1). 

 

Figure 3-7 Simple switched capacitor circuit 

 

The relationship of capacitor, switching frequency and resistance is expressed  

as shown: 

 
𝑉2 − 𝑉1

𝐼
=

 

𝐶𝑓𝑐𝑙𝑘
= 𝑅 (3-1) 

where resistance R is generated with particulate exerted frequency to the 

toggling switches. 𝑉1 and 𝑉2 are the input and output voltage of the switch capacitor 

circuit respectively. 𝐼  is the current that flows through 𝑉1  and 𝑉2 . 𝐶  is the 

capacitance value of switched capacitor. 𝑅 is the resistance value generated from the 

behaviour of switched capacitor circuit, 

𝑉2𝑉1

 1  2
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Up-to-date, switched capacitor has wide range of applications due to its 

simplicity and variability. National Semiconductor’s LMF100 is one of the ICs which 

uses switched capacitor as programmable filter [109]. However, commercially it 

usually requires high voltage and external clock frequency for 𝑓𝑐𝑙𝑘, which draws 

current and redundant pin for operations. Furthermore, their interfaces are difficult 

to communicate with computational core unit.  

Currently, a 2-pole low pass filter (LPF) is used in the design. PSoC Designer 

has included off-the-shelf user module. This module implements a general purpose 

2nd order state variable low-pass filter with different filter configurations 

(Butterworth, Bessel, Chebyshev), as shown in Figure 3-8. The switching frequency, 

∅1 and ∅2 invert with each other, establishing toggling affect to the system. Their 

frequency is equivalent to 𝑓𝑐𝑙𝑘. 

 

Figure 3-8 2
nd

 order state variable low-pass filter in PSoC 1 

 

Stated in the PSoC 1 datasheet [110], the transfer function of the LPF is 

expressed in (3-2) 

 𝑉𝑜𝑢𝑡
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where its gain, 𝐺, corner frequency, 𝜔𝑐 and damping ratio, ζ are derived as shown: 

 𝐺 =
𝐶1
𝐶2

 (3-3) 

 
𝜔𝑐 =

𝑓𝑐𝑙𝑘√𝐶2𝐶 

√(𝐶 𝐶 −
𝐶2𝐶3

 
−

𝐶4𝐶3

2
)

 
(3-4) 

 𝜁 =

𝐶 √
𝐶3

𝐶2

√(𝐶 𝐶 −
𝐶2𝐶3

 
−

𝐶4𝐶3

2
)

 (3-5) 

where  = {𝐶 , 𝐶 ,𝐶1, 𝐶2, 𝐶 , 𝐶 } 

Using the wizard provided in PSoC Designer, the capacitance values in set   

could be automatically computed assigning the desired 𝐺 and 𝜔𝑐 of the system. For 

the corner frequency for sampling frequencies of 2.5kHz, 5kHz, 10kHz and 20kHz, 

the values in set   are generated, as tabulated in Table 3-6. 

Table 3-6 Capacitance values for anti-aliasing filter 

Sampling frequency, 𝑓  (Hz) 2.5k 5k 10k 20k 

Corner frequency, 𝑓𝑐 =
𝜔𝑐

2𝜋
 (Hz) 1.25k 2.5k 5k 10k 

𝐶  1 3 6 14 

𝐶  1 3 6 14 

𝐶1 5 8 13 15 

𝐶2 19 26 27 29 

𝐶  32 32 32 32 

𝐶  32 32 32 32 

 

3.3.3 Power management module 

CY8C29466-24PXI has rated current draw at 25mA, resulting an average power 

consumption of 125mW at 5V operation. Such power is hungry for an energy aware 

characteristics and it should be suppressed to minimum power level. To efficiently 

reduce the overall power of IMSEM, CY8C29466-24PXI serves as an internal power 
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manager to oversee the power rails of other components unit of IMSEM. There are 

4 power rails to be considered, each of them is connected to the sensor module 

through electronic transistor switches. Figure 3-9 shows a simple illustration on how 

CY8C29466-24PXI manages the power consumption with other modules using 

transistor bank. A series of power transistor is used as an electronic switch to toggle 

power transmission from regulated voltage supply. The transistor bank gives 4 power 

outputs to respective IMSEM module: sensing module ( 𝑉 _  𝑛 𝑜 ) , wireless 

communication interface ( 𝑉 _𝑋   ) , data storage module ( 𝑉 _ 𝐿𝐹 𝑇)  and main 

computational unit (𝑉 _𝑚𝑎𝑖𝑛). 

 

Figure 3-9 Connection of GPIO pins of CY8C29466-24PXI to transistor bank for power 

line management of IMSEM module 

 

For internal power conservation purpose, CY8C29466-24PXI provides a 

configurable sleep mode with interrupt service routine. The interruption is important 

as a flag to wake-up the MCU so that it can continue its operation. There are several 

interrupted sources available to wake up from sleep mode: sleep timer, general 

purpose input output (GPIO), low voltage monitor, analogue user modules and 

internal low-speed oscillator. Published in an official application note, [111] has also 

outlined additional power configuration to turn the MCU to the lowest power 
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consumption. It has to be done manually by overwriting the C programming code 

to the MCU through provided IDE, PSoC Designer.  

Due to the desired low-power sensing specified in design criterion, the IMSEM 

aim to carry out periodic RMD with time-driven characteristics. In this case, it is 

possible to modify all CY8C29466-24PXI internal resources to its minimum power 

level during sleep mode. During sleep mode, only one interrupt service routine is 

enabled: sleep timer interrupt to wake up the signal. Based on the experimental 

setup, the MCU has successfully put into sleep mode with the constant current draw 

at 4.68µA. However, the internal low-speed oscillator of CY8C29466-24PXI does not 

provide a very accurate sleep timing, which has 15% deviation from predetermined 

time interval (The system wakes after 13s with designated 15s sleep time interval). 

Hence, an external 32.768kHz crystal is necessary to ensure accurate sleep timer to 

wake up the MCU. The finalised hardware schematic design will be discussed in 

section 3.7. 

  Table 3-7 Current draw of PSoC1 MCU at different modes [111] 

Mode Current draw (mA) 

Normal operation 21.7 

Sleep – No sleep mode modifiers 12.9 

Sleep – Only analogue references off 3.3 

Sleep – Only analogue buffers off 12.5 

Sleep – Only continuous time and 

switch capacitor blocks off 
13.2 

Sleep – Only different pin modes off 9.8 

Sleep – All sleep mode modifiers 0.004 

 

3.3.4 Interfacing with main computational core 

The connection with main computational core unit is shown in Figure 3-10. For 

sensing module, two analogue channels are connected to main computational unit 

through peripheral computational unit (CY8C29466-24PXI), undergoing signal 
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conditioning process. Since there is no condition for conditioning digital 

measurement, two digital channels are directly connected to digital inputs of main 

computational unit. Eight GPIO pins are used as reading/writing information 

between MCUs. One of the most important usages of GPIO is to read user 

parameters from data storage module when in initialisation stage. 

 

Figure 3-10 Hardware connection of peripheral computational unit (CY8C29466-

24PXI) with main computational unit (CY8C5868AXI-LP032) 

3.4 32-bit microcontroller – Main computational 

unit 

3.4.1 Cypress CY8C5868AXI-LP032 – Overview and rationale 

Main computational unit functions as the “brain” of IMSEM. It carries out signal 

calculation and makes decision based upon the accumulated signals. As illustrated 

in Figure 3-1, main computational unit has master interface with two other system 

modules: data storage and wireless communication modules. They exchange data 

and information using standardised embedded system interface. 

In this research work, PSoC CY8C5868AXI-LP032 is used as a main 

computational unit for IMSEM. It is a PSoC5 series MCU designed and developed 

by Cypress. Similar with other 32-bit MCU, CY8C5868AXI-LP032 has relatively 
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large internal flash memory and static random access memory (SRAM). It has built-

in floating point library and digital signal processing (DSP) processing architecture 

suitable for RMD purpose. The rationale of CY8C5868AXI-LP032 selection is 

outlined as shown: 

 User-friendly IDE software: PSoC Creator, the IDE designed for PSoC5 

MCU comprises neat user interface and off-the-shelf user module blocks. All 

these have enabled easier software integration into CY8C5868AXI-LP032. 

 Cypress has integrated highly accurate ADC module in PSoC5, this has 

increased the system robustness and interoperability in actual RMD testing. 

Moreover, CY8C5868AXI-LP032 has four additional analogue blocks which 

are very useful in designing a synchronous sampling with multiple sensing 

channels. Its rationale is further discussed in section 3.4.2. 

 CY8C5868AXI-LP032 can be compiled and programmed with C. It is a 

common programming language with rich amount of external library for 

digital signal processing and intelligent algorithms. Fast fourier transform 

(FFT) is written and its fundamental application in C is concisely discussed 

by [112]. The C library for intelligent algorithms such as fuzzy logic and 

support vector machine are widely available on the internet [96], [97]. PSoC 

Creator includes a GNU-license based C compiler, namely GCC compiler. It 

is a free compiler for C and its code optimisation is sufficient for this research 

project.  

The physical layout and pin assignments of CY8C5868AXI-LP032 is depicted in 

Figure 3-11. Its respective specifications are tabulated in Table 3-8. 

 

Table 3-8 Specifications of MCU CY8C5868AXI–LP032 [113, p. 5] 

Specification Parameter 

MCU Core  

Maximum CPU speed 67MHz 
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Flash ROM 
256kB + 32kB for error 

correcting code 

SRAM 64kB 

EEPROM 2kB 

Analogue module  

8-20-bit Delta sigma ADC 1 unit 

8-12-bit SAR ADC 2 units 

8-bit digital-analogue converter 4 units 

Programmable analogue module (PGA, 

TIA, Sample and hold, etc.) 
4 units 

Digital module  

16-bit timer, counter and PWM blocks 4 units 

Universal Digital Blocks (I2C, UART, 

PWM, gate logics) 
24 units 

Input/output  

GPIO 62 pins 

General specifications  

Approx. price (IC only) ₤11.50 

Operating voltage 1.7V to 5V 

Rated current at 48MHz 15.4mA 

Minimum current at sleep mode 2µA 

 

 

Figure 3-11 Physical layout and pin assignments of CY8C5868AXI-LP032 
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3.4.2 Synchronous sampling of multiple sensing channels 

The IMSEM is designed to have two analogue channels and two digital channels 

for signal acquisition. Two analogue channels are used acquired signals from two 

transduced signals from accelerometer, aiming for 2-axis measurement or 

accelerometer’s performance evaluation purpose. The digital signals are used to 

coordinate the vibration signals at different time interval. It is important to align 

the vibration data points with the angular position detected using Hall-effect sensor. 

Figure 3-12 shows a desired signal acquisition behaviour using multiple sensing 

channels. When the digital signal goes down, it indicates the magnetic object is 

approaching the Hall-effect sensor. This indicates the exact checkpoint of the 

rotating machine. The vibration data-points at the time instance could be accurately 

determined. In Figure 3-12, it is obvious to notice that the vibration data with 7 

complete rotating cycles. 

The difficulty of multiple sampling of MCU is mainly caused by the limited user 

ADC module available for analogue-digital conversion. Secondly, the limited SRAM 

of MCU set a narrow boundary of total points being digitally quantised. Despite the 

multiple ADC modules are available in some MCU, they cannot fully operate when 

other analogue module resources are utilised. It is found that with other integration 

of analogue resources in CY8C5868AXI-LP035 (For example: sample and hold 

module and analogue multiplexer module), only maximum 2 ADC modules could be 

used simultaneously. Moreover, the configuration with multiple ADC is not 

performance-efficient as the propagation delay between two ADC blocks might occur 

when transmitting the quantised data into SRAM. Inspired by [114], the multiple 

sensing channels can be realised by integrating additional 2 analogue sample and 

hold module which their tracking period is identified with a pulse-width-modulation 

(PWM) module block. Its respective functional block diagram is shown in Figure 

3-13. 
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Figure 3-12 Signals waveform from 2 analogue channels and 1 digital channels 

 

 

 

Figure 3-13 Functional block diagram of synchronous sampling from multiple sensing 

channels 

 

Within the duty cycle of PWM, the tracked and hold analogue signals are 

multiplexed into a single ADC module, which has a condition to complete 2 sampling 
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cycle before the next PWM period. To realise the design, 3 main analogue modules 

are required for multiple synchronous sampling. Table 3-9 shows the built-in features 

of various MCU with their available resources for multiple sampling. Their 

specifications are tabulated based on the manufacturer’s datasheets [27], [113, p. 8], 

[115]–[117].  

Among the available options, there are 3 32-bit MCU meet the stated 

requirement: dsPIC33EP512MU814, AT32UC3C0512C and CY8C5868AXI-LP032. 

CY8C5868AXI-LP032 is nominated as a candidate for core computational core, 

which has higher analogue module block, enabling better mixed-signal embedded 

system environment. The software implementation of synchronous sampling is 

discussed in the next chapter. 

CY8C5868AXI-LP035 has 3 configurable ADC modules (one 8-20-bit delta-

sigma ADC and two 12-bit successive approximation (SAR) ADCs). For IMSEM, a 

12-bit SAR ADC is used in the design. It has higher sampling frequency (100ksps 

with 12bit resolution at 60MHz processing speed) which ensures steady sampling 

output within the PWM period. Based on the gross power estimated provided by 

[118], SAR ADC has much lower power consumption compared to delta-sigma ADC 

(0.16mA and 4.45mA respectively). 

Table 3-9 – Available features of various microcontroller unit for developing a multiple 

synchronous sampling system 

Microcontroller Manufacturer 

Maximum 

flash 

memory 

(kB) 

Data 

memory 

(RAM) (kB) 

Maximum 

ADC 

modules 

Maximum 

Sample and 

Hold (S&H) 

module 

Maximum 

analogue 

multiplexer 

(MUX) module 

PIC32MX575F512L Microchip 512 64 1 1 2 

dsPIC33EP512MU814 Microchip 536 52 8 2 – 

AT32UC3C0512C Atmel 512 64 1 2 – 

MC56F84789 Freescale 256 32 3 – – 

CY8C5868AXI-LP032 Cypress 256 64 3 4 – 

   



MANCHESTER METROPOLITAN UNIVERSITY   

SCHOOL OF ENGINEERING  SIEW HON TEAY 10975784 

 

  Page 61 

 

3.4.3 Memory space for integrated algorithms 

Intelligent algorithms of IMSEM require multi-dimensional arrays to carry out 

monitoring task. To ensure sufficient memory capacity, CY8C5868AXI-LP032 has 

64kB SRAM for fast reading/writing data registers. With the available datatypes in 

PSoC 5 compiler, each data points from analogue sensing channel is saved in a 16-

bit unsigned integer datatype. By taking 4 sensing channels into account, it is 

suggested that CY8C5868AXI-LP032 has 3 vectors for ADC signal arrays, each with 

8192 sampling points. The breakdown analysis of data lengths is tabulated in Table 

3-10. 

It is a must to reserve some extra SRAM for other MCU variables. Also, it 

should be noted that the data length has only 8192 points for a maximum 10kHz 

ADC sampling frequency. With 10kHz sampling frequency, it is only able to measure 

the signals for 0.8192 seconds (8192/10000 = 0.8192s). Such data length is too short 

for vibration RMD purpose. Comparing with a commercial wireless sensor node 

device, LXRS Wireless IEPE Sensor Node by LORD Microstrain Corporation, it has 

the lowest sampling period of 1.3 seconds at 104kHz and 150 seconds at 1kHz 

sampling frequency [119]. For the experimental test, the rotating machines has low 

speed configuration, which rotate at 2Hz. In other words, the sampling period could 

not record more than 1 periodic rotating cycle (0.5s×2s > 0.8192s). This is not 

advisable as it would critically limit the analysis features of IMSEM. For digital 

signal processing, FFT algorithm has better performance when more rotating cycles 

(for periodic vibration signal) is sampled.  

Table 3-10 Breakdown analysis of RAM for sampled data points 

Design criteria Total 

Total SRAM in CY8C5868AXI-LP032 64kB 

Analogue sensing channel  

Number of channel: 2  

Number of array: 2  
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Datatype: 16-bit unsigned integer  

Total sampling point: 8192  

Total memory required: 2×(16/8)×8192 32.768kB 

Digital sensing channel  

Number of channel: 2  

Number of array: 1 (2 channels combined into an array)  

Datatype: 8-bit unsigned integer  

Total sampling point: 8192  

Total memory required: 1×(8/8)×8192 8.192kB 

Total size for sampled signals: 32.768k + 8.192k 40.96kB 

Remaining SRAM 23.04kB 

Ratio by total SRAM 36% 

 

Besides SRAM, IMSEM has built-in electrically erasable programmable read-

only-memory (EEPROM) of 2kB. It is not enough for non-volatile data logging. 

Alternative methods shall be sought to extend the memory space of IMSEM. 

To tackle the above design challenge, the IMSEM requires external memory to 

store sampling data. The available data arrays will be utilised as a sampling buffer 

to ensure all measurement data is allocated correctly after the signal acquisition 

process.  

3.5 Data storage module 

3.5.1 ALFAT system-on-chip processor – Overview and rationale 

Due to limited memory a data storage module is introduced to record user 

configurations, measurement data, extracted computational result and fault 

diagnostic report. The end terminal of data storage module is removable mass 

storage device, such as USB thumb-drive or secure digital (SD) card. This has 

extended high volume of data storage, which has flash memory counted in gigabyte. 

Mass storage device is highly appreciated as they has direct access to computer with 
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appropriate file system architecture: File allocation table (FAT) or new technology 

file system (NTFS). 

ALFAT processor by GHI Electronics offers a neat solution for data storage 

extension application. Integrated with internal library and file allocation system, 

ALFAT processor has the ability to bridge read/write process between the mass 

storage devices and host MCU at maximum speed of 4MB per second, as shown in 

Figure 3-14. Technically, the processor could be accessed through universal 

asynchronous receiver/transmitter (UART) or serial-peripheral interface (SPI), 

which are two common system interface of embedded system, readily applicable with 

most MCU. The technical specification of ALFAT processor is tabulated in Table 

3-11 [120].  

 

Figure 3-14 Accessing mass storage device from main MCU through ALFAT processor 

[120] 

 

It should be noted that CY8C5868AXI-LP032 has SPI interface which provides 

direct accessibility to SD card device. However, it requires SRAM and flash memory 

to access the SD card interface. Moreover, Cypress PSoC does not provide a concise 

library for writing data in FAT format. A series of application programming 

interface (API) is required to enable file accurately access SD card. Despite ALFAT 

processor is hungry for power during operation mode (38mA), it could be turned to 

hibernate or off mode after the period activation of IMSEM.  
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Table 3-11 Technical specification of ALFAT processor [120] 

Specification Parameter 

UART module 1 

SPI module 1 

SD card storage interface 1 

USB mass storage device interface 2 

File access speed on SD card 4MBps 

File access speed on USB storage storage device 4MBps 

Accessible file system FAT16, FAT32 

Supply voltage 3.3V 

Current draw 38mA 

Minimum current at hibernate 2.5µA 

 

3.5.2 Integrating into sensing architecture 

To validate ALFAT processor, the ALFAT OEM module is implemented into 

the working prototype. The top layout and user interface of ALFAT OEM module 

is illustrated in Figure 3-15. For the working prototype, CY8C5868AXI-LP032 

communicates with ALFAT OEM using universal asynchronous receiver transmitter 

(UART) interface.  

 

Figure 3-15 Top layout and user interface of ALFAT OEM module 

 

The hardware connection between CY8C5868AXI-LP032 and ALFAT OEM 

module is illustrated in Figure 3-16. 3 pins is used to connect with the GPIO pins 
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of main computational unit: UART_TX [Pin 1] to P5[5], UART_RX [Pin 2] to 

P5[4] and UART_BUSY [Pin 6] to P5[2]. An UART module is applied in 

CY8C5868AXI-LP032 with the clock speed of 923.076kHz, generating a UART 

baudrate of 115.384kBaud. ALFAT OEM module requires an initial baudrate of 

115.2kBaud before being configured to higher clock speed. It has 0.16% error with 

the actual generated baudrate. According to the technical article of PSoC, this error 

is tolerable as it is below the rated benchmark error, 2.6% [121]. Once the 

initialisation is completed, CY8C5868AXI-LP032 sends a command to ALFAT 

processor to increase transmission speed to 3MBps. The internal clock for the UART 

module is switched to 24MHz, generating 3MBaud for data reading/writing. 

Experiment shows that the SAR ADC module takes 47.052µs to completely sample 

4 sensing channels (21.253kHz), while it takes 35.724µs to write 15 8-bit characters 

through ALFAT OEM module (28kHz). This results that the complete cycle for 

ADC conversion and data writing is 20.81% faster than the designated 10kHz 

sampling frequency. However, ALFAT OEM requires a short propagation delay to 

load data into data storage module when it is loaded to 30kB data. Hence, the 

SRAM buffer as mentioned in 3.4.3 is require to reserve sampled data at this time 

instance.  

An experiment is carried out to investigate the data circulation within the buffer. 

The positive values indicate extra data signals are stored into the buffer while 

negative values indicate the data clearance from buffer to ALFAT OEM module. 

The IMSEM is set with 5kHz sampling frequency so the complete cycle for ADC 

conversion and data writing is 141.62% faster than the 5kHz sampling frequency, 

allowing 2 set of data samples to be recorded within a sampling period. This can be 

concluded that, the IMSEM is able to carry out continuous data logging with any 

sampling frequency that below 5kHz. By comparing the buffered data (requiring 83 

buffer points at every propagation delay) with total buffer size, the IMSEM has 
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maximum burst period sampling period of 19 seconds at 10kHz, which is sufficient 

to accumulate useful measurements. 

 

Figure 3-16 Hardware connection of ALFAT OEM module with CY8C5868AXI-LP032 

 

 

Figure 3-17 Rate of use of buffer for multiple sensing channel at 5kHz sampling 

frequency 

 

The software integration of ALFAT processor will be further discussed compliant 

with the OSA-CBM data format, outlining in section 4.3.2. 
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3.6 Wireless module 

3.6.1 Digi XBee – Overview and rationale 

XBee-typed RF device with IEEE 802.15.4 standard is used to develop the 

wireless module of IMSEM. It consists of state-of-art RF frequency protocol and 

complete interface command in several embedded interfaces. It is simple and easy 

to use compared with other wireless technology, such as Wi-Fi and Bluetooth. Also, 

XBee modules are configured to operate within a peer-to-peer (P2P) network 

topology, which is independent from master/slave network relations [86]. This is 

advantageous to establish a flexible wireless sensing network topology for future 

deployment. Digi has released several types of XBee to suit different deployment 

criteria. Two types of XBee products, XBee 802.15.4 and XBee-Pro are compared 

as tabulated in Table 3-10. Both types have the similar physical layout and pin 

assignments, as shown in Figure 3-18. 

Table 3-12 Basic specifications of XBee 802.15.4 and XBee-Pro [86] 

Specification XBee 802.15.4 XBee-Pro 

Indoor/Urban Range Up to 30m 
Up to 90m, up to 60m for 

international variant 

Outdoor Range Up to 90m 
Up to 1600m, up to 750m for 

international variant 

RF Data Rate 250kbps 250kbps 

Frequency Range 2.4GHz 2.4GHz 

Transmit current (Typical) 45mA at 3.3V 
250mA at 3.3V (150mA for 

international variant) 

Idle/Receive current 

(Typical) 
50mA at 3.3V 55mA at 3.3V 

Sleep mode with external 

hardware interrupt 
10µA at 3V 10µA at 3V 

 

In this research work, XBee is used instead of XBee Pro due to its lower power 

consumption. Through a series of experiment in laboratory, the IMSEM has the 

ability to send diagnostic report within the range of 15m, which 50% shorter than 
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the range stated on the datasheet. Such limitations might be due to the signal’s 

obstacle between the transceivers’ network.  

 

 

Figure 3-18 Physical layout of XBee 802.15.4 and XBee Pro [86] 

 

3.6.2 Interfacing with main computational unit 

Like ALFAT processor, the XBee 802.15.4 has host MCU connection with 

CY8C5868AXI-LP032. For UART communication interface, there are only 2 data 

transmission lines to be routed to MCU, as shown in Figure 3-19. CY8C5868AXI-

LP032 uses 115.2kBaud speed to communicate with XBee, achieving a writing speed 

of 86.81µs for one 8bit character data. It is enough for low volume data transmission 

between IMSEM with other platform devices. 

 

Figure 3-19 Hardware connection of ALFAT OEM module with CY8C5868AXI-LP032 
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Several customised commands are implemented to access IMSEM through 

computer user interface, as tabulated in Table 3-13. They are coded in 8-bit ASCII 

character data-type, which provide good readability for the user to monitor the 

console.  

Table 3-13 Commands to communicate with IMSEM through XBee module 

Commands Description 

menu Shows menu of the IS 

initialise Reset or initialise the IS together with the SD card module 

read Read data that has been stored in the SD card of IMSEM 

auto Start monitoring process with time-driven mode  

calculate Calculate feature components of target signals in SD card 

debug Reserved for debugging purpose 

3.7 Unit packaging 

To accommodate all the individual component units into the preliminarily 

system, a two-layer printed circuit board (152.4mm×101.6mm) is fabricated for 

efficient means of packaging the system. This process provides a two-sided sheet of 

stable insulating material to a coat thin plated circuit paths to create a high quality 

circuit of reliable fabrication technique [122]. Normally industrial production of an 

identical unit would require a four-layer printed circuit board design with separate 

power and grounding planes for the digital circuitry. The mixed signal (analogue 

and digital) of the system enables the two signal types to be isolated from each other, 

to prevent digital switching from causing analogue degradation. The two-layer board 

design isolates the analogue and digital circuit components whereas the four-layer 

design does not. 

In industry standard the design of two-layered circuit board is achieved by using 

CAD tools to assist.  The all-in-one software “DesignSpark” featuring schematic 

design, auto-routing and PCB design checker is specifically used in IMSEM’s circuit 

board. 
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Layers in the circuit board are output as Gerber and drill files to recognise the 

information of all electrical traces and pads through holes provided on the board 

drill file.  Figure 3-20 illustrates the design of the circuit’s top and bottom layers, 

the top silkscreen is also included to provide exact component’s location. 

After the design of the wireless sensing circuit board is completed, the Gerber 

and drilled files is sent to manufacturer for fabrication, subsequently, the various 

electrical components are soldered to the board. Figure 3-21 shows the key 

components of the finished circuit and are labelled for reference. 

 

Figure 3-20 Printed circuit board layout (silkscreen, top and bottom layer) 

 

Top silkscreen Top copper layer Bottom copper layer
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Figure 3-21 Complete printed circuit board mounted with CY8CKIT-050 

3.8 Summary 

In this chapter, complete hardware architecture of IMSEM is presented. 

Fabricated from current technology in embedded system market, the hardware 

design is realised with low power and low cost components. With combined 

component units, the IMSEM has the ability to carry out a complete decentralised 

RMD, featuring signal acquisition, signal conditioning, signal processing, intelligent 

algorithms and remote data transmission. 

Two analogue and two digital sensing channels are available for different 

transducer measurements. In this research work, vibration signal and rotating speed 

are chosen as main measurand units. They are transduced with ADXL001-070 

MEMS accelerometer and A2313 digital Hall-effect switch respectively. A peripheral 

8-bit MCU, CY8C29466-24PXI is integrated for signal conditioning and power 

management purposes. A 32-bit MCU, CY8C5869AXI-LP032 is utilised as main 

computational core which overall manages the data circulation within IMSEM. Data 

storage module, ALFAT processor communicate mass storage device to extended 

possible memory space for data calculation and logging. Wireless communication 

device, XBee 802.15.4 sends summarised RMD to other system platform.   
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In future design work, it is envisioned that some additional design criteria shall 

be explored further. Firstly, the use of a 4-layer printed circuit board to minimise 

mixed signal interference. Secondly, a breakdown circuit design for CY8C5868AXI-

LP032 to remove redundant hardware components on the off-the-shelf development 

kit, thus reducing power consumption at operation mode. The external modular 

energy harvesting circuit is integrated into the circuit board. Its respective design 

will be further discussed in chapter 5.  
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Chapter 4 

4 Embedded software design 

This chapter presents the embedded software of developed intelligent sensing 

system. Two sections are elaborated to discuss the software architecture of the 

system: Software module and embedded software applications. The software 

algorithm for signal analysis and standardised information managements are two 

main discussion topics in this chapter. 
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4.1 Overview 

In chapter 3, the selected hardware component units of IMSEM are compiled as 

a single unit. The incorporated software architecture is a necessity to manage the 

operation flow of IMSEM. The embedded software is -defined as: “to control 

hardware interface in managing resource and designated workflow”. Good software 

architecture is the key to harness the full potential of the hardware system. This 

chapter aims to elaborate greater details of the software framework embedded in the 

working prototype of IMSEM.  

In Figure 2-3 discussed previously, the complete RMD architecture contains 7 

functional layers, ranging from: sensing module, data manipulation, condition 

monitoring, health assessment, prognostic, decision support and presentation. With 

the advantages of the embedded technology of IMSEM, there are 5 functional layers 

which can be applied into the sensing architecture, reducing installation cost and 

human interference on RMD operations. The upgraded Figure 2-3 compliant with 

IMSEM is depicted in Figure 4-1.  

 

Figure 4-1 The compliant feature of IMSEM with open system CBM design 
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As discussed in chapter 3, the sensors being used in this research are the MEMS 

accelerometer (ADXL001-070) and the Hall-effect sensor (A3213). They do not have 

any embedded electronic to interface with. With other system modules (peripheral 

computational unit, main computational unit, data storage module and wireless 

module) they require embedded software architecture to realise their functionality.  

A complete software development toolchain is required to assign suitable software 

application onto the IMSEM.  

4.2 Software development toolchain 

Programming of MCU is a very challenging task for embedded software 

application as it involves several layers of computer language or machine language. 

Computer language is an elemental language of computers, comprising a long 

sequence of binary digits of zeros and ones (bits). It is the only language understood 

by computers. Generally, there are two categories of low-level languages: machine 

language and assembly language. A machine language or an assembly language are 

low-level languages that are machine oriented and are closer to the computer 

hardware and its configuration than high-level programming languages which are 

closer to human languages. Humans write in so-called high-level languages that are 

far more comprehensible than machine codes, and that require fewer characters to 

represent the task at hand. Therefore, binary notations are very difficult for humans 

to understand and are almost impossible for humans to use because they consist 

mostly of numbers or symbols.  

The first step to improve the programming structure readable by humans is to 

translate the high-level language to assembly language by a compiler. The assembly 

language instructions consist of a set of symbols and letters instead of being just 

numbers or codes. In computer programming, compilers are tools used to convert 

written source code to a binary object file in machine language without referencing 

to the target programming devices. A linker is introduced to assign the generated 

http://www.webopedia.com/TERM/M/machine_language.html
http://www.webopedia.com/TERM/A/assembly_language.html
http://www.webopedia.com/TERM/H/high_level_language.html
http://www.webopedia.com/TERM/L/language.html
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binary object file into the target devices, by replacing its relative memory address 

with the device memory stacks. This program is called an ‘assembler’. In computer 

programming the whole process is known as software development chain and is 

widely known in a MCU programming environment.  

The vendor of the chosen 8-bit MCU, CY8C29466-24PXI is programmed with C 

language. Cypress Semiconductor has released the IDE for their programming 

environment, namely Cypress PSoC Designer. At the workspace for C programming, 

PSoC Designer has also integrated friendly user interface for managing its analogue 

module resources. This has eased the development process for the user in choosing 

the desired features of 8-bit MCU.  

The main computational unit of the IMSEM, the CY8C5868AXI-LP032 is also 

embedded with C language. Cypress Semiconductor Corporation has released a 

different software package for the PSoC5 series MCU, namely the PSoC Creator. It 

provides a complicated development environment due to the much sophisticated 

structure of the 32-bit MCU. Similarly with the PSoC Designer, a GNU-licensed 

compiler is included in the software package to enable excessive MCU features within 

the C environment. 

Cypress has an advantage that it has included a programming toolkit for both 

the PSoC1 and PSoC5 series MCUs, namely the PSoC Programmer. It has an user-

friendly interface to download desired codes onto target devices with several simple 

mouse clicks. In all, the selected embedded systems have included the necessary 

software development toolchain covering IDE, compiler, assembler and linker in a 

single hardware/software package.  

4.2.1 User modules on computational cores 

The hardware architecture represents the essential platform of the IMSEM. To 

adequately operate the hardware system, a comprehensive software layer is required 

to manage responsible resource and operations of various hardware subsystems. In 
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this research work, the PSoC Designer and PSoC Creator have numerous user 

modules to manage the hardware and analogue resources of the MCUs. To ensure 

an efficient development process that provides high feasibility and interoperability, 

the analogue software modules are designed in a modular approach as each module 

has independent data registers and source codes. Such an approach is well-structured 

and provides good encapsulation and portability. 

In this research, the proposed IMSEM has respective software layers as presented 

in Figure 4-2. The application software comprises the top-level components that 

define operations and numeric parameters of respective software modules. To 

transmit successful information from the application software, a series of software 

modules serve as intermediate kernels to translate application software instructions 

to drive the hardware systems. The information of application software is stored in 

both MCUs. The main computational unit, the CY8C5868AXI-LP032 contains 

large-array computational algorithms, comprised of digital signal processing 

techniques and embedded intelligent algorithms. The user-defined application 

programming interface (API) is pre-programmed coding prototypes to manage 

software and hardware operations of the IMSEM.  

 

Figure 4-2 Software layers of IMSEM interfacing with respective hardware system 
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The software module layer of IMSEM can be partitioned into 5 parts: universal 

UART interface, GPIO data registers, ADC module, digital signal module and 

analogue signal module. The UART interface serves as the main receiver/transmitter 

agent to exchange information between the computational units with data storage 

module (ALFAT SoC processor) and wireless device (XBee 802.15.4). GPIO data 

registers control the data flow between two MCUs. The GPIO pins are also used to 

control the power rails of each hardware module as discussed in section 3.3.3. ADC 

module is responsible to collect measurement data from the sensing channels. By 

integrating analogue (Sample and hold) and digital signal (PWM) modules, it 

achieves simultaneous sampling within a designated sampling frequency. All 

integrated software modules of MCUs will be discussed in detail in the following 

sections.  

4.2.1.1 Cypress CY8C29466-24PXI 

The IDE of PSoC Designer provides a comprehensive layout representing the 

software modules of CY8C29466-24PXI, as shown in Figure 4-3. There are 2 types 

of software modules integrated in peripheral MCU: programmable gain amplifier 

(PGA) and low pass filter (LPF). The implementation of PGA module is to provide 

a high input impedance to the signal and to give more flexibility to input signal 

routing [123]. The gain of PGA is set at 1 to provide a unity gain from the input 

pins. Referring to Table 3-5, the LPF module requires 6 capacitance values as 

switched capacitor to operate a 2-pole LPF. The capacitance values can be either 

integrated on software application layer or the design wizard, which is presented in 

Figure 4-4. In this research work, the capacitance value of LPF module is assigned 

with the LPF API library: LPF_Set1, LPF_Set2, LPF_Set3, LPF_Set4, 

LPF_SetA and LPF_SetB. This is due to that the peripheral computational unit 

has to read user parameters from data storage module, which their values are not 

constant. 
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Figure 4-3 Analogue software module of peripheral computational unit in PSoC 

Designer 

 

Bitwise operations are integrated on software layer to control the GPIO pins of 

peripheral computational unit. These programming operations run at 24MHz at 

normal condition. To conserve energy in sleep mode, it is advisable to turn all 

redundant modules into off mode. Hence, a hidden user module, SleepTimer module 

is integrated in peripheral computing unit. By clocking at 1Hz speed with external 

oscillator, the SleepTimer user module is able to provide an interrupt service routine 

(ISR) to check the system status at every one second. With this feature, a real time 

counter can be designed within peripheral computer to wake up IMSEM after a 

particular time interval. 

There are eight GPIO pins connected to the main computational unit, 

CY8C5868AXI-LP032. Pin 6 and pin 7 are used as handshake checker to ensure 

complete data transmission between the computers, while other six pins (Pin 0 to 

pin 5) are used transmit/receive binary data. It is a simple protocol which can be 

established without occupying many resources of MCUs. 
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Figure 4-4 Design window of 2-pole low pass filter 

 

4.2.1.2 Cypress CY8C5868AXI-LP032 

Main computational unit with CY8C5868AXI-LP032 has more integrated 

software modules compared with peripheral computational unit with CY8C29466-

24PXI. Figure 4-5 presents the software module routing of CY8C5868AXI-LP032.  

 

Figure 4-5 Schematic design of analogue software modules in CY8C5868AXI-LP032 
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Three control registers are implemented to control the software and hardware 

modules of IMSEM. Real time clock module (RTC) is integrated to enable 

independent time recording feature during experimental test of IMSEM. Two UART 

modules are implemented to communicate system interface of data storage module 

(ALFAT processor) and wireless device (XBee 802.15.4). 

The software schematic routing for multiple synchronous ADC sampling is 

briefly discussed in section 3.4.2. The internal PWM generates 2 digital signals to 

toggle the operation of SDUART (UART for data storage module) module and 

sample and hold modules: pwm1 and pwm2. Both PWM waveforms are configured 

based in Figure 4-6. By clocking with a 2MHz oscillator, the PWM generate a digital 

signal with the period of 200µs. This represents a complete sampling cycle of 5kHz. 

For 10kHz, the period is set to 119 segments, with the period of 100µs. The high 

output of pwm1 enables the sample and hold modules to track the signals until the 

low transition of pulse width. On the other hand, pwm2 has inversed simultaneous 

digital waveform which its low signal enables SDUART module to read/write data. 

The low transition of pwm1 after the pulse width indicates the reset of sample and 

hold modules, thus waiting for the next tracked signals for ADC sampling. At this 

time instance, pwm2 toggles high pulse to set BUSY pin on SDUART module, to 

avoid information loss when saving data into IMSEM data buffer.    

 

Figure 4-6 PWM waveform patterns in CY8C5868AXI-LP032 

4.2.2 Programming data storage module 
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With UART interface, ALFAT processor requires 8-bit character command with 

host controller to carry out task. Table 4-1 defines simple commands to communicate 

with ALFAT processor. It should be noted that when ALFAT processor receives 

valid commands, it returns three 3-bit characters as good acknowledgement: !00. It 

is important to receive the acknowledgement sign before further data processing. In 

Table 4-1, the header [W] and [R] indicate the read and write procedure from the 

host controller. In this research work, it would be the main computational unit, 

CY8C5868AXI-LP032. The commands “Initialise” is the first compulsory instruction 

to mount the connected mass storage device. Once the “initialise” command is 

successfully executed, ALFAT processor provides 16 file handler to organise different 

operations.    

Table 4-1 Simple commands to communicate with ALFAT processor 

Commands Format Description 

Initialise and mount 

MMC/SD data storage 

[W] I{SP}X:{LF} 

[R] !00{LF} 

X: Drive name: 

 M: SD card 

 U0: USB port 0 

 U1; USB port 1 

Open file for Read, 

Write of Append 

[W] O{SP}>nM>{full path}{LF} 

[R] !00{LF} 

Open file name followed full 

path and associate it with 

handle n and access mode M. 

n is the handle number based in 

hexadecimal (1 to F). 

M: ALFAT tasks: 

 R: Read 

 W: Write 

 A: Append 

Read data from file [W] R{SP}nM>ssssssss{LF} 

[R] !00{LF} 

[R] [Reading data specified with the 

length ssssssss bytes] 

[R] $aaaaaaaa{LF} 

[R] !00{LF} 

n file handle in hexadecimal (1 

to F). 

M: Filler character 

ssssssss: Data length to be read 

in bytes 

aaaaaaaa: Actual read data size 

in bytes 

Write data to file [W] W{SP}n>ssssssss{LF} 

[R] !00{LF} 

n file handle in hexadecimal (1 

to F). 
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[W] [Write data into the chip in 

ssssssss bytes] 

[R] $aaaaaaaa{LF} 

[R] !00{LF} 

ssssssss: Data length to be 

writen in bytes 

aaaaaaaa: Actual written data 

size in bytes 

Flush file data [W] F{SP}n{LF} 

[R] !00{LF} 

Flush file handle n in 

hexadecimal (1 to F). 

Close file [W] C{SP}n{LF} 

[R] !00{LF} 

Close file handle n in 

hexadecimal (1 to F). 

 

4.3 Application software 

Application software is defined as the device software driver which hierarchically 

manages the resources of software modules and thus actuating hardware system to 

carry out tasks. The application software, by utilizing the computational power of 

the core, is designed to fulfil the data analysis goals of the system owner. 

In this research work, 2 main partitions are included in the application software 

layer: embedded intelligent algorithms for RMD fault detection and standardised 

format of data information. The embedded intelligent algorithms play important 

roles in performing modal analyses on the rotating MCM. Whereas, a proper format 

of data saving and logging is proposed to provide better platform integration within 

the data exchange format compliant with the OSA-CBM standard. 

4.3.1 Embedded intelligent algorithm 

In the IMSEM, the embedded algorithms comprise digital signal processing, 

feature extraction and data fusion. In dynamic signal analysis, computation on time 

domain is always limited with various vibration components lying on the same time 

response. Thus, the transformation of time domain into frequency power spectrum 

using FFT is crucial and should be first carried out to extract important feature 

components in the frequency domain. Secondly, feature components extraction from 

dynamic signal arrays defines the importance and numeric contribution to evaluate 

the efficiency of the RMD. Thirdly, the extracted feature components are evaluated 
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together with their respective contribution and weight with a previous healthy 

profile, which is assessed with the supervised learning algorithm, namely a support 

vector machine. Lastly, fault detection algorithms carry out the reasonable 

benchmark set by the system owner, completing a full cycle of RMD health 

assessment.  

4.3.1.1 Fast Fourier transform 

Power spectrum is an alternative method to represent signal into dimension of 

frequency. In discrete computation, discrete Fourier transform (DFT) is common 

technique to be used to do conversions. Its mathematical model can be expressed in 

(4-1): 

 𝐻𝑛 = ∑ ℎ𝑘𝑒
𝑗2𝜋𝑘𝑛/𝑁

𝑁−1

𝑘=0

 (4-1) 

Where:  

 𝑁 represents total number of discrete time samples 

 𝑛 represents the index of samples 

   represent the cycles per samples 

 ℎ𝑘 represents function of discrete signal in discrete time domain 

 𝐻𝑛  is a complex number containing amplitude and phase of Fourier 

component 

The sampling frequency, 𝑓  is important to determine the discrete time of the 

signal. Its relations with discrete frequency domain can be expressed in (4-2): 

 𝑓𝑛 =
𝑛

𝑁
𝑓  (4-2) 

Therefore, the frequency resolution can be altered respective to 𝑁 and 𝑓 . 

Conventional DFT has very low speed in computation, which is infeasible for 

real-time computation. Assuming function 𝑂  to be the execution time for a 
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mathematical instruction, the performance of 𝑂(𝑁2). The DFT algorithm has later 

been evolved to FFT. Among various FFT techniques, Cooley-Tukey FFT is chosen 

which its performance can be expressed in 𝑂(𝑁 log2𝑁) [112]. The improvement is 

fabulous. Assuming function 𝑂 is linear, FFT is 342 times faster than DFT with 

𝑁 =  024 points. Considering 𝑊 = 𝑒𝑗2𝜋/𝑁, the FFT can be expressed as: 

 

𝐻𝑛 = ∑ ℎ2𝑘𝑒
𝑗2𝜋𝑛(2𝑘)/𝑁

𝑁
2⁄ −1

𝑘=0

+ ∑ ℎ2𝑘+1𝑒
𝑗2𝜋𝑛(2𝑘+1)/𝑁

𝑁
2⁄ −1

𝑘=0

 

= ∑ ℎ2𝑘𝑒
𝑗2𝜋𝑛𝑘/(𝑁/2)

𝑁
2⁄ −1

𝑘=0

+𝑊𝑛 ∑ ℎ2𝑘+1𝑒
𝑗2𝜋𝑛𝑘/(𝑁/2)

𝑁
2⁄ −1

𝑘=0

 

= 𝐻𝑛
 +𝑊𝑛𝐻𝑛

𝑜 

(4-3) 

FFT separates DFT into two transform, 𝐻𝑛
  and 𝐻𝑛

𝑜, denoting the Fourier 

series in even and odd components respectively. Assuming set 𝐻 has 1024 points, 

the length of N/2 at both 𝐻𝑛
  and 𝐻𝑛

  are 512 points. The series can be further 

simplified into 𝐻𝑛
  , 𝐻𝑛

  , 𝐻𝑛
𝑜  and 𝐻𝑛

𝑜𝑜 with the size of N/4 (256 points). Using 

equation (4-3), the series 𝐻𝑛 can be further reduced to only single component and 

hence, 𝐻𝑛
 𝑜𝑜 𝑜𝑜… 𝑜 = ℎ𝑘. Using the advantages of odd/even characteristics, some 

repetitive summations of Fourier components can be neglected and hence improve 

the processing speed of Fourier calculation. 

The IMSEM is capable to calculate 2048 points FFT with sampling frequency of 

2.5kHz, 5kHz, 10kHz and 20kHz, with bandwidth of anti-aliasing filter of 1.25kHz, 

2.5kHz, 5kHz and 10kHz respectively. This has enabled the MCM system in 

monitoring the machines at wide range of operational speed. Currently, two 

components are extracted from the power spectrum as feature components: harmonic 

frequency and peak amplitude. Together with statistical parameters from time 

domain analysis, data fusion and classification is carried out using support vector 

machine. 
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4.3.1.2 Feature extractions 

Feature extractions with IMSEM involve with statistical analysis from quantised 

signal arrays. With available memory, the main computational unit is able to analyse 

a signal array with 32768 values at one time. The calculated parameters are then 

stored in single-floating point format in SRAM for temporary health assessment. 

After a single RMD operation cycles, the feature components are then written to 

mass storage device through data storage module.  

Five feature components are extracted from the time-domain and frequency 

domain, as detailed in Table 4-2. 

Table 4-2 Feature components extracted from core computational unit 

Feature 

component 
Source Domain Formula 

Mean average Vibration Time �̅� =
 

 
∑𝑥𝑖

𝑘

𝑖=1

 

RMS Vibration Time 𝑥 𝑚 = √
 

 
∑𝑥𝑖

2

𝑘

𝑖=1

 

Standard 

deviation 
Vibration Time 𝑥𝜎 = √

 

 −  
∑(𝑥𝑖 − �̅�)2
𝑘

𝑖=1

 

Kurtosis Vibration Time 𝑥𝑘𝑢 =
 

 
∑(

𝑥𝑖 − �̅�

𝑥𝜎
)
 𝑘

𝑖=1

 

Peak Vibration Frequency 𝑥𝑚𝑎𝑥 = max(  𝑇(𝑋)) 

where 𝑥 is the input signal.   and the total number of samples of 𝑥. 𝑖 is the 

index of samples. 

4.3.1.3 Support vector machine 

The IMSEM has the ability to extract five feature components, mapping them 

into multi-dimensional space. These feature components need to be concluded in the 

data fusion layers. Support vector machine (SVM), a supervised learning model, is 

integrated into the data fusion layer of IMSEM. SVM was originally formulated by 
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Vladimir N. Vapnik in [124]. Since then, SVM has drawn attention from various 

research fields. It is widely implemented as a supervised learning classifier for MCM. 

By giving a set of training examples with classified categories, SVM builds a 

generalisation model that assigns new examples into a suitable category. Figure 4-7 

shows an example of mapped samples on a two-dimensional feature space. The 

mapped data points are represented in squares and circles, which are respectively 

classified as negative and positive. The main idea of SVM is to establish the 

separating region as classification boundary between the two different classes. Ideally, 

the hyperplane of boundary is placed at the maximum distance of two nearest 

supporting data points. 

 

 

Figure 4-7 An example of 2-class classifier with two-dimensional feature vectors using 

SVM. 
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With the given number 𝑛 of feature component, the input 𝑥 can be expressed in 

vector form, 𝒙𝑖 , (𝑖 =  ,2,…𝑁). In this application, the 𝒙𝑖 represents the calculated 

feature parameters of a vibration signal based on equations in Table 4-2.  Two 

output classes are taken into account, denoted as 𝑦𝑖 ∈ {− ,+ }. The outputs of 

{− ,+ } represents the classification result of condition monitoring respectively: 

alarm and healthy. The formula of hyperplane, separating data, can be expressed as 

follows: 

 𝑓(𝑥) = 𝒘𝑇𝒙 + 𝑏 = ∑𝒘𝑖𝒙𝑖 + 𝑏 = 0

𝑁

𝑖=1

 (4-4) 

where 𝒘 is M-dimensional vector and 𝑏 is a threshold to separate hyperplane. In 

linearly separable margin as shown in Figure 4-7, the main objective of the SVM is 

to maximise the margin distance between the hyperplanes. Whereby, the nearest 

sample that close to the margin hyperplane can be mathematically expressed as: 

 𝒘 ∙ 𝒙 + 𝑏 = −   

and 

 𝒘 ∙ 𝒙 + 𝑏 =    

The objective of SVM is to determine the suitable 𝑤 vector. In training process, 

𝒘 serves as the prediction model of classification, based on the training datasets. By 

using geometry, the distance between margin hyperplanes can be expressed as 

2 ‖𝒘‖⁄ , where ‖𝒘‖ is the magnitude of vector 𝒘. To optimise the margin distance, 

‖𝒘‖ should be minimised. In mathematical optimisation, Langrange multiplier is 

used to determine the loxal maxima of the function, which the calculation can be 

transformed to: 

 

min
𝑤,𝑏

 

2
𝒘𝑇𝒘−∑𝛼𝑖𝑦𝑖

𝑁

𝑖=1

(𝒘 ∙ 𝒙𝑖 + 𝑏)

+∑𝛼𝑖

𝑁

𝑖=1

 

(4-5) 
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where 𝑎  is the equaivalent space of Langrangian variables, 𝛼 = [𝛼𝑖, … , 𝛼𝑛]
𝑇 . 

Based on equation (4-8), the mathematical variables 𝛼, 𝒘 and 𝑏 can be resolved 

with quadratic programming. In embedded system, quadratic programming could 

be a hectic programming workload when calculating the variables with huge amount 

of training samples and feature components. For IMSEM, only 5 feature components 

are taken into account, which make quadratic programming to be applicable in MCU 

device.  

 

Once the variables 𝛼 , 𝒘  and 𝑏  are determined, the IMSEM is ready for 

classification purpose. The classification process is based on the generalised 

parameters 𝛼𝑖. Simplifying with Kuhn-Tucker condition, the the vector 𝒘 can be 

rearranged to: 

 𝒘 = ∑𝛼𝑖𝑦𝑖𝒙𝑖

𝑁

𝑖=1

 (4-6) 

By rearranging equation (4-6) with equation (4-4), yields,  

 �̂� = ∑𝛼𝑖𝑦𝑖(𝒙𝑖 ∙ 𝒙) + 𝑏

𝑁

𝑖=1

 (4-7) 

Where (𝒙𝑖 ∙ 𝒙) is the dot product of the input samples. 𝒙 is the input sample 

vector at prediction stage. The function of 𝑠𝑔𝑛(∙) could be added in to provide 2-

class classification result: 

 �̂� = sgn(∑𝛼𝑖𝑦𝑖(𝒙𝑖 ∙ 𝒙) + 𝑏

𝑁

𝑖=1

) (4-8) 

Which satisfy the following rules:When ∑ 𝛼𝑖𝑦𝑖(𝒙𝑖 ∙ 𝒙) + 𝑏𝑁
𝑖=1 ≥  , then �̂� =   

When ∑ 𝛼𝑖𝑦𝑖(𝒙𝑖 ∙ 𝒙) + 𝑏𝑁
𝑖=1 ≤  , then �̂� = − In equation (4-7), there is only one 

feature input taken into account. In the data fusion layer of IMSEM, multiple feature 

components are required as feature vectors for the classification function. The multi-
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dimensional feature vectors can be projected into a higher dimensional feature space 

using kernel function 𝐾(𝒙𝑖, 𝒙𝑗), where 𝑗 defines the number of feature components. 

Moreover, by substituting kernel function into equation (4-7), equation (4-9) is 

yielded. There are several kernel functions that are common in SVM classification. 

To test the validity of SVM, linear kernel function, 𝐾(𝒙𝑖, 𝒙𝑗) = (𝒙𝑖
𝑇 ∙ 𝒙𝑗) is used and 

integrated into the IMSEM. 

 �̂� = 𝑠𝑔𝑛 (∑𝛼𝑖𝑦𝑖𝐾(𝒙𝑖, 𝒙𝑗) + 𝑏

𝑁

𝑖=1

) (4-9) 

With linear kernel: 

 �̂� = 𝑠𝑔𝑛 (∑𝛼𝑖𝑦𝑖(𝒙𝑖
𝑇 ∙ 𝒙𝑗) + 𝑏

𝑁

𝑖=1

) (4-10) 

There are various tools available for solving the SVM classification. An open 

source library for support vector machines (LIBSVM) is chosen as the main source 

code for developing the SVM algorithms for IMSEM. Written by Lin et al. and 

published in [96], this provides an efficient library for SVM classification and 

regression. The implementation of LIBSVM on embedded systems is proven in [126]. 

Linear kernel is chosen as a testing kernel function for the experiment.  

4.3.2 OSA-CBM data format for information exchange 

The saved data format in a mass storage device is in 8-bit characters. With the 

compliant file system in a normal computer, it is advisable to save the data in ASCII 

text representation with text format. Hence, the data format for information 

exchange proposed in the OSA-CBM document is able to apply for better data and 

information exchange for future expansion and industrial deployment. 

By considering the limited memory and operation time for energy saving, there 

are 5 main parameters to be saved in the OSA-CBM compliant data format: user 

configurations, raw data signals, power spectrum, extracted feature components and 

health assessment result. All the information in the data storage module is saved in 
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ASCII text representations, in which the information can be easily retrieved or 

edited on an end-user interface. To build an OSA-CBM-compatible system, a 

compliant XML schema is predefined in the SD card. The IMSEM saves five outputs 

in ASCII text formats: vibration signal, rotating speed, feature components, real 

frequency spectrums and sensor configurations. Their respective XML schemas with 

OSA-CBM standards are tabulated in Table 4-3. 

Table 4-3 XML document type for IMSEM output respective to their XML schema 

Output XML Schema Root element XML filename 

Vibration 

signal 
DataAcquisition.xsd DAWaveform DAVibration.xml 

Rotating speed DataAcquisition.xsd DAWaveform DASpeed.xml 

Frequency 

spectrum 
DataManipulation.xsd RealFrqSpect DMfft.xml 

Feature 

components 
DataManipulation.xsd DMDataSeq DMData.xml 

Configurations Configuration.xsd Configuration ISConfig.xml 

 

Vibration and rotating speed are retrieved from the accelerometer and Hall-effect 

sensor, in which the information is extracted from the data acquisition module. A 

frequency spectrum and computed feature components are the processed data from 

the data manipulation module. In order to avoid confusion, the OSA-CBM outlines 

namespaces for different functional layers. For example, ‘DAWaveform’ under 

‘DataAcquisition.xsd’ is used for waveform information from the data acquisition 

layer, whilst the ‘DMDataSeq’ under ‘DataManipulation’ is used for saving the 

sequence of data information in the data manipulation layer. With pre-programmed 

algorithms, the IMSEM has the ability to arrange information in OSA-CBM based 

XML documents, ready for future implementation with other devices. 

4.4 Graphical user interface 

A graphical user interface is developed under .NET Framework 4 with C# 

language. The interface serves a main communication platform to arrange ASCII 
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data formatted information from XBee and project them onto user screen. The 

interface gathers condition related data from IMSEM, and save them into 

appropriate format with user configurations. Figure 4-8 shows the developed 

graphical user interface with various features to read and write data with IMSEM. 

 

Figure 4-8 Graphical user interface communicating with IMSEM 

 

The interface has several configurable options for users to change IMSEM’s 

setting: time interval of monitoring, sampling frequency and monitoring thresholds. 

The latter two options are implemented for future expansion as they are not in used 

in the experiments elaborated in Chapter 6. When IMSEM finish calculating the 

feature parameters, the respective values will be sent to computing hub, projecting 

on feature components panel. The plot area displays the graphical trending data of 

extracted parameters. To effectively monitor the operation of IMSEM, the log 

terminal receives and logs IMSEM’s ASCII data information. Interfacing with 

UART protocol, the communication settings allow user to change UART interface 

option of IMSEM, thus changing the speed of information transmission between 

IMSEM and computer platform. 

Plot area

Log terminal

Communication 
settings

Extracted feature components from 
IMSEM

IMSEM 
configuration

Related 
monitoring 
report from 
IMSEM
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The current graphical user interface is built based on establishing the monitoring 

system between the sensing level and computer. Similar system could be established 

by developing a mobile application for smartphones with various standard 

development kit available online, creating a mobile monitoring system for RMD. 

However, the communication protocol of smartphone has different frequency than 

XBee frequency band. To resolve this, addition hardware equipment such as IOIO-

OTG by SeeedStudio and Sparkfun Electronics serves as the communication 

input/output agent, this bridges the gap between the mobile application and UART 

interface.  

4.5 Summary 

In this chapter, a complete software architecture of the IMSEM is addressed. 

There are 2 main software layers in the IMSEM: the software module and application 

software. The software modules include all the necessary software features to 

establish a complete functioning IMSEM system for RMD purpose. To efficiently 

utilise the resources of the software module, an application software layer is 

introduced. In this research work, the application software contains embedded 

intelligent algorithms for modal signal analysis and RMD health assessment. A 

standardised data format for data storage module is implemented for compatible 

data storage exchange within an OSA-CBM compliant system platform.  

To effectively monitor the activities carried out on sensing level, a graphical user 

interface is developed to arrange and log the data information from IMSEM. This 

graphical user interface includes some simple user configurations (alarm threshold, 

sampling frequency, and time interval for monitoring), allowing user to alternate the 

sensor’s settings. The extracted feature components and monitoring result are 

presented in numeric and trending plot. This graphical user interface serves as the 

main monitoring and debug when developing the IMSEM. In future designs, a more 

effective application software layer will be further investigated. Firstly, for the 
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supervised learning algorithm, the SVM should be further studied to reduce its 

memory and computing usage. Currently, the IMSEM sends XML data in ASCII 

format, which involves massive communication workload. To minimise the 

communication overhead, it is possible to send a compliant information structure to 

the target device, as specified in Open Standard Architecture—Enterprise 

Application Integration (OSA-EAI) [127]. This can be further investigated in future 

research.  
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Chapter 5 

5 Design of an energy-aware module for 

intelligent sensor 

This chapter discusses the design of an energy-aware module for an intelligent 

sensor. This covers one of the major scopes of the project objectives which is energy 

sustainability. The major sections are outlined as follows: energy harvesting, energy 

storage and energy consumer. Throughout the chapter, the energy budget demanded 

by developed IMSEM is analysed. Simulation and experimental tests prove that the 

working prototype is able to perform the monitoring tasks with low energy supply 

from the energy harvesting module. 
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5.1 Overview 

Power source is one of the major challenges in providing indefinite long term 

operation of sensor network. Two main approaches are proposed to prolong the 

sensor's operating lifespan: power harvesting and power saving management. Power 

harvesting device receives growing attention due to its potential at providing 

external electricity to wireless sensor networks from different forms of environmental 

energy. However, such system has limited power generation. Therefore, power saving 

management has to be considered to reduce energy usage at sensing node. This 

chapter aims to discuss the efficient power management characteristic and power 

harvesting system for a wireless IS for MCM.  

As discussed in section 2.4.1.1, solar energy harvesting is selected as primary 

energy source to power up IMSEM. Firstly, a technical specification of a photovoltaic 

(PV) cell is studied. Secondly, energy storage module is addressed to store ambient 

energy from PV cell is analysed. Then, power budget of a working IMSEM is 

investigated. This budget shall form the possible framework and structure of the 

power harvesting module for the proposed working sensor technology. An equivalent 

simulation model is established which its performance is validated with series of 

experiments.  

5.2 Energy-aware system module 

To enhance the energy efficiency of the IMSEM, the sensor device can be  

adapted into 3 system modules: energy harvesting module (source), energy storage 

(store) and intelligent sensing interface (consumer) [56], [82]. Each module plays 

important roles to establish an indefinite energy lifetime for the IMSEM. The 

performance of PV array is studied and analysed. Its applicability with the energy 

storage and energy consumer is further discussed in sections 5.4 and 5.5.   



MANCHESTER METROPOLITAN UNIVERSITY   

SCHOOL OF ENGINEERING  SIEW HON TEAY 10975784 

 

  Page 97 

 

5.3 Energy source: Modelling and simulation of 

photovoltaic array 

5.3.1 Mathematical model of photovoltaic array 

Solar power harvesting is considered as one of the practical candidates to provide 

pre-defined charge and recharge for a remote sensing units. An equivalent circuit of 

PV cell can be illustrated in Figure 5-1.  

   

Figure 5-1 Single PV cell equivalent circuit. 

 

Whereas, the mathematical model of an ideal PV cell can be expressed as [71]: 

 𝐼 = 𝐼𝑝𝑣,𝑐 𝑙𝑙 − 𝐼0,𝑐 𝑙𝑙 [exp (
𝑞𝑉

𝑎 𝑇
) −  ] (5-1) 

Where 𝐼𝑝𝑣,𝑐 𝑙𝑙  is the current generated by a PV cell, which is theoretically 

proportional to the solar irradiance, 𝐺. 𝐼0,𝑐 𝑙𝑙 is the reverse saturation or leakage 

current of the Shockley diode. 𝑞 is the electron charge (1.60217646×10-19C),   is the 

Boltzmann constant (1.3806503×10-23J/K), 𝑇 is the temperature of the p-n junction, 

and 𝑎 is the diode ideality constant. The Shockley diode equation, 𝐼𝑑,𝑐 𝑙𝑙 can be 

expressed as: 

 𝐼𝑑,𝑐 𝑙𝑙 = 𝐼0,𝑐 𝑙𝑙 [exp (
𝑞𝑉

𝑎 𝑇
) −  ] (5-2) 

𝐼𝑝𝑣 𝐼

𝑅 

𝐺
𝑅 

𝐼𝑑

+

-

𝑉

Ideal PV cell
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However, the equation (5-1) does not represent the practical model of PV array. 

Practical PV array comprises equivalent series and parallel resistors. The equation 

(5-1) can be rearranged to: 

 𝐼 = 𝐼𝑝𝑣 − 𝐼0 [exp (
𝑉 + 𝑅 𝐼

𝑉𝑡𝑎
) −  ] −

𝑉 + 𝑅 𝐼

𝑅𝑝

 (5-3) 

Where 𝑅  is equivalent series resistance of the PV array, 𝑅𝑝  is equivalent 

parallel resistance. 𝑉𝑡 is the thermal voltage of the array, which can be formulated 

as: 

 𝑉𝑡 =
𝑁  𝑇

𝑞
 (5-4) 

Where 𝑁  is the number of cells connected in series. 𝐼𝑝𝑣 and 𝐼0 are the PV and 

saturation currents of the array corresponding with the number of PV cells 

connected in parallel, 𝑁𝑝. Note that the cells connected in series provide higher 

voltage, while cells connected in parallel provide higher current. The mathematical 

expression of PV cells and array can be expressed in:  

 𝐼𝑝𝑣 = 𝐼𝑝𝑣,𝑐 𝑙𝑙 ∙ 𝑁𝑝 (5-5) 

 𝐼0 = 𝐼0,𝑐 𝑙𝑙 ∙ 𝑁𝑝 (5-6) 

Practical PV device has general I-V curves to represent their solar energy 

scavenging characteristics. Figure 5-2 shows the I-V curve of a practical PV device 

with 3 remarkable points. 𝐼 𝑐  and 𝑉𝑜𝑐  is short-circuit current and  open-circuit 

voltage of PV cells respectively. Maximum power point, which is located at 

(𝑉𝑚𝑝, 𝐼𝑚𝑝), represents the highest power generated by PV device. It is the desirable 

power point to maximise the performance of PV device.  
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Figure 5-2 I-V curve of a practical PV array with 3 remarkable points: short circuit 

current (0, 𝐼 𝑐), maximum power point (𝑉𝑚𝑝 , 𝐼𝑚𝑝), and open circuit voltage (𝑉𝑜𝑐 , 0). 

 

The PV generated current, 𝐼𝑝𝑣  is proportional to the solar irradiance. Its 

performance is critically dependant on the cell temperature. Discussed in [72], the 

mathematical equation of 𝐼𝑝𝑣 can expressed as: 

 𝐼𝑝𝑣 = (𝐼𝑝𝑣,𝑛 + 𝐾𝐼∆𝑇)
𝐺

𝐺𝑛

 (5-7) 

Where 𝐼𝑝𝑣,𝑛  is the nominal PV generated current, 𝐾𝐼  is the temperature 

coefficient on generated, ∆𝑇 is the relative temperature difference (∆𝑇 = 𝑇 − 𝑇𝑛), 𝐺 

is the solar irradiance on the PV device surface and 𝐺𝑛 is the solar irradiance at 

nominal condition. Equation (5-7) can be easily established with the specifications 

provided in the datasheet of PV device. The fraction 𝐺/𝐺𝑛 represents the ratio of 

solar irradiance to nominal solar irradiance. In general, the nominal condition of PV 

device is: 𝑇𝑛 = 2 °𝐶  and 𝐺𝑛 =  000𝑊/𝑚2 . The dependence of diode saturation 

current at nominal condition, 𝐼0,𝑛 with temperature can be expressed as shown: 

 𝐼0,𝑛 =
𝐼 𝑐,𝑛

exp (
𝑉𝑜𝑐,𝑛

𝑎𝑉𝑡
) −  

 (5-8) 

Where 𝐼 𝑐,𝑛 is the short circuit current at nominal condition and 𝑉𝑜𝑐,𝑛 is the open 

circuit voltage at nominal condition. However, equation (5-8) does not take the 

𝑉

𝐼

(0, 𝐼 𝑐)

(𝑉𝑜𝑐 , 0)

MPP

(𝑉𝑚𝑝, 𝐼𝑚𝑝)

𝑉𝑚𝑝

𝐼𝑚𝑝
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temperature coefficients into account. Developed in [73], equation (5-8) can be 

improved  to:  

 𝐼0 =
𝐼 𝑐,𝑛 + 𝐾𝐼∆𝑇

exp (
𝑉𝑜𝑐,𝑛+𝐾𝑉∆𝑇

𝑎𝑉𝑡
) −  

 (5-9) 

Equation (5-9) comprises both temperature related parameters, 𝐾𝐼 and 𝐾𝑉. This 

ensures its accuracy to express the dependence of 𝐼0 on the temperature so that the 

net effect of the temperature is the linear variation of the open-circuit voltage 

according to the practical temperature coefficients. 

5.3.2 Determining photovoltaic array parameters 

For most commercial available solar panels, the vendors have provided general 

specifications of PV device. Most devices are tested in nominal condition (𝑇𝑛 = 2 °𝐶 

and 𝐺𝑛 =  000𝑊/𝑚2). A solar panel KS10T by SolarTec provides its technical 

specification as tabulated in Table 5-1 [128]. 

 Table 5-1 Technical specifications of solar panel KS10T by SolarTec 

Parameter Value 

Current at maximum power point, 𝐼𝑚𝑝 0.58A 

Voltage at maximum power point, 𝑉𝑚𝑝 17.4V 

Maximum power, 𝑃𝑚𝑝 = 𝑉𝑚𝑝 ∙ 𝐼𝑚𝑝 10.092W 

Open circuit voltage, 𝑉𝑜𝑐 21.7 

Short circuit current, 𝐼 𝑐 0.63 

 

The datasheet of KS10T does not provide the temperature coefficients in percent. 

Hence, its respective temperature coefficients are estimated from similar model of 

other solar panel. Equations (5-7) and (5-9) can be rearranged to: 

 𝐼𝑝𝑣 = 𝐼𝑝𝑣,𝑛( + 𝐾𝑖∆𝑇)
𝐺

𝐺𝑛

 (5-10) 

and 
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 𝐼0 =
𝐼 𝑐,𝑛( + 𝐾𝑖∆𝑇)

exp (
𝑉𝑜𝑐,𝑛(1+𝐾𝑣∆𝑇

𝑎𝑉𝑡
) −  

 (5-11) 

Concluding all equations and parameters, there are 3 unknowns to determine: 𝑎, 

𝑅  and 𝑅𝑝 . In [73], Marcelo et al. have suggested that the value of 𝑎 may be 

arbitrarily chosen and is totally empirical. However, this method is not analytical 

and the authors did not discuss it in details. Discussed in [129], 𝐼𝑚𝑝, 𝐼𝑝𝑣 and 𝐼0 can 

be expressed alternatively as: 

 
𝐼𝑚𝑝 = 𝐼𝑝𝑣 − 𝐼0 ∙ exp (

𝐼 𝑐𝑅 

𝑎𝑉𝑡
) −

𝐼 𝑐𝑅 

𝑅𝑝

 
(5-12) 

 𝐼𝑝𝑣 = 𝐼0 ∙ exp (
𝑉𝑜𝑐
𝑎𝑉𝑡

) +
𝑉𝑜𝑐
𝑅𝑝

 (5-13) 

 𝐼0 = (𝐼 𝑐 −
𝑉𝑜𝑐 − 𝐼 𝑐𝑅 

𝑅𝑝

) exp (
−𝑉𝑜𝑐
𝑎𝑉𝑡

) (5-14) 

Equation (5-13) and (5-14) can be inserted into (5-12), yields, 

 

𝐼𝑚𝑝 = 𝐼 𝑐 −
𝑉𝑚𝑝 + 𝐼𝑚𝑝𝑅 − 𝐼 𝑐𝑅 

𝑅𝑝

− (𝐼 𝑐 −
𝑉𝑜𝑐 − 𝐼 𝑐𝑅 

𝑅𝑝

)

∙ exp (
𝑉𝑚𝑝 + 𝐼𝑚𝑝𝑅 − 𝑉𝑜𝑐

𝑎𝑉𝑡
) 

(5-15) 

To solve three unknown parameters, another 2 equations are needed. Illustrating 

in Figure 5-3, the maximum power point has reached to a vertex point. 
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Figure 5-3 P-V curve of a practical PV array with respective maximum power point 

(𝑉𝑚𝑝 , 𝑃𝑚𝑝). 

 

 Mathematically, the derivative of power with voltage can be expressed as: 

 
𝑑𝑃

𝑑𝑉
= 0,

𝑉 = 𝑉𝑚𝑝

𝐼 = 𝐼𝑚𝑝

 (5-16) 

Any derivative of 𝐼 𝑐 can also be related with parallel resistor, yields: 

 
𝑑𝐼

𝑑𝑉
= −

 

𝑅𝑝

, 𝐼 = 𝐼 𝑐  (5-17) 

Equation (5-16) can be rewritten as: 

 
𝑑𝑃

𝑑𝑉
=

𝑑(𝐼𝑉)

𝑑𝑉
= 𝐼 +

𝑑𝐼

𝑑𝑉
𝑉,

𝑉 = 𝑉𝑚𝑝

𝐼 = 𝐼𝑚𝑝

 (5-18) 

Since equation (5-18) can be established when 𝐼 = 𝐼𝑚𝑝. Equation (5-15) can be 

rewritten in function format as shown: 

 𝐼 = 𝑓(𝐼, 𝑉) (5-19) 

By differentiating equation (5-19), yields: 

 

MPP

(𝑉𝑚𝑝, 𝑃𝑚𝑝)

𝑃

𝑉 𝑉𝑚𝑝

𝑃𝑚𝑝
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 𝑑𝐼 = 𝑑𝐼
𝛿𝑓(𝐼, 𝑉)

𝛿𝐼
+ 𝑑𝑉

𝛿𝑓(𝐼, 𝑉)

𝛿𝑉
 (5-20) 

The derivative of equation (5-20) with voltage gives: 

 
𝑑𝐼

𝑑𝑉
=

𝛿

𝛿𝑉
𝑓(𝐼, 𝑉)

 −
𝛿

𝛿𝐼
𝑓(𝐼, 𝑉)

 (5-21) 

By substituting equation (5-21) into equation (5-18), with 𝑉 = 𝑉𝑚𝑝 and 𝐼 = 𝐼𝑚𝑝, 

gives: 

 
𝑑𝑃

𝑑𝑉
= 𝐼𝑚𝑝 +

𝑉𝑚𝑝
𝛿

𝛿𝑉
𝑓(𝐼, 𝑉)

 −
𝛿

𝛿𝐼
𝑓(𝐼, 𝑉)

 (5-22) 

By expanding 𝑓(𝐼, 𝑉) with equation (5-15) in (5-22), results: 

 
𝑑𝑃

𝑑𝑉
= 𝐼𝑚𝑝 + 𝑉𝑚𝑝

−
(𝐼𝑠𝑐𝑅𝑝−𝑉𝑜𝑐+𝐼𝑠𝑐𝑅𝑠) exp(

𝑉𝑚𝑝+𝐼𝑚𝑝𝑅𝑠−𝑉𝑜𝑐

𝑎𝑉𝑡
)

𝑎𝑉𝑡𝑅𝑝
−

1

𝑅𝑝

 +
(𝐼𝑠𝑐𝑅𝑝−𝑉𝑜𝑐+𝐼𝑠𝑐𝑅𝑠) exp(

𝑉𝑚𝑝+𝐼𝑚𝑝𝑅𝑠−𝑉𝑜𝑐

𝑎𝑉𝑡
)

𝑎𝑉𝑡𝑅𝑝
−

𝑅𝑠

𝑅𝑝

, 𝐼 = 𝐼𝑚𝑝 (5-23) 

Another equation can be expressed can be expressed as: 

 
 

𝑅𝑝

=
𝑑𝐼

𝑑𝑉
=

−
(𝐼𝑠𝑐𝑅𝑝−𝑉𝑜𝑐+𝐼𝑠𝑐𝑅𝑠) exp(

𝐼𝑠𝑐𝑅𝑠−𝑉𝑜𝑐
𝑎𝑉𝑡

)

𝑎𝑉𝑡𝑅𝑝
−

1

𝑅𝑝

 +
(𝐼𝑠𝑐𝑅𝑝−𝑉𝑜𝑐+𝐼𝑠𝑐𝑅𝑠) exp(

𝐼𝑠𝑐𝑅𝑠−𝑉𝑜𝑐
𝑎𝑉𝑡

)

𝑎𝑉𝑡𝑅𝑝
−

𝑅𝑠

𝑅𝑝

, 𝐼 = 𝐼 𝑐  (5-24) 

Equations (5-15), (5-23) and (5-24) can be used to determine 3 unknown 

parameters. Figure 5-4 presents the sequential flowchart to determine the 

parameters. Note that these equations are transcendental equations, which can be 

solved using numerical analysis methods. 
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Figure 5-4 Flowchart to determine 3 unknowns: 𝑅 , 𝑅𝑝, 𝑉𝑡(𝑎) of PV panel [129]. 

 

5.3.3 Simulation of photovoltaic array 

The mathematical flowchart presented in Figure 5-4 consists complicated 

numerical analysis which occasionally, does not provide convergent results. 

Presented in [73], 𝑅𝑝  and 𝑅𝑝  are solved at the point where 𝑑𝑃 𝑑𝑉⁄ ≠ 0. Hence, 

equation (5-23) has been omitted at the last phase of numerical analysis. The 

calculated parameters of KS10T are tabulated a shown: 

Table 5-2 Calculated parameters of solar panel KS10T at nominal conditions 

Parameter Value 

Current at maximum power point, 𝐼𝑚𝑝 0.58A 

Voltage at maximum power point, 𝑉𝑚𝑝 17.4V 

Maximum power, 𝑃𝑚𝑝 = 𝑉𝑚𝑝 ∙ 𝐼𝑚𝑝 10.092W 

Open circuit voltage, 𝑉𝑜𝑐 21.7V 

Short circuit current, 𝐼 𝑐 0.63A 

Start
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Temperature coefficient of current, 𝐾𝑖 0.06%/K 

Temperature coefficient of voltage, 𝐾𝑣 -0.36%/K 

Saturation current at nominal condition, 𝐼0,𝑛 3.8557×10-8 

PV array current, 𝐼𝑝𝑣 0.63A 

𝑎 1.3715 

𝑅  0.0035Ω 

𝑅𝑝 1200Ω 

 

Note that 𝐼𝑝𝑣,𝑛 is the deduced current from 𝐼 𝑐. The mathematical relation of 

𝐼𝑝𝑣,𝑛 and 𝐼 𝑐 can be expressed as: 

 𝐼𝑝𝑣,𝑛 =
𝑅𝑝 + 𝑅 

𝑅𝑝

𝐼 𝑐  (5-25) 

A simulation model of PV arrays is built with MATLAB Simulink, as shown in 

Figure 5-5. The subsystem of the Simulink model is shown in Figure 5-6.  

 

Figure 5-5 Simulink model of PV array. 
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Figure 5-6 Subsystem of PV Simulink model 

 

The function of the model is well discussed in [73]. The simulated I-V curves of 

KS10T are then compared with the experimental results in 3 different solar 

irradiance input. The calculated values of 𝑅  and 𝑅𝑝 are finely tuned to match the 

actual performance of KS10T. It is a trial-and-error process to improve the Simulink 

model. In Figure 5-7, the end results show simulated results show that the Simulink 

model has similar performance as actual model. With the obtained results, it is found 

that the Simulink PV model could produce accurate results for further simulation 

and analysis. 
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5.4 Energy storage: Supercapacitor array 

5.4.1 Basic model of supercapacitor 

Supercapacitor, by its definition, is a capacitor which has tremendous high 

capacity to store energy. Common supercapacitor has capacitance of 0.1F and above. 

The schematic of supercapacitor can be illustrated as shown in Figure 5-8 [84]. There 

are various approaches to build equivalent supercapacitor model. Stated in [84], 

supercapacitor has voltage-dependency capacitance. Hence, to accurately build a 

simulation model, it is necessary to obtain the non-linear capacitance values by 

carrying out supercapacitor state of charge (SoC) and state of discharge (SoDC) 

experiment. Based on Figure 5-8, there are 6 unknown variables to be determined: 

𝑅1, 𝑅2, 𝑅 , 𝑅𝑝, 𝐶 and 𝐶𝑝. Each unknown components represents the actual electrical 

properties which could be observed from the SoC and SoDC of supercapacitors.  

 

Figure 5-8 Basic equivalent schematic model of supercapacitor. 

 

The unknown variable 𝐶 represents the non-linear capacitance of supercapacitor. 

Despite its rated value could be easily determined in any capacitor datasheets, it is 

𝑅1
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voltage-dependent parameter which its non-linear behaviour should be determined 

for accurate analysis. The capacitance value 𝐶𝑝 could be expressed as: 

 𝑖 𝑐𝑎𝑝(𝑡) = 𝐶
𝑑

𝑑𝑡
𝑉 𝑐𝑎𝑝(𝑡) (5-26) 

Where 𝑖 𝑐𝑎𝑝 is the current induced by the supercapacitor and 𝑉 𝑐𝑎𝑝(𝑡) as voltage 

level of superapacitor respective to time. This equation could be used to calculate 

voltage-dependent capacitance at different level of voltage level. To calculate 

𝑉 𝑐𝑎𝑝(t), equation (5-26) could be rearranged to: 

 𝑉 𝑐𝑎𝑝(𝑡) = ∫
𝑖 𝑐𝑎𝑝(𝑡)

𝐶
𝑑𝑡 (5-27) 

Another equation to express the electrical charge could be expressed as: 

 𝑄 = ∫ 𝑖 𝑐𝑎𝑝(𝑡)𝑑𝑡 (5-28) 

Where 𝑄  represents the electrical charge in supercapacitor, which its electrical 

characteristic can be expressed using the integration of current with time. To 

calculate 𝐶, equations (5-26) and (5-27) could be rearranged, yields: 

 𝐶 =
∆𝑄

∆𝑉 𝑐𝑎𝑝
 (5-29) 

The capacitance value can be calculated by determining the ratio between the 

rate of changes of charge and voltage. Figure 5-9 shows the required parameters to 

obtain 𝐶. For other unknown variables, the value of capacitance 𝐶𝑝 is chosen to be 

one thirteenth of 𝐶  with reasonable discussion in [84] and [81]. 𝑅1  representing 

equivalent series resistance (ESR) could be determined by observing manufacture’s 

datasheet or by a rapid change in charging current and measuring the initial voltage 

variation. Wheareas 𝑅  can be calculated by measuring the voltage drop after 

charging current has been turned off. The values of 𝑅2 and 𝑅𝑝 are difficult to acquire 

from SoC and SoDC measurements. Therefore, their respective values are 
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determined by tuning the parameters of the simulation to match experimental 

results. 

 

Figure 5-9 State of charge of supercapacitor with constant 2.5A supply 

 

In this research work, Cooper Bussmann HV100F supercapacitor is used as the 

main energy buffer unit for the IMSEM. Its technical specifications from datasheet 

are listed in Table 5-3.  

Table 5-3 Technical specifications of Cooper Bussman HV100F supercapacitor 

Parameter Value 

Rated capacitance  100F 

Rated voltage 2.7V 

Maximum leakage current at nominal condition 0.26mA 

Equivalent series resistance (ESR) 0.012Ω 

The HV100F is then taken into test to determine the unknown variables for 

accurate simulation model. By applying polynomial fitting to the behaviour of state 

of charge of supercapacitor, a polynomial equation could be determined: 𝑦(𝑥) =

𝑉 𝑐𝑎𝑝(𝑡) = 3 4 ×  0−7𝑡 −    ×  0− 𝑡2 + 3 2 ×  0−2𝑡 + 0  3. This could be used to 
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calculate respective capacitor voltage at different time instances.  Note that the 

capacitor voltage changes according to the charge current, as shown in Figure 5-10.  

 

Figure 5-10 Capacitance voltage dependency of HV100F supercapacitor 

 

This clearly shows that in practice, the function of voltage-dependent 

capacitance is non-linearly related to two independent components: 𝑉 𝑐𝑎𝑝 and 𝐼 𝑐𝑎𝑝. 

Similar average capacitance values of HV100F are also tabulated in Table 5-4. Their 

respective capacitance value is 100F, which satisfies the capacitance value stated in 

the datasheet [130]. Since the main power supply is from PV power source, the 

function of voltage-dependent capacitance, 𝐶(𝑉) at low charge current is taken into 

account. Whereby, the nominated PV current is rated at average 0.63A.  

 

Table 5-4 Experimental test to calculate the capacitance value of HV100F 

supercapacitor 

Test 

number 

Supply current 

(A) 
∆𝑡 (s) 𝑉0 (V) 𝑉1 (V) Q (C) C (F) 

1 0.5 585.4 0.02423 2.829 292.7 104.3579 
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2 4 66 0.1805 2.781 264 101.5189 

3 5 49.2 0.2058 2.665 246 100.0325 

 

By applying equations (5-26) to (5-28). The respective specification parameters 

of HV100F supercapacitor could be determined, as tabulated in Table 5-5.  

Table 5-5 Calculated variables of HV100F supercapacitor 

Parameter Value 

𝐶 (7 078 ×  0−7𝑉5 − 9 3 6 ×  0−1𝑉 + 2   96𝑉 + 0 89 9 𝑉2 +  4  2 𝑉 + 78 623)F at 𝑖 = 0.5A 

𝐶𝑝 (𝐶  3⁄ )F 

𝑅1 0.0144Ω 

𝑅2 10000Ω 

𝑅  391.6755Ω 

𝑅𝑝 0.003Ω 

 

5.4.2 Simulation model of supercapacitor 

With all calculated parameters of HV100F, an equivalent model circuit can be 

built using Simulink, as shown in Figure 5-11. The model block 𝐶  contains a 

subsystem which generate respective capacitance voltage using a lookup table (with 

the 𝐶(𝑉) determined in Table 5-5). This forms a model equation expressed in (5-27). 

The saturation block emulates the maximum voltage could be supplied into a single 

HV100F supercapacitor. Note that the rated voltage of single capacitor is insufficient 

voltage level for energy consumer (The experimental energy consumer requires 

approximate 4.8V at full operation mode, which will be discussed in the section 5.5). 

A supercapacitor bank consisting several supercapacitor connected in series is 

necessary to be implemented into the system. 2 HV100F supercapacitors are 

connected in series to provide a stable voltage supply at 5.6V.  
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Figure 5-11 Model circuit in Simulink with nonlinear capacitance 

 

The simulation results are then compared with experimental results with 4 

different levels of current sources:  0.5A, 2.5A, 4A and 5A, as shown in Figure 5-12. 

Note that the supercapacitor has linear charging characteristics and it takes 600s, 

105s, 72s and 50.6s to reach rate voltage with the charge current of 0.5A, 2.5A, 4A 

and 5A respectively.  The simulated results are identical with experimental results 
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in terms of SoC behaviour and sudden voltage drop when the current supply is 

disconnected. The SoDC behaviour of HV100F supercapacitor is carried out in the 

next section, where the power budget of IMSEM is formulated.  

 

Figure 5-12 Comparison of simulation and experimental result of supercapacitor on 

state of charge with different charge current: (a) 0.5A, (b) 2.5A, (c) 4A, (d) 5A 

 

5.5 Energy consumer: Power budget of IMSEM 

5.5.1 Operation characteristic 

The proposed IMSEM is designed to carry out periodic (off-line) monitoring 

scheme, in which that the fault diagnosis is carried out at selected time interval in 

the field. Therefore, the IMSEM operation cycle can be divided into different time 

slots𝑛 =  ,… , where 𝑛 is the number of time slots for a day. Figure 5-13 gives a 
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denotes the full operation time of a device in a day. Its subset contains two activity 

slots: active and inactive period. This allows easier and accurate calculation for 

energy budget. To estimate the total energy of each time slot 𝑛 , the power 

consumption can be integrated, within time period  𝑇, yields: 

 𝐸𝑐(𝑛) = 𝐸𝑐1(𝑛) + 𝐸𝑐2(𝑛) = ∫ 𝑃𝑐(𝑛)𝑑𝑡
𝑡+𝑇

𝑡

, 𝑇 = 𝑇1 + 𝑇2 (5-30) 

 

Figure 5-13 Operation cycle with time slots and duty cycles 

 

𝐸𝑐 denotes the energy consumption within the time period 𝑇. 𝑇 is the time slot 

duration for a complete duty cycle. 𝐸𝑐1 and 𝐸𝑐2 are portioned energy consumption 

within active and inactive mode. 𝑇1 and 𝑇2 represents the time duration of active 

and inactive mode respectively. 

IMSEM needs external power management module to monitor the energy usage 

across the whole system platform. To avoid excessive energy consumption, high 

power consumption module such as core computational unit, data storage module 
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and wireless communication is put into low-power state when IMSEM switches to 

inactive mode. An energy consumer module of IMSEM can be illustrated in block 

diagrams as shown in Figure 5-14.  

 

Figure 5-14 Structure of IMSEM as energy consumer module 

 

The respective working prototype of IMSEM is shown in Figure 3-21. There are 

6 sub-modules in IMSEM: sensing channels, peripheral MCU, core computational 

unit, removable memory unit, wireless communication module and power 

management module. Among them, 5 sub-modules have their power supply being 

monitored by power management module. To minimise the power consumption, the 

best option is to completely turn off the sub-modules. However, at least one 

conventional monitoring should remain at active or partial inactive mode to manage 

the power rails of sub-modules. Hence, a low-power microcontroller is needed to 

navigate the power rail to each system modules. The 8-bit MCU plays important 

role in managing analogue signal conditioning and controlling power rails of other 
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MCU is synced with a 32.768kHz external oscillator, which provides an interrupt 

signal at every one second. This enables the peripheral MCU to wake up IMSEM at 

target time period to carry out monitoring task. 

5.5.2 Power budget 

With developed working prototype, the practical energy budget required by 

IMSEM could be determined by measuring power consumption in different operation 

modes. To accurately obtain the power budget profile, the IMSEM is programmed 

to carry out monitoring task and put into inactive mode. The whole dutycycle will 

be completed in 1 minute. IMSEM takes 20 seconds to complete signal acquisition, 

signal conditioning and analysis, fault diagnosis and data logging for 14 seconds. 

The IMSEM turns into idle mode to check any pending commands to be executed 

until 20 seconds. If there are no other commands being received, the IMSEM turns 

into inactive mode for 40 seconds. By integrating HV100F supercapacitor array into 

the system, the current and voltage characteristics of IMSEM could be illustrated 

as shown in Figure 5-15. The IMSEM requires average 0.22A when it is in operation 

mode and only requires 8µA when it is in inactive mode. Such low current 

consumption could be achieved by turning off all system module and only reserve 

minimal hardware resources and information in peripheral MCU for time-drive wake 

up module. The peripheral MCU only consumes 4 µA when it is in sleep mode. 

Hence, it is expected that most current consumption is contributed by other possible 

power leakage from the circuit board or electronic component (transistor bank, 

capacitor, etc.). 
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Figure 5-15 Current and voltage characteristics of IMSEM with supercapacitor arrays 

 

The characteristic of current consumption of IMSEM at different modes is 

illustrated in Figure 5-16. Note that the inactive mode of IMSEM has similar SoDC 

gradient compared with no supercapacitor voltage with no load. Theoretically, it 

satisfies the inactive mode of IMSEM and has the ability to conserve most energy 

storage in supercapacitor, providing longer duration of IMSEM operation cycle.  In 

operation mode, the IMSEM consumes average voltage drop at the gradient of 

6.25×10-3 V/s. In other words, the supercapacitor has voltage drop of 0.125V during 

IMSEM’s operation mode for 20 seconds. 
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Figure 5-16 Voltage drop characteristics of supercapacitor with IMSEM in different 

modes 

 

IMSEM requires minimum 4.8V to operate. It stops working when it is below 

4.8V. The power budget of IMSEM could be tabulated as shown in Table 5-6. 

Table 5-6 Power budget of IMSEM’s consumer module 

Parameter Value 

Maximum  rated voltage (Identified from the 

system modules’ datasheet ) 
7.5V 

Rated voltage 5.6V 

Minimum voltage 4.8V 

Current drawn (Operation mode) Average 0.22A 

Current drawn (Idle mode) Average 0.2A 

Current drawn (Inactive mode) 8µA 

Rated power consumption (Operation mode) 1.232W 

Rated power consumption (Idle mode) 1.12W 

Rated power consumption (Inactive mode) 44.8µW 
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The IMSEM acts as a dynamic consumer that functions as a current-stable non-

linear load. It draws constant rate current from the power source when the power 

output is above 1.232W in operation mode. Moreover, the drawn current varies at 

different stage of dutycycle. Figure 5-15 shows current and voltage characteristics 

of IMSEM when it is connected to the supercapacitor arrays. The IMSEM starts 

acquiring signals, save data and send information through wireless module. At this 

stage, the IMSEM has a stochastic behaviour for its current consumption. To 

accurately model the power characteristic, a profile of IMSEM’s current 

consumption is extracted from the experimental result. This profile could be used as 

repetitive signal to emulate the power characteristic of IMSEM in the simulation 

model. Figure 5-17 shows comparison of simulation and experimental result of 

current drawn by IMSEM. Their respective behaviours are identical. Experimental 

result has slight delay which is believed to be caused by the phase error from the 

32.768kHz clock oscillator (which controls the service interrupt handler of peripheral 

MCU). The voltage drop of IMSEM is then simulated and compared with the 

experimental result, as shown in Figure 5-18. The similar behaviour in voltage drop 

has proven the accuracy of the simulation model. 

 

Figure 5-17 Comparison of simulation and experimental result of current drawn by 

IMSEM  
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Figure 5-18 Comparison of simulation and experimental result of voltage drop of 

IMSEM 

5.6 Summary 

This chapter has presented an intelligent system for MCM with integrated 

energy-aware module. The system architecture is partitioned into 3 modules: energy 

harvesting, energy storage and energy consumer module to establish an energy aware 

IS. The performance of the system is evaluated through simulations and 

experimental tests. To preserve maximum energy, a periodic monitoring approach 

is presented to carry out monitoring task within assigned time interval. The 

performance of energy harvesting (PV cell), energy storage (Supercapacitor array) 

and energy consumer (IMSEM’s computation core) are analysed in detail. From the 

analysis, the PV cell has the capability to generate sufficient current for the energy 

storage module. With high energy storage efficiency of supercapacitor array, it is 

able to store current for energy consumer module. Experiment and simulation results 

show that it requires at least 4.8V to power up IMSEM. For energy consumer, it 

draws average 0.22A and 8µA during active and inactive mode respectively. The low 

current consumption in inactive mode provides spare time to charge up the IMSEM. 
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IMSEM has the ability to perform at such low PV current, where 10mA could be 

easily harvested from the light irradiance on the ceiling. The IMSEM has the 

potential to scavenge energy from outdoor global solar irradiance, where its voltage 

level could be maintained above 4.8V to prevent system’s shut down. However, the 

energy storage module has insufficient power to maintain the IMSEM at night time. 

Hence, alternative or secondary energy buffer module, such as the implementation 

of back-up battery should be taken into account in the future design.  
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Chapter 6 

6 Results and discussion 

This chapter discusses the practical deployment of working prototype to carry 

out machinery condition monitoring on rotating machines. Two test-beds are used 

in the research work: DC motor test rig to simulate rotor unbalance fault and 1.1kW 

3-phase induction motor test rig to simulate phase imbalance. With the developed 

intelligent algorithm within core computational unit, the intelligent sensor has the 

ability to detect faulty signals after undergoing a series of training datasets. The 

energy efficiency of developed system is also discussed. The result illustrates the 

developed system has the ability to undergo harsh energy harvesting condition.  
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6.1 Overview 

This chapter elaborates the practical deployment of IMSEM in autonomous 

MCM. There are experimental test-beds being carried out: rotor unbalance on DC 

motor and phase imbalance on 1.1kW 3-phase induction motor. To carry out proper 

experimental test, the performance of MEMS sensor for vibration monitoring is 

firstly evaluated. Its respective signals are then evaluated and compared with 

conventional accelerometer. Secondly, the data acquisition module of IMSEM is then 

compared with the commercial data acquisition system by National Instruments, 

namely NiDAQ. After the system validation with conventional system, IMSEM is 

then implemented on DC motor test rig and 1.1kW 3-phase induction motor test rig 

to carry out MCM task. Diagnostic results are then compared with the reference 

data result to evaluate the robustness of the intelligence of IMSEM. 

To evaluate the energy efficiency, a complete simulation model is developed to 

analyse the charge and discharge characteristics of IMSEM. With simulation result 

being validated with series of experiments, the feasibility of IMSEM with energy 

harvesting module is discussed based on two energy harvesting environment: 

scavenging energy from constant source and global solar irradiance. 

6.2 Performance validation of MEMS sensor 

6.2.1 Calibration of MEMS accelerometer 

The first step for critical evaluation of the developed system is to calibrate its 

main vibration transducer, the ADXL001-70 MEMS accelerometer. An 

accelerometer calibrator type-4291 by Brüel & Kjær is used to excite a reference 

mechanical vibration at 10.0ms-2 peak ±2% with 79.6Hz. Figure 6-1 shows the actual 

experimental setup of ADXL001-70 being attached on the accelerometer calibrator 

type-4291. The approximate mass of ADXL001-70 with mounting stud is 27.5g. The 

calibration result is tabulated in Table 6-1. The acquired signals are plotted in 
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Figure 6-2. Figure 6-2(a) shows the acquired vibration signal when it is at 0g. Due 

the single polarity of voltage characteristic, ADXL001-70 has a DC offset at average 

2.5V, which is agreed with the datasheet. Such DC offset shall be eliminated when 

converting signals into FFT to avoid high peak at 0Hz. Figure 6-2(b) shows a 

constant mechanical excitation at 10ms
-2
 with 79.6Hz. The power band at frequency 

domain lies at 80Hz, satisfying the frequency response of ADXL001-70. Based on 

the calibrated results, the ADXL001-70 gives relatively good response at the 

referenced mechanical excitation, which deviates at only 1%.  

 

Figure 6-1 Accelerometer Calibrator with mounted ADXL001-70 

 

Table 6-1 Calibrated result of ADXL001-70  

Specification Parameter 

 0Hz, 0ms-2 peak 79.6Hz, 10ms-2 peak 

Average voltage, Vavg 2.62V 2.64V 

Peak-peak voltage, Vpp 200mV 800mV 

RMS voltage, VrmsA 2.66V 2.62V 

Dominant frequency, fA 0Hz 80.4Hz (1% deviation) 
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 (a) (b) 

Figure 6-2 Calibrated vibration waveform of ADXL001-70: (a) 0Hz, 0ms
-2
, (b) 79.6Hz, 

10ms
-2
  

 

6.2.2 Validation with conventional data acquisition system 

In this section, a conventional Brüel & Kjær piezoelectric accelerometer and 

NiDAQ is used as a reference system to validate the performance of ADXL-001-70 

connected with IMSEM. Figure 6-3 shows the experimental setup of the IMSEM 

validation system. Both accelerometers are attached on the mechanical shaker, 

which excites at different frequency and amplitude. The mechanical shaker is set to 

oscillate at 50Hz. For IMSEM and NiDAQ, their respective sampling frequencies are 

set to 5kHz. To analyse their similarities, both signals are transformed into power 

spectral density as depicted in Figure 6-4. Note that both the power spectrums have 

their peak values at 50Hz, which comply with the dominant mechanical frequency 
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from the shaker. For further analysis, the coherence, 𝐶𝑥𝑦(𝑓) between two vibration 

signals could be established as [131]: 

 𝐶𝑥𝑦(𝑓) =
|𝐺𝑥𝑦(𝑓)|

2

𝐺𝑥𝑥(𝑓)𝐺𝑦𝑦(𝑓)
 (6-1) 

Where 𝐺𝑥𝑦(𝑓)  is the cross-spectral density between signal 𝑥  and 𝑦 . 𝐺𝑥𝑥(𝑓)  and 

𝐺𝑦𝑦(𝑓) are the auto-spectral density of signal 𝑥 and 𝑦 respectively. Coherence is 

used to quantify the degree of correlation of two input signals. It is a normalised 

coefficient value between 0 to 1 whereby the closer the value to 1, the more identical 

of two signals at particular frequency instance. The coherence of the measured 

signals using both ADXL001-70 and conventional accelerometer is shown in Figure 

6-5. It has the highest correlated coefficient when the frequency is close to 50Hz. 

This shows that both sensors have successfully obtained the important dominant 

frequency information. The magnitude for harmonic frequencies between the two 

signals deviates when the frequency is getting larger (100Hz and 150Hz). It could be 

due to the position of attachment of the sensors. The high coherence values at several 

important frequencies (dominant and harmonic frequencies of mechanical shaker) 

have proven the feasibility of ADXL001-70 in providing robust measurement for 

MCM. 
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Figure 6-3 Experimental setup for validation of ADXL-001-70 with IMSEM 

 

 

Figure 6-4 Frequency spectrum of acquired vibration signal using ADXL001-70 and 

conventional accelerometer at 50Hz 
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Figure 6-5 Coherence between the vibration signal acquired using ADXL001-70 and 

conventional accelerometer 

6.3 Rotor unbalance detection and diagnosis 

6.3.1 Experiment setup 

The experimental setup for fault diagnostics on DC motor test rig is illustrated 

in Figure 6-6. The MEMS ADXL-001-70 is attached at the top of the housing area, 

while the Hall-effect sensor is located at the side of rotating disc. The diameter of 

the rotating disc is 0.072m, weighing 2kg. The DC motor test rig is configured in a 

constant (rigid) state, whereby its corresponding health condition could be evaluated 

using international standard, namely ISO1940-1:2003. There are 2 possible 

diagnostic results present throughout the monitoring process: {healthy, alarm}.  

 

Figure 6-6 DC motor test rig with MEMS accelerometer and Hall-effect sensor 
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To validate any vibration monitoring system; it is essential to accurately establish 

the permissible residual unbalance using an approved standard such as ISO 1940-

1:20034. In ISO 1940-1:2003. The balance quality grades for various machines are 

outlined, known as 𝐺. The grade 𝐺 is a product term of specific unbalance, 𝑒 and 

the angular velocity at maximum speed, 𝜔: 

 𝐺 = 𝑒 × 𝜔 (6-2) 

In practice, the grade 𝐺 could be defined based on the guidelines provided by 

ISO 1940-1:2003, as tabulated in Table 6-2. The permissible residual unbalance, 𝑈𝑝 

(measured in g∙mm), on the other hand, can be computed using: 

 𝑈𝑝 = 9 49 × 𝐺
𝑚 

𝑊
 (6-3) 

Where 𝑚  is the rotor mass in kg and 𝑊 is the maximum rotating speed in rpm. 

The ISO 1940-1:2003 standard can be illustrated as shown in Figure 6-7. 

Table 6-2 Extracted guidance for balance quality grades for rotors in a constant state 

[132] 

Machinery types: General example Balance quality grade, G 

Crankshaft drives for large slow marine diesel engine (piston speed 

below 9m/s), inherently unbalanced 
4000 

Crankshaft drives for large slow marine diesel engines (piston speed 

below 9m/s), inherently balanced 
1600 

Crankshaft drives, inherently unbalanced, elastically mounted 630 

Crankshaft drives, inherently unbalanced, rigidly mounted 250 

Complete reciprocating engines for cars, trucks and locomotives 100 

Agricultural machinery, crankshaft drives, crushing machines, drive 

shafts (cardan shafts, propeller shafts) 
16 

Electric motors and generators (of at least 80mm shaft height), of 

maximum rated speed up to 950rpm 
6.3 

                                                 

 
4 International standard 1940-1:2003 Mechanical vibration – Balance quality requirements for rotors in a constant 

(rigid) state. This standard has been reviewed and confirmed in 2013. [Online] Available: www.iso.org [Accessed 

Mar-2015] 
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Electric motors and generators (of at least 80mm shaft height), of 

maximum rated speed above 950rpm 
2.5 

Audio and video drives 1 

Gyroscopes, spindles and drives of high-precision systems 0.4 

 

 

Figure 6-7 Maximum permissible residual unbalance, 𝑒𝑝 (adapted from ISO 1940-

1:2003) 

The experimental DC motor test rig has a rated rotating speed of up to 2000rpm. 

The balance quality grade of 2.5 is used to determine the permissible residual 
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unbalance of the motor test rig. The trial weight is loaded on the axial plane of the 

rotating disc. In the balancing theory, the unbalance coefficient, 𝑈𝑝  can be 

determined by establishing the trial mass, 𝑚𝑡 and distance from unbalance to the 

centre of rotation axis, 𝑑: 𝑈 = 𝑚𝑡 × 𝑑. This serves as a benchmark to detect the 

faulty condition of a DC motor test rig. The threshold for training data is identified 

as based on the calculated𝑈𝑝.  

The DC motor allows to carry out fault diagnosis on rotor unbalance under 

variable rotating speeds. The MEMS accelerometer is placed at the bearing housing, 

whereas the Hall-effect sensor is placed at the side of the rotating disc, as shown in 

Figure 6-6. Moreover, 63 sets of data are taken with trial weights under the rotating 

speed. The first 25 sets are used to train the data fusion model, whilst the other 38 

sets are used for testing. The data is saved under an XML format or can be 

transmitted in a simplified format with user commands. The performance and 

monitoring results are discussed in section 6.3.3. 

6.3.3 Results and discussions 

The alarm threshold level is firstly specified according to ISO 1940-1:2003 

standard. Figure 6-8 shows the threshold levels under different rotating speeds. In 

this experiment, different trial weights: 1.87g, 3.42g, 4.45g, 5.48g, 6.52g and 17.16g 

are attached to the rotating desk. The rotor unbalance and its residual permissible 

threshold are computed using equations (6-2) and (6-3). The solid line classifies the 

threshold region: The region above the solid line presents the residual unbalance 

coefficients while the region below the solid line presents the healthy region. The 

dotted horizontal lines present the machinery condition with different loads and 

speeds. The dotted lines of 1.87g, 3.42g, 4.45g, 5.48g, 6.52g and 17.16g fall into the 

healthy region when the rotational speed is low. This clearly satisfies the statement 

in ISO 1940-1:2003: Lower rotational machines have higher permissible residual 

unbalance. 
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A total of 63 sets of vibration and Hall-effect signals are acquired for training 

and testing purpose (11 sets of healthy data and 52 sets of faulty data). Amongst 

these, 25 sets of data are used for generating the SVM classification model. All 

datasets have their respective rotor unbalance calculated for training and evaluation 

purpose.  

The vibration signals of acquired datasets are shown in Figure 6-9. These 

vibration signals are then transformed to frequency domain using a 2048-point FFT. 

It should be noted that the power spectrum peak increases in higher load and speed. 

The digital signals from Hall-effect sensor are acquired for accurate rotating speed 

determination. The Hall-effect sensor is configured in an active-high mode, giving a 

low signal pulse when a magnetic object is approaching the sensing terminal. In this 

experiment, one digital pulse is given out in one rotating cycle. Hence, the rotating 

speed can be accurately calculated by multiplying the digital signal period with the 

sampling frequency of IMSEM, 𝑓 . 

 

Figure 6-8 Rotor unbalance threshold over trial weights based on ISO 1940/1. The 

permissible threshold level decreases when rotational speed increases. 
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With an in-built LIBSVM, the classification computation is completed in 17 

iterations. After the experiment, the IMSEM reached an accuracy of 94.74%, where 

36 out of 38 data sets are predicted correctly. This performance is compared with 

the SVM classification with RBF kernel using a computer. Both sets of data have 

the same accuracy of 94.74%, as tabulated in Table 6-3. The training and test 

samples are mapped onto the ISO1940-1 guidelines, as shown in Figure 6-10. The 

accuracy error is expected from the classification over-fitting due to the stochastic 

characteristics of mean and kurtosis components. In Figure 6-11, it is obvious that 

rms, standard deviation and peak have greater impact than mean and kurtosis 

statistically. These 3 feature components provide a relatively linear response with 

respect to the increased unbalance and speed. By removing the mean and kurtosis 

from the feature component list, the IMSEM reached an accuracy of 100%. 
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Figure 6-9 Vibration waveforms and power spectrum of acquired signals from IMSEM 

at different rotating speed: a) 280rpm, b) 914rpm, c) 1602rpm, d) 2281rpm and e) 

2864rpm 

 

Table 6-3 Comparison of kernel type for SVM classification – DC motor test rig 

Type of kernel Linear (IMSEM) RBF (Computer) 

Iteration of computation 17 15 

Correct fault detection 36 out of 38 36 out of 38 

Accuracy 94.74% 94.74% 
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 (a) (b) 

Figure 6-10 Mapping of (a) training and (b) test samples on ISO1940-1 guideline 

 

 

Figure 6-11 Feature components with different rotor unbalance and speed: (a) mean, 

(b) rms, (c) standard deviation, (d) kurtosis, (e) power spectrum peak  
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6.4 Fault diagnostics on phase imbalance of 3-

phase induction motor 

6.4.1 Experiment setup 

Electrical equipment, especially motors and their controllers, will not operate 

reliably on unbalanced voltage in a 3-phase system. Greater imbalances might cause 

overheating and sudden tear-down of rotating machinery, which are not desirable in 

practical industries. As a rule of thumb, the temperature of the motor rises by 25% 

for every 3.5% voltage imbalance [133]. In this test, a 1.1kW 3-phase induction motor 

test rig allows to control voltage imbalances. An ideal 3-phase induction motor 

presents 3 equal magnitude voltage phasor at 120°. By changing the external 

resistance, it is able to control imbalances to be induced by voltage drop on single-

phase. Since the 3-phase induction motor remain at the same speed, the signals 

provided by Hall-effect sensor is omitted from the following analysis. The ADXL001-

70 is attached on the squirrel cage of induction motor, as shown in Figure 6-12. 

 

Figure 6-12 Experimental setup on 3-phase induction motor 

 

Induct ion motor test  rig

IMSEM

MEMS ADXL001-70
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6.4.2 Determining phase imbalance under different load condition 

According to National Electrical Manufacturers Association (NEMA) standard 

MG 2-2001, motors are designed to operate within 10% voltage variation [134]. 

However, this characteristic is based on no load conditions. The motor has different 

levels of tolerances when it is under different load condition. Previous researchers in 

the research group found that the motor test rig will operate without noticeable 

impediment for an imbalance of 8.3% at zero-load and motor being tripped (due to 

in-built thermistor protection) after 90 minutes of operation [38]. To test the 

developed working prototype, the baseline for triggering the diagnostic alarm is set 

to 6%. Similar to previous experimental work, there are two classifications which 

yields 2 outputs from IMSEM: {healthy}, {alarm}. To accurately determine the 

voltage imbalance to be induced, line-to-neutral voltage readings across 3 lines are 

recorded using voltmeter: 𝑉 ∈ {𝑉1, 𝑉2, 𝑉 }. Found in [135], the following equation 

could be used to calculate voltage phase imbalance, 𝑉𝑖𝑚 of a polyphase system: 

  𝑉𝑖𝑚 =
max(|𝑉 − �̅�|)

�̅�
 (6-4) 

Where 𝑉𝑖𝑚 is the voltage umbalance rate, which could be expressed in percent by 

multiplying with 100. �̅� denotes the mean average of set 𝑉.    

For the 1.1kW 3-phase induction motor test rig, the average voltage rms across 

the 3 lines (Line A, B and C) is: 128V. To generate voltage phase imbalance, only 

1 line-to-neutral voltage is altered. Table 6-4 outlines the voltage imbalance in 3-

phase induction motor test rig with different power load. Note that with the same 

configuration, the power loads being applied has contributed slight voltage drop 

across 3 lines, thus deviating the values of �̅� and 𝑉𝑖𝑚. Since the variation of 𝑉𝑖𝑚 

corresponding to power load is small, the value of 𝑉𝑖𝑚 was calculated for the load 

variation from 0W to 1000W (0%, 25%, 50% and 100% of full load). 

Table 6-4 Voltage phase imbalance  
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Power 

load 

(W) 

Percent 

slip across 

𝑉1 (%)  

𝑉1 (V) 𝑉2 (V) 𝑉  (V) �̅� (V) 
𝑉𝑖𝑚 in 

percent (%) 

0 0 128 129 129 128.67 0.5181 

0 5 121 129 129 126.33 4.22 

0 10 115 129 128 124 7.2581 

0 15 110 129 128 122.3333 10.0817 

0 20 104 129 129 120.67 13.8122 

0 25 98 129 129 118.67 17.4157 

1000 0 127 128 128 127.33 0.522 

1000 5 122 128 127 125.67 2.9178 

1000 10 116 128 127 123.67 6.1995 

1000 15 110 128 127 121.67 9.589 

1000 20 104 128 127 119.67 13.0919 

1000 25 98 127 127 117.3333 16.4773 

 

16 sets of vibration data are recorded using IMSEM with several levels of voltage 

slip across line A (0%, 5%, 10%, 15%, 20% and 25% based on 𝑉1) at different loads 

(0W, 250W, 500W, 750W and 1000W). The respective 𝑉𝑖𝑚 in percent with 𝑉1 is 

calculated as referenced value to train and validate the performance of IMSEM. 6 

healthy datasets are profiled to the IMSEM, whereby their 𝑉𝑖𝑚 in percent is less 

than 6%. The mapping of training samples is illustrated as shown in Figure 6-13. 

To validate the performance of the training model, another 14 sets of data is 

obtained. Their respective classification output is then evaluated and compared in 

the next section. 
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Figure 6-13 Mapping of training samples of IMSEM for voltage imbalance fault 

diagnostic 

 

6.4.3 Results and discussion 

With on-board built-in intelligent algorithms, IMSEM extracted 5 feature 

components from the measured vibration signals: mean average, RMS, standard 

deviation, kurtosis and power spectrum peak at dominant rotating frequency. As 

shown in Figure 6-14, the mean average has stochastic characteristic across the mesh 

grid of voltage phase imbalance and power loads. Thus, this means that the 

components have contributed useful information in the SVM algorithm. RMS 

(Figure 6-15), standard deviation (Figure 6-16) and power spectrum peak (Figure 

6-18) have relatively linear characteristic response to the voltage phase imbalance. 

Whereas kurtosis Figure 6-17 has negative linear characteristic with other feature 

components. Such relational characteristics are important and significant 

contributor to the SVM as data fusion layer. However, based on the 5 extracted 

features, no significant relational characteristics between the voltage phase 
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imbalance and load is indicated. This causes a difficult issue in classification problem. 

More suggested work is outlined in section 6.6. 

 

 

Figure 6-14 Mean components of vibration signals under different loads and percent 

slip of phase imbalance 

 

 

Figure 6-15 RMS of vibration signals under different loads and percent slip of phase 

imbalance 
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Figure 6-16 Standard deviation of vibration signals under different loads and percent 

slip of phase imbalance 

 

 

Figure 6-17 Kurtosis of vibration signals under different loads and percent slip of phase 

imbalance 
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Figure 6-18 Power spectrum peak of vibration signals under different loads and percent 

slip of phase imbalance 

 

14 vibration datasets are being used to validate the performance of IMSEM on 

voltage phase imbalance. 4 healthy signals and 8 faulty signals are accumulated. 

Figure 6-19 illustrated the mapping of test samples at different levels of motor loads 

and voltage phase imbalances. The performance of IMSEM’s SVM (with linear 

kernel) is compared with the LIBSVM running on desktop computer (RBF kernel). 

With the training model being established in section 6.4.2, the IMSEM reaches to 

the accuracy of 92.8571%, which successfully detects 13 sets of voltage phase 

imbalance datasets (out of 14 datasets). It is believed that with more training 

samples being projected to the system, IMSEM could reach better diagnostic 

performance. On the contrary, the computer has lower accuracy in this experiment. 

It might be due to the unsuitable type of kernel being used in this classification 
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Figure 6-19 Mapping of testing samples of IMSEM for voltage imbalance fault 

diagnostic 

 

Table 6-5 Comparison of kernel type for SVM classification – 3-phase induction motor 

Type of kernel Linear (IMSEM) RBF (Computer) 

Iteration of optimisation 14 12 

Correct fault detection 13 out of 14 12 out of 14 

Accuracy 92.8571% 85.7143% 

6.5 Energy budget analysis 

In this section, experiments are conducted to determine the harvestable amount 

of energy from both an artificial light source and natural solar irradiance. The light 

source in the laboratory produces constant solar luminance while the natural solar 

irradiance has intermittency depending on weather condition, daylight and other 

atmospheric effects. To evaluate the power characteristics, the IMSEM is set to have 

its operational duty cycle at every one hour, establishing a periodic monitoring 

system with  = 24 a day. Similar to equation (5-30), the energy produced within 

timeslot 𝑛 can be expressed as: 
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 𝐸ℎ(𝑛) = 𝐸ℎ1(𝑛) + 𝐸ℎ2(𝑛) = ∫ 𝑃ℎ(𝑛)𝑑𝑡
𝑡+𝑇

𝑡

, 𝑇 = 𝑇1 + 𝑇2 (6-5) 

Where 𝐸ℎ  and 𝑃ℎ  represent the harvested energy and power from energy source 

module, respectively. 𝐸ℎ1 and 𝐸ℎ2 are harvested energy within the time duration of 

𝑇1 and 𝑇2. In this experiment, the duration for the time slot is 𝑇 = 3600𝑠 (𝑇1 = 20𝑠 

and 𝑇2 = 3 80𝑠). 

A simulation model is developed to analyse the performance of IMSEM with 

different solar energy input (insolation), as depicted in Figure 6-20. There are two 

inputs for current source which is used to control constant charge current (constant 

light source) and variable charge current (generated current from global solar 

irradiance). The switch is implemented to control different current sink by IMSEM 

in two modes (active and inactive). The activation threshold is used to simulate the 

inactivation of IMSEM when the voltage level is below 4.8V, thus resulting 

insufficient voltage to power up IMSEM. The simulation model has been validated 

for its accuracy as presented in Figure 5-12, Figure 5-17 and Figure 5-18. 

 

Figure 6-20 Complete Simulink model of IMSEM with supercapacitor array and PV 

generated current 
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6.5.1 Scavenging energy from artificial light source 

As tabulated in Table 5-6, the power characteristics of IMSEM have been well 

determined. To prevent IMSEM from being shut down, the constant lighting source 

should produce enough energy to charge up the energy buffer module (supercapacitor 

array) of IMSEM. Since the gradient of voltage drop during operational dutycycle 

is 0.125V, the system should maintain the voltage level at 4.925V before the 

operation mode is activated. In inactive mode, the energy source module should 

produce sufficient utilisable stored energy, 𝐸𝑢  to prevent discharge. The 

mathematical term of 𝐸𝑢 could be expressed as: 

 𝐸𝑢(𝑛) = 𝐸ℎ(𝑛) − 𝐸𝑑𝑐(𝑛) − 𝐸 𝑑𝑐(𝑛) (6-6) 

Where 𝐸𝑑𝑐  and 𝐸 𝑑𝑐  represent discharge and self-discharge characteristic of 

supercapacitor array. The sign of 𝐸𝑢 determines the store efficiency of energy storage 

module. If 𝐸𝑢(𝑛) > 0, it represents the surplus harvested energy which could be 

stored in the energy storage module. If 𝐸𝑢(𝑛) < 0, it represents the insufficient 

harvested energy to keep positive energy gradient of IMSEM, thus suffers voltage 

drop. 

3 different datasets of constant lighting sources have been used to test the 

performance of IMSEM. Their charging characteristics of IMSEM with constant 

lighting sources are tabulated in Table 6-6.  

Table 6-6 SoC characteristics of IMSEM with constant lighting source 

Solar 

illuminance 

(lux) 

Solar 

irradiance 

(W/m2) 

Generated 

PV 

current, 

𝐼𝑝𝑣 (A) 

Average 

generated 

power, 𝑃ℎ (W) 

Generate 

energy 

within 𝑇1, 

𝐸ℎ1 (J) 

Generate 

energy 

within 𝑇2, 

𝐸ℎ2 (J) 

770×100  700 0.402 2.412 48.24 8.635k 

170×102 260 0.142 0.852 17.04 3.05k 

31×102 80 0.043 0.258 5.16 923.64 
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The energy storage has initial capacitor voltage of 0.05V. It is then connected to 

the energy source module to charge its voltage to 4.8V, reaching the minimum 

threshold of IMSEM’s activation. The PV cell is set to provide 6V to prevent 

excessive voltage input that might damage the energy storage module. Based on the 

energy consumption extracted from Figure 5-15, 𝐸𝑐1 = 28  0 8𝐽 and  

𝐸𝑐2 =   3907𝐽. Their average power consumptions are 𝑃𝑐1 =   40 3𝑊 and 𝑃𝑐2 =

  6 28𝑊 . The value of 𝐸  is voltage-dependent which could be determined by 

analysing the self-discharge characteristic under no load condition. Figure 6-21 

shows the supercapacitor self-discharge characteristic within 1200 seconds from full 

charged volume (rated voltage at 5.4V) in room condition. It is obvious that the 

self-discharge characteristic of supercapacitor is voltage-dependent with time. 

According to the HV100F supercapacitor datasheet, the rated leakage current is 

0.26mA. This value serves as a baseline to indicate the dissipated power of 

supercapacitor under no load condition, hence determining the numerical value of 

𝐸𝑑𝑐. Figure 6-22 shows the average rate of charge voltage of HV100F supercapacitor 

with constant charge current. This experiment is carried in simulation as its model 

has been validated in previous section. Moreover, it is difficult to supply accurate 

small current to determine the characteristics of supercapacitor. In Figure 6-22, the 

supercapacitor suffers from power dissipation with the charge current of 0.26mA 

(Average discharge rate at -70.0637µV/s). The new charge current baseline is 

approximately located at 0.97mA.  
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Figure 6-21 Supercapacitor self-discharge characteristics under no load condition 

 

Figure 6-22 Rate of charge voltage of HV100F supercapacitor with constant charge 

current (No load) 
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configuration has indefinite operation time as long as PV current is available. The 

other two configurations have negative energy voltage during IMSEM’s active mode, 

as the resultant energy 𝐸𝑢1  is in negative (𝐸ℎ1 < 𝐸𝑑𝑐1 + 𝐸 𝑑𝑐1 ). However, the 

IMSEM remain in charged state as the generated current has overcome the 

dissipated power by IMSEM’s inactive mode and HV100F self-discharge 

characteristic (𝐸ℎ2 > 𝐸𝑑𝑐2 + 𝐸 𝑑𝑐2). Despite the voltage drop within 𝑇1, one should 

note that the generated PV current should have charged out its voltage level to 

original state, which overcomes the average voltage drop of 0.125V during IMSEM’s 

active mode. Table 6-7 outlines the charged current that affects the SoC of IMSEM. 

Note that the charged current that below 0.001 has insufficient power to maintain 

the IMSEM at it nominal operating mode, as the supercapacitor’s voltage drop 

continuously. With the charged current at 0.005A, the IMSEM is able to have 

positive average rate of charge voltage, yielding positive 𝐸𝑢 during 𝑇2. Its respective 

total charged time is 7763s. With this the IMSEM need approximate 2.15 hours to 

charge supercapacitor back to its original voltage level before the next dutycycle. 

Any charged current that above 0.01A has sufficient charge rate and time within 

3600s, which is within the time duration set in this paper. Moreover, the supply 

current at 0.01A could be easily achieved with many commercial PV cells with the 

panel area of 30cm×30cm, which make the energy harvesting system to be possible 

for IMSEM’s system framework.  

Table 6-7 Total charge time of IMSEM to overcome voltage drop (0.125V) 

Charge current (mA) 

Average rate of charge 

voltage, 𝑑𝑉 𝑐𝑎𝑝(𝑡) 𝑑𝑡⁄  

(V/s) 

Total charge 

time (s) 

0.26 -70.0637µ Inf. 

0.5 -65.4465µ Inf. 

1 -55.73µ Inf. 

5 22.543µ 7763 

10 105.8499µ 1653 

50 759.4429µ 230 
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100 1.63183m 107 

500 8.1277m 22 

1000 19.2979m 9 

 

6.5.2 Scavenging energy from natural solar irradiance 

Relevant solar irradiance data for central Manchester (provided by British Data 

Archive Centre (BADC)) were used to carry out energy calculations in this section. 

Figure 6-23 shows the monthly solar irradiance recorded at the Rosthern No 2 

monitoring station from August 2013 to July 2014.  

 

Figure 6-23 Averaged monthly solar irradiance energy nearby Manchester area – 

Rosthern No 2 Monitoring Station (MIDAS station number: 57199). 
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arrays have much higher ambient energy resource for harvesting in summer 

(approximate 1300% higher in winter season). Apart from the solar irradiance, the 

temperature on the surface of PV array is the other important parameter in solar 

energy scavenging. BADC has provided daily temperature data which are recorded 

twice a day (0900 and 2100). The temperature data is loaded into the developed 

simulation model. 

 
 (a) (b) 

Figure 6-24 10 days solar irradiance data nearby Manchester area – Rosthern No 2 

Monitoring Station (MIDAS station number: 57199): (a) July 5-15, 2013, (b) Jan 5-15, 

2014 

 

Figure 6-25 shows the temperature variations at which the above irradiance was 

achieved, respectively. These 2 datasets are then integrated into the simulation 

model. The converter displayed the regulating voltage level, battery charging and 

delivery of subsequent power to energy consumer. In this experiment, the buck-boost 

converter is virtually implemented into the simulation. The generated PV current, 

𝐼𝑝𝑣 is illustrated in Figure 6-26. The generated current in winter season (dataset B) 

experienced a relatively low PV current (average 1.2639Ah). While in summer, the 

PV solar panel is sufficient to harvest average 36.48375Ah. It should be noted that 

the PV current has raw fluctuating currents which are critically dependent on the 
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weather conditions; a converter is required before the power is transmitted to the 

energy storage module. Both datasets have average generated current that is above 

the required charge current of IMSEM’s equilibrium state. 

The power characteristic of supercapacitor array is evaluated with average  

for 24 hours. By observing the simulated result in Figure 6-27, dataset A (during 

summer) has positive 𝐼𝑝𝑣 in earlier time (approximate at 0400), the IMSEM has 

positive supply current which could be charged to its nominal voltage within 5000 

seconds. As for dataset B (during winter), the PV cell starts generating current at 

approximate 0900. It has shorter operating period compared to the performance 

during summer time. Figure 6-28 shows the current drawn by IMSEM for 24 hours 

cycles. The spikes shows supercapacitor array has reached above 4.8V, thus 

providing sufficient power to activate the IMSEM for monitoring tasks. It also shows 

that there are great differences in energy supply along the timeline, the IMSEM 

energy is insufficient to power up the system during night time. Alternative methods 

or secondary energy buffer should be implemented to prevent system’s shut down. 

 
 (a) (b) 

Figure 6-25 10 days temperature data nearby Manchester area – Rosthern No 2 

Monitoring Station (MIDAS station number: 57199): (a) July 5-15, 2013, (b) Jan 5-15, 

2014 
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 (a) (b) 

Figure 6-26 10 days generated PV current from SolarTec KS10T solar panel): (a) July 

5-15, 2013, (b) Jan 5-15, 2014  

 

 
 (a) (b) 

Figure 6-27 Simulated power characteristics of supercapacitor array: (a) July 5-15, 

2013, (b) Jan 5-15, 2014 
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 (a) (b) 

Figure 6-28 Simulated current drawn of IMSEM with voltage level of supercapacitor 

array: (a) July 5-15, 2013, (b) Jan 5-15, 2014 
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lighting source from normal ceiling light (Approximate solar irradiance of 80W/m2), 

the IMSEM has the ability to carry out periodic monitoring task at every 1 hour 

(total charge time is smaller than 1653 seconds, referring from Table 6-7). Such 

energy consumption characteristics have ensured its flexibility with other possible 
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ambient energy sources, which provide long-term power harvesting techniques in the 

future design. 
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Chapter 7 

7 Achievements, conclusion, 

contributions to knowledge and 

suggested future work 

This chapter outlines the progress made throughout the research project. 

Achievement for each objective is addressed. It is then followed by an overall 

conclusion of the proposed intelligent sensor system. Future prospects of the research 

work are also presented as research directions in the next endeavour. 
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7.1 Review of the objectives and achievements 

This Thesis presents a novel system framework of decentralised IS system for 

RMD. The proposed system framework is then realised through practical 

implementation and design of the hardware system. An energy-aware software and 

hardware module is integrated into the system to enhance power efficiency 

throughout the monitoring process. 

Referring to the objectives outlined in section 1.4.2, the relative achievements 

could be addressed as listed below: 

1. Objective 1: To review the research status in the deployment of smart sensors for 

machinery condition monitoring and diagnostics 

The research background of RMD and smart sensor technology is studied as 

discussed in Chapter 2. Based on the literature review, the definition of IS system 

has been fuzzily defined. The limitation of IS system mainly focuses on its 

hardware robustness and capability of computation. Moreover, the power budget 

of an IS system for the RMD has not been well studied. 

By reviewing the above research works, the research questions for the project is 

outlined. First, the selection of hardware system is based upon the integrated 

circuit system with good memory space, computational speed and energy 

consumption. Second, suitable mathematical algorithms and models are studied 

and implemented, aiming to provide suitable software architecture for signal 

analysis and decision making. The energy budget for the proposed system is set 

as another primary objective of the research project.  

2. Objective 2: To design an embedded monitoring system with on-board feature 

extraction , feature comparison and decision making 

To efficiently analyse the measured signals, several statistical feature extractions 

are applied on the IMSEM’s computation model: mean, rms, standard deviation, 
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kurtosis and power spectrum peak. The details of the statistical equations are 

discussed in section 4.3.1.2. All calculated parameters are saved into the 

removable data storage module as discussed in section 3.5. To fuse extracted 

feature components, a data fusion layer with the SVM is integrated, as introduced 

in 4.3.1.3. 2 possible outputs are generated from the SVM algorithm: {healthy} 

and {alarm}, which summarises the diagnostic report from the IMSEM to other 

system platform or human experts. The performances of the integrated intelligent 

algorithms are validated through a series of experiments as discussed in Chapter 

6. 

3. Objective 3: To establish a low-power wireless communication system using XBee 

To remotely send the diagnostics report to other platforms, an XBee is 

successfully integrated to the IMSEM. The model selection and integration of 

XBee is well discussed in section 3.6.1. There are two types of XBee by Digi 

Corporation: XBee 802.15.4 and XBee Pro, which have different transmission 

capability and energy characteristics. By studying the product specification and 

rationale, XBee 802.15.4 is selected due to its significant low energy consumption 

as compared to the XBee Pro. At the end of the system design, the IMSEM has 

the ability to send remote signals up to a range of 15m indoor in the laboratory. 

4. Objective 4: To apply time and frequency domain analysis on rotating machinery 

induced vibration, such as Fourier transform 

Statistical algorithms such as mean average, rms, standard deviation, kurtosis 

are applied into IMSEM. For frequency domain analysis, an embedded FFT 

algorithm is well implemented into the developed sensing device. The IMSEM 

has the ability to perform 2048-point FFT with 16-bit data register. With the 

default sampling frequency at 5kHz, its respective FFT resolution is 4.88Hz/bin. 

5. Objective 5: To implement hibernate mode and other power management 

techniques to prolong operation life 
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An energy-aware system module of the IMSEM is developed as elaborated in 

Chapter 5. To ensure its compatibility with low power harvesting module, 

different technical methods are applied to reduce the energy consumption to its 

minimum level (compliant with hardware system). The peripheral computation 

core, operated with an 8-bit MCU, serves as the management unit to shut down 

unwanted system modules when turning into inactive modes. The MCU itself 

turns into a hibernate mode with retained interrupt service handler to wake up 

the IMSEM at the next time interval. By carrying out the practical test, the 8-

bit MCU only draws 4µA at an operating voltage of 4.8V (19.2µW). With the 

overall integrated PCB, the total current drawn by the IMSEM in inactive mode 

is 1.1mA (5.28mW), whilst other energy consumptions are contributed by current 

leakage and current shut down of electronic components of the IMSEM. 

The performance of the IMSEM is validated through practical experiments and 

simulations. With the PV current generated from constant light source on the 

ceiling (0.01A) with 35cm×30cm solar panel, the IMSEM has the ability to 

overcome voltage drop of 0.125V in active modes, which provide sufficient energy 

storage for the next monitoring operation. 

6. Objective 6: To validate the performance of working prototype using an induction 

motor test rig running under different operating conditions 

Two types of motor test rigs are utilised in this research, as deliberated in Chapter 

6. First, the MEMS accelerometer is calibrated and validated with conventional 

data acquisition system comprising of conventional accelerometer by Brüel & 

Kjær and commercial data acquisition system by National Instruments. With the 

coherence of both vibration signals, the MEMS accelerometer with the IMSEM 

successfully provides accurate peak amplitudes at dominant frequency 

components. Subsequently, the IMSEM is validated by diagnosing the rotor 

unbalance of a DC motor test rig. With the trained SVM model, the IMSEM has 

reached the fault diagnostic accuracy of 94%. Similar procedure is carried out on 
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diagnosing voltage phase imbalance on the 3-phase induction motor test rig. The 

IMSEM has an accuracy of 93% in the latter experiment.   

7. Objective 7: To design, build a test a final working prototype with a friendly user 

interface 

A respective PCB with neat unit packaging design of the IMSEM is fabricated 

at the end of the project, as depicted in Figure 3-21. To communicate with the 

IMSEM, a serial terminal is used as an end-user interface to monitor/debug the 

IMSEM. Four GPIO pins are reserved for further expansions with other system 

modules in the future. The working prototype is then put to test as outlined in 

the next objective. 

7.2 Conclusions 

Conclusions can be drawn throughout the research with the mature development 

of micro-scaled electronic technologies and the design of a decentralised intelligent 

sensor for RMD system. The proposed intelligent sensor system targeted for periodic 

monitoring on the working prototype presents a fundamental milestone of intelligent 

learning model to carry decentralised condition monitoring diagnostics. The sought 

sensing unit has the ability to carry out signal acquisition, signal conditioning and 

analysis on a single sensing node to feature an easy extraction and early fault 

detection to allow repairs, planned and executed independently. They are several 

advantages over conventional sensors in the aspects of user experience, interface and 

power management whereby the spectrum data can be further developed to engage 

for fixed frequency bands. The user interface can identify the applications for large 

or small frequency bands with agreement for the neutral network oriented to 

intranet/internet implementation to diagnose real health condition of any rotating 

machines in real-time to enhance both the management maintenance and production 

to obtain predictive results and conclusion. This is an innovative novel approach to 

interface with mobile unit and more works can be done to enhance the reliability of 
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mobile devices with advanced electronic components, emerging harvesting devices, 

high capacity of wireless technology and A.I analogy. 

In terms of functionality, the key findings of the IMSEM has inbuilt intelligent 

algorithms which computes 5 feature components within the sensing framework. 

Experiments show that the extracted mean average component does not contribute 

much useful information in both experiments of the DC motor test rig and 3-phase 

induction motor test rig. Hence, it is suggested that this feature component could 

be omitted for these two types of condition monitoring. 

 The indoor constant energy could be sourced with the integration of energy 

harvesting and energy storage module by using supercapacitor is taken into account. 

The testing shows that the efficiency of the system draws an average of 0.22A and 

3.5mA (16.8mW) during its active and inactive modes respectively and only requires 

4.8V to charge up the IMSEM. This energy consumption of the IMSEM is relatively 

low and to perform at such a low photovoltaic (PV) current, an energy array of 

10mA could be easily harvested from the light irradiance on the ceiling.  In addition, 

the low current consumption in inactive mode provides the spare time to charge up 

the IMSEM. Based on the simulation and analysis outlined in section 6.5, the 

IMSEM has constant operating characteristic with constant energy harvesting 

source provided that the energy buffer is fully charged. While for outdoor monitoring 

condition, the IMSEM has insufficient power input at night, with losses of 4 and 13 

operating duty-cycles in summer and winter respectively. Such a drawback shall be 

considered with a secondary energy buffer to be included in the future design. The 

IMSEM has also the potential to scavenge energy from outdoor global solar 

irradiance, where its voltage level could be maintained above 4.8V to prevent a 

system shut down.  

 The results indicate an innovative potential of the decentralised sensing 

system with an embedded single chip and MCU and energy harvesting awareness 

have enabled costs saving on material and labour, unscheduled shutdown time by 
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50% and 75% respectively, without undergoing a complicated development process 

for RMD deployment under time-varying rotation speed and large extraneous shocks 

for future industries.  

7.3 Contribution to knowledge 

This research work has made the following contributions to knowledge as it has: 

 Established a system framework of intelligent sensor system for rotating 

machinery diagnostics, has the ability of signal acquisition, signal 

conditioning, signal analysis and decision making within a single sensing 

node featuring an easy extraction and early fault detection to allow 

repairs, planned and executed independently. More improvements could 

be done to simplify the data-reading, extraction and dissemination of 

information. 

 Presented a compliant embedded data format of rotating machinery 

diagnostics with the OSA-CBM format to resolve multiple vibration 

sources, such as low signal to noise ratios and time-varying statistical 

parameters. 

 Practically developed and analysed the energy budget of intelligent 

sensor system for periodic machinery monitoring strategy by means of 

A.I tools to send signals and alarms according to needs to harvest energy 

awareness. 

 Practically evaluated the MEMS accelerometer on machinery condition 

monitoring compliant with embedded system design. 

7.4 Suggested future work 

Despite the successful development of the presented sensor system, there are 

several drawbacks which can be tackled in future work: 
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7.4.1 Intelligent algorithms of fault diagnostics 

Currently, only one type of SVM kernel, the linear kernel is being applied as the 

monitoring algorithm for the IMSEM. To enhance the robustness of fault diagnostic, 

several SVM kernels are suggested as future implementation: polynomial, radial 

basis function (RBF) and sigmoid [96]. For further diagnostics which consist of larger 

training and test samples, higher-dimensional kernels such as polynomial and RBF 

shall give better classification outputs [125], [136]. With external memory and ability 

for floating-points calculations, it is believed that computation on large datasets 

with different kernels could be realised within the system architecture of the IMSEM. 

7.4.2 Extended architecture of energy management module 

As concluded in sections 6.6 and 7.2, secondary energy buffer modules should be 

taken into account in future energy storage module design. As proposed by [75], a 

Lithium polymer battery could be integrated as supplementary back-up  to prevent 

the voltage drop below 4.8V, thus providing a stable operating lifetime of the 

IMSEM. Such a design has several advantages over conventional energy storage 

module, in which - both types of energy buffer units (supercapacitor and battery) 

tend to overcome each other’s drawback (discussed in section 2.4.1.2) to establish a 

robust energy storage module.  

Moreover, current IMSEM does not practically include buck/boost converter 

and maximum power point tracker for scavenging solar energy. To provide stable 

power supply at its maximum power point, such a design is necessary to be taken 

into account for future design. 

7.4.3 Performance measurements of IMSEM 

Currently, the proposed system has not been test. Its robustness in RMD system 

shall be tested practically to ensure the deployment of IMSEM in machinery 

monitoring condition, which might be operated in harsh environment.  
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According to the datasheet [86], XBee 802.15.4 operates at the frequency range 

between 2.4GHz to 2.48GHz. This frequency band has been divided into 16 channels, 

with each interval of 5MHz. However, such frequency band fall within the unlicensed 

band of ISM. Which the IMSEM communicate is subjective to disturbance from 

other wireless signals, affecting its reliability in critical monitoring condition. Hence, 

A robust wireless communication from remote sensing device shall be a future 

direction to enhance the reliability of IMSEM’s communication. 

In terms of practical implementation, the advantage of IMSEM on cost and 

plant’s operation shall be assessed. It is estimated that with the predictive 

maintenance characteristic of IMSEM would reduce the unscheduled downtime and 

labour cost as stated in Chapter 2. However, there is lack of quantitative data to 

support the statement. More analysis shall be carried out to determine  performance 

of IMSEM in practical applications. 

7.4.4 Optimal power management in wireless sensing network 

Currently, there are 2 system platforms being involved throughout the research 

study: the IMSEM and end user interface on the human expert’s computer. To 

realise practical deployment, a wireless sensing network for the IMSEM is the next 

direction to expand the monitoring scale and capability. With the functional and 

energy budget being determined in this research work, a network topology with 

optimal power management shall be the next direction of a future research project.   
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