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Abstract
The eye center localization is a crucial requirement for various human-computer interaction
applications such as eye gaze estimation and eye tracking. However, although significant
progress has been made in the field of eye center localization in recent years, it is still very
challenging for tasks under the significant variability situations caused by different illumi-
nation, shape, color and viewing angles. In this paper, we propose a hybrid regression and
isophote curvature for accurate eye center localization under low resolution. The proposed
method first applies the regression method, which is called Supervised Descent Method
(SDM), to obtain the rough location of eye region and eye centers. SDM is robust against the
appearance variations in the eye region. To make the center points more accurate, isophote
curvature method is employed on the obtained eye region to obtain several candidate points
of eye center. Finally, the proposed method selects several estimated eye center locations
from the isophote curvature method and SDM as our candidates and a SDM-based means
of gradient method further refine the candidate points. Therefore, we combine regression
and isophote curvature method to achieve robustness and accuracy. In the experiment, we
have extensively evaluated the proposed method on the two public databases which are very
challenging and realistic for eye center localization and compared our method with existing
state-of-the-art methods. The results of the experiment confirm that the proposed method
outperforms the state-of-the-art methods with a significant improvement in accuracy and
robustness and has less computational complexity.

Keywords Human-computer interaction · Eye tracking · Eye gaze estimation · Eye center
localization

� Gongfa Li
ligongfa@wust.edu.cn

� Hui Yu
hui.yu@port.ac.uk

1 School of Creative Technologies, University of Portsmouth, Portsmouth, UK
2 Department of Computer Science and Technology, Ocean University of China, Qingdao, China
3 Key Laboratory of Metallurgical Equipment and Control Technology, Wuhan University of Science

and Technology, Wuhan, China

Multimedia Tools and Applications (2020) 79:805–824

Published online: 16 September 2019

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Portsmouth University Research Portal (Pure)

https://core.ac.uk/display/227487656?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://crossmark.crossref.org/dialog/?doi=10.1007/s11042-019-08160-5&domain=pdf
http://orcid.org/0000-0002-7655-9228
mailto: ligongfa@wust.edu.cn
mailto: hui.yu@port.ac.uk


1 Introduction

Eye center localization is a fundamental step for various human-computer interaction tasks
[4, 9, 13, 17, 24, 33, 36]. The accurate localization of eye centers has been proven to play
an important role in many applications, such as eye gaze estimation, eye tracking, human
attention control, driver monitoring system, sentiment analysis and other applications of
computer vision. The accuracy and robustness of eye center localization significantly affects
these applications’ performance to some extent. Generally, according to the type of devices
and sensors, the systems which locate the eye centers can be broadly classified into two
categories: infrared camera-based system and standard webcam-based system. The infrared
camera-based system mainly applies specialized devices, such as the infrared cameras or
head-mounted devices, this kind of systems takes advantage of infrared illumination to esti-
mate the eye centers through corneal reflections. Although this technique can obtain a high
accurate eye center location and is very popular in commercial areas, they are sometimes
limited to some daylight applications or outdoor scenarios. Moreover, the uncomfortable
and expensive devices could make this kind of method unattractive.

Hence, there is a need for developing an alternative system for eye center localization.
A standard webcam-based system for localizing the eye center can be easily implemented
using the computer vision and image processing techniques. Unlike infrared camera-based
system, standard webcam-based system only relies on a low-cost webcam and maintain the
high accuracy and robustness meanwhile. Therefore, this paper mainly focuses on webcam-
based system, which only uses low resolution images from a low-cost webcam to localize
the eye center instead of specific hardware devices.

Standard webcam-based methods have achieved significant progress in the last few years,
however, the localization of eye center is still a challenging task in real life due to inter-
ference, such as variety illumination conditions and occlusion from other objects like hair
and glasses. The current approaches proposed in the literature for eye center localization
using standard webcams could be divided into three categories: appearance-based methods,
model-based methods, and hybrid methods.

Appearance-based methods use appearance information like the color and circle shape of
the pupil, some geometric characteristics of eye and surrounding structures to localize eye
center. Valenti and Gevers [29] proposed a method which used isophote curvature method to
localize the eye center. An automatic eye center detection method based on ace detection and
CDF analysis is proposed by Asadifard and Shanbezadeh [1]. Asteriadis et al. [2] proposed a
method which only used appearance information like pixel and edge Information to localize
eyes on a face. Zhou and Geng [37] defined the generalized image projection function to
detect the region and boundary of eyes. Leo et al. [22] proposed an approach to detect eye
center which using analysis of image intensities and the local variability of the appearance.
Bai et al. [3] proposed a localization algorithm which applied a low level, context free
generalized symmetry transform. Timm and Barth [27] proposed a popular method for eye
center localization called Means of gradient which calculated the dot product of gradient
vector and displacement vector to localize the eye center. Based on [8, 27] proposed an
improved method based on convolution. The method of Soelistio et al. [26] which localized
the position of eye center utilizing Hough transform and circle detection. Although these
methods are accurate, however, they are not robust enough under some situations like low
resolution images, poor illumination and other challenging scenarios.

Model-based methods also called learning-based methods which mainly employ some
machine learning algorithms. This kind of methods first train a model about eye appearance
or structures using some images. And then use a set of features of images to fit the learned
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model to estimate eye centers. A Gabor-filter-based complex-valued statistical model was
utilized by Hamouz et al. [16] which used to predict the position of eye center. Kim et al.
[19] localized eyes using a multi-scale approach based on Gabor vectors. Jesorsky et al.
[18] trained a multi-layer perceptron to locate the position of eye center using pupil center
images. A 2D cascaded AdaBoost method applied by Niu et al. [25] to detect eye centers.
Kroon et al. [20] filtered the face image using a Fisher Linear Discriminant and then select
the highest responses as eye center. Chen et al. [11] finished this task by using a hierarchical
floatBoost and MLP classifier. Cristinacce et al. [12] used a coarse-to-fine method which
use Active Appearance Model (AAM) to find the eye centers. Behnke [5] trained a hierar-
chical neural network with local recurrent connectivity to localize the eye center. Gou et al.
[15] proposed a method which learn cascade regression models from synthetic photorealistic
data to predict the eye center. The model-based methods are more robust than appearance-
based methods. However, this kind of methods needs a large volume of annotated training
data, which is difficult to obtain in many cases.

Hybrid methods integrate the advantages of appearance-based and model-based method
in one system. Turkan et al. [28] first obtained some probable positions of eye center and
then use a high-pass filter and support vector machine classifier for these probable positions
to determine the final position of eye center. The method of Campadelli et al. [10] trained
two Support Vector Machines to locate the eye center by utilizing properly selected Haar
wavelet coefficients. Based on [29], Valenti et al. [30] used a hybrid method to improve
isophote method which used mean shift and machine learning algorithm to overcome occlu-
sions problems from the eyelids under certain lighting conditions. Although this method is
accurate and efficient, it may predict the position which is far from the real eye center like
eyebrow or eye eyelids. In order to further improve accuracy and robustness, in this paper,
we propose a hybrid method based on regression and isophote curvature method. The pro-
posed method first applies the regression method called Supervised Descent Method (SDM)
[34] to obtain the rough location of eye region and eye centers. After that the isophote
curvature method [29] is employed on the obtained eye region to obtain several candidate
points of eye center. Finally, the proposed method selects several estimated eye center locations
from the isophote curvaturemethod and SDMas our candidates and a SDM-basedmeans of gra-
dient method, which employs themeans of gradient method [27] further calculates the refined
location of the eye centers from these candidates under the constraint of the SDM rough
estimation. This kind of methods have two advantages: (1) based on regression method,
estimated eye centers and eye region are used to make the results more robust; (2) the
final refined eye center is determined by the results of regression and isophote curvature
method, which means we take the results of regression as a constraint and retain the accuracy
achieved by isophote curvature method. The contributions of this paper are the following:

• A novel hybrid method based on regression and isophote curvature method regression
is proposed for eye center localization, which well balances the performance and the
computational costs.

• To improve of accuracy and robustness in eye center localization, the proposed algo-
rithm employs a two stage coarse to fine strategy which first roughly select some
candidates of eye center location and then filter them to find real eye center points.

The structure of this paper is as follows. Section 2 describes the methodology about
our proposed hybrid regression and isophote curvature method. Section 3 shows results
of experiment on the open dataset to evaluate the performance of our proposed method
and other existing methods for eye center localization. Finally, the general discussion and
conclusion are given in Sections 4 and 5 respectively.

Multimedia Tools and Applications (2020) 79:805–824 807



2 Methodology

This section mainly describes the proposed method for eye center localization in detail.
Figure 1 shows the brief flowchart of our proposed method. The proposed method firstly
detects the face bounding box of test images for SDM initialization using the human face
detection method. And then use a regression method proposed called supervised descent
method (SDM) [34] to estimate the rough location of eye region and eye centers. The result
of estimation can be used as a constraint to improve the accuracy and robustness of whole
hybrid method. This method has low computation and memory cost but can achieve high
accuracy and robustness in the field of face alignment. Since the estimation result of eye cen-
ter from the regression method is not accurate enough in some cases, the proposed method
also integrates isophote curvature [29], the accuracy and robustness of them has been proven
in previous research. The proposed method selects several estimated eye center locations
from the isophote curvature method and SDM as our candidates. And finally uses a SDM-
based means of gradient method which integrates means of gradient and the constraint of
the SDM rough estimation to decide the final eye center location from these candidates.
The following part will explain the details of each part of the hybrid method involved in the
whole process.

2.1 Regressionmethod

The first step of the proposed method is to use a regression method called supervised
descent method (SDM) [34] to estimate the rough location of eye region and eye centers,
which improve the robustness of the proposed hybrid method. The success of the regression
method in face alignment has prompted to apply to eye center localization. In the process
of face alignment, the proposed method extends the number of facial landmarks of training

Fig. 1 Flowchart of our proposed method for eye center localization. First, we use face detection algorithm
to obtain the face region, and then use SDM on face region to obtain the eye region and estimated eye center
point. After that using isophote curvature method to obtain several eye center candidates from eye region
images of Gaussian pyramid which generated using different Gaussian kernels. Finally, we use a SDM-based
means of gradient to determine the final eye center position
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data which includes the eye center and landmarks around the eye center. Therefore, the pro-
posed method not only obtains facial landmarks including eye center but also obtains the
eye region according to the landmarks around eyes. The details of SDM are as follows.

In the process of face alignment, d(x) indexes p landmarks of the image d and h is
a non-linear feature extraction function (such as SIFT features [23]). During training, x∗
represents known and correct p landmarks of the image. And (x0) is an initial configuration
of the landmarks which corresponds to an average shape. Therefore, a formula can be used
to indicate the face alignment process which minimizes the following function over Δx:

f (x0 + Δx) = ‖h(d(x0 + Δx)) − ϕ∗‖22 (1)

where ϕ∗ = h(d(x∗)) represents the SIFT feature values in the manually labeled landmarks.
And ϕ∗ and Δx are known during training.

Equation (1) could be minimized by using Newton’s method. Newton’s method assumes
that using a quadratic function in a neighborhood of the minimum can well approximate
a smooth function f (x). If the Hessian is positive definite, the minimum can be found by
solving a system of linear equations. The Newton updates to minimize (1) would be:

xk = xk−1 − 2H−1J T
h (ϕk−1 − ϕ∗) (2)

where ϕk−1 = h(d(xk−1)) is the feature vector extracted at the previous set of landmark
locations,xk−1, H and Jh are the Hessian and Jacobian evaluated at xk−1. However, the
SIFT operator is not differentiable and minimizing (1) using first or second order meth-
ods requires numerical approximations of the Jacobian and the Hessian, which are very
computationally expensive.

SDM addresses the problems of the SIFT operator is not differentiable and reduces com-
putational complexity by learning a series of descent directions and re-scaling factors (done
by the Hessian in the case of Newton’s method) such that it produces a sequence of updates
(xk+1 = xk + Δxk) starting from x0 that converges to x∗ in the training data. That is, SDM
learns from training data a sequence of generic descent directions {Rk} and bias terms {bk}

xk = xk−1 + Rk−1ϕk−1 + bk−1 (3)

such that the succession of xk converges to x∗ for all images in the training set. For more
details on SDM, see [34]. Therefore, by using SDM, the position of eye center ce and other
landmarks around the eye centers can be obtained. And the eye regions Re of the image can
also be determined. Figure 2 shows the examples of the rough estimated eye centers and eye
regions using SDM.

2.2 Isophote curvature method

The second step of the proposed method is to get some estimated candidates on the estimated
eye region Re by using an appearance-based method. According to the prior knowledge
about eye, we find that it has a lot of difference with other part of the face because of
its special appearance like the color and shape. Therefore, the appearance-based methods
are very popular for eye center localization, which could maintain high accuracy. Among
these methods, the feature of the shape of pupil, which is considered to be circular, is often
as the basis of these methods. Therefore, in our work, the proposed method also uses this
feature to realize appearance-based method. And chooses isophote curvature [29] to get
some estimated candidates, since it maintains the high accuracy and robustness in previous
research and use circular feature of eye to estimate eye center. The following part will
explain the details of this method and how to obtain several candidate points of eye center.
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Fig. 2 The examples of the rough estimated eye centers and eye

For the isophote curvature method, the location of eye center is at the center which
should be surrounded by these isophote curves. Therefore, in order to estimate the eye cen-
ter, the proposed method first calculates the isophote curves k. The isophote curves can be
represented as the following formula:

k = −L2
yLxx − 2LxLxyLy + L2

xLyy

(
L2

y + L2
x

) 3
2

(4)

where Lx Ly , and Lxx , Lxy , Lyy are the first and second order derivatives of the luminance
function L(x, y) in the x and y dimensions respectively. And then the displacement vectors
{Dx,Dy} to the estimated position of the centers can also be represented as the following
formula:

{Dx,Dy} = −
{Lx,Ly}

(
L2

y + L2
x

)

L2
yLxx − 2LxLxyLy + L2

xLyy

(5)

According to displacement vectors, each pixel of the image can be mapped into an accu-
mulator which also called center map. And a weighted curvedness is given to represent
the possibility of each pixel to be the eye center. Therefore, the following formula can be
obtained:

curvedness =
√

L2
xx + 2L2

xyL
2
yy (6)

Multimedia Tools and Applications (2020) 79:805–824810



where the estimated location of eye center is the highest response on the center map (shown
in Fig. 3). More details about isophote curvature method can be found in [29].

Although the isophote curvature method could detect eye center accurately, they often
suffer from low robustness and accuracy under some non-ideal cases like other appearance-
based methods. For example, the eye center is estimated at the position on the eyebrow
or eye eyelids which is far from the real eye center in some cases. This is because the
isophote curvature method may lead to local maxima. Moreover, the method could obtain
accurate results if only contains the eye. If the image of eye regions has other components
such as hair, eyebrows, or glasses, it can lead to inaccurate results. There are two cues
to improve isophote curvature method: (1) before using the isophote curvature method to
localize the eye center position, we always smooth images of eye region using Gaussian
filtering to eliminate the effect of noise, and the different choice of a Gaussian kernel can
lead to different results of eye center position and accuracy of eye center estimation; (2)

Fig. 3 The examples of isophote curvature method. The left column shows the center map, and the right is
the eye center estimation
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Valenti et al. [30] use multi-scale image information to improve the method. Inspired by
these two cues, the proposed method in this paper applies a strategy which could obtain
some candidate points to improve the possibility of obtaining the real eye center position
from isophote curvature method.

In our work, the details of candidate strategy are shown as follows. As shown in Fig. 1,
before using the isophote curvature method to estimate the eye center, Gaussian kernels
is first employed to obtain the different images in different scales which can be regard as
Gaussian pyramid. For each image, the hybrid appearance-based method is used to find
the candidate points. Not only select the point which lead to maximum value in (6) as the
eye center position candidate, but also the second and the third, and so on. Therefore, sev-
eral candidate points for eye center localization can be obtained (shown in Fig. 4). The
advantage of this strategy is that with the increase of the number of the candidate points,
the possibility of including the real eye center position also increase. The expectation is
that among those candidates, at least one point is the right position. Considering the com-
putational efficiency, balancing the number of candidate points is necessary. We thus, use
different Gaussian kernels to generate 5 images and select the biggest points as candidate
points{c1, c2, c3, c4, c5}. And we also regard the estimated eye center point ce from SDM
as a candidate point. Therefore, Cc can be used to represent these candidate points:

Cc = {c1, c2, c3, c4, c5, ce} (7)

2.3 SDM-basedmeans of gradient method

After obtaining six candidates of eye center Cc, a SDM-based means of gradient method
is used to further refine the eye center position. This method uses the means of gradi-
ent method [27] to select these candidate points to get an accurate eye center under the
constraint of the rough estimation from SDM.

The means of gradient method is similar to the isophote curvature method which is also
on the basis of the circular shape of eye. It localizes eye center in the image by calculating
the dot product of gradient vector and displacement vector. The theory of this method is
shown in Fig. 5. If point xi lies on the boundary of the circle, the orientation of the gradient

Fig. 4 The candidate strategy for the isophote curvature method
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Fig. 5 The example of means of gradient method (c is center point)

vector gi and the displacement vector di are regarded the same and their dot product will be
the biggest. Therefore, the following formulas are used to represent the eye center:

S(c) = 1

N

∑N

i=1

(
dT
i · gi

)2
(8)

Ce = argmin
c

S(c) (9)

di = xi − c

‖xi − c‖2 ∀i : ‖gi‖2 = 1 (10)

where Ce and c represent the final estimated eye center and the possible eye center respec-
tively. And di and gi are scaled to the unit length for an equal weight to improve robustness.
N is the number of pixels of the image. The pixel with the biggest dot product value is
regarded as the final estimated eye center. For more details on Means of Gradient, see [27].

Like the isophote curvature method and other appearance-based method, the original
method is not robust enough nor are any priors for rough eye center estimate from SDM
algorithm being considered. Therefore, in our work, we improve the means of gradient
method which integrates constraint of the rough estimation from SDM. By integrating SDM,
the robustness and accuracy of the means of gradient method can be improved. The original
formula of means of gradient is modified to the following one:

Ce = argmin
c∈Cc

{
S(c) − wc(c − ce)

2
}

(11)

where ce is the estimated eye center from SDM, wc is the weight which represents grey
value at possible eye center c which belongs to six candidates Cc. This method localizes
eye center by calculating this formula and the pixel is the final eye center Ce when the value
is the biggest. This is because the means of gradient method has the maximum value and
at the same time it is close to estimated eye center from SDM. Moreover, because the eye
center is usually darker compared to other regions, a weight wc, namely the grey value, is
utilized for each possible eye center c to determine the eye center.

3 Experimental results

This section first introduces the database and parameter settings used in our experiment.
And then describe the evaluation metric of our experiment. Finally, this section displays our
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experimental results of our proposed method and compares our proposed method with other
existing methods on two open databases.

3.1 Database

The COFW [7] database is used as our training data for training SDM. The COFW database
consists of 1852 images which mainly includes human faces under real-world conditions.
The human faces of this database have major variations in terms of shape and occlusions.
It is because that the pose, expression and accessories (e.g. sunglasses, hats, microphones,
etc.) have big differences. The database also provides the 29 manually labeled landmarks of
each image including the position of eye center.

We evaluate the performance of our proposed method and other existing methods on
BioID database [6], which is the most challenging databases for eye center localization
publicly available. There are many research results are available since this database is widely
used in previous research for eye center localization. The database consists of 1521 grey
level images, which are captured from 23 different subjects under different conditions (e.g.
illumination, pose and locations, etc.). And we can approximately consider the images of
this database are captured from a low-resolution webcam because image size is 286 × 384.
The database provides labeled left eye center and right eye center of each image. Moreover,
some images of this database are captured under some challenging situations like closed
eyes, occlusion from glasses or hair, affection from shadows and far away from the camera.
Therefore, the BioID database is considered as one of the most challenging and realistic
databases for eye center localization that are currently publicly available. Another test set is
GI4E [31] contains 1236 high quality RGB images of 103 subjects with 12 different gaze
directions. These images have a resolution of 800 × 600px, which are similar to images
acquired by a normal camera. The eye centers are also labeled in this database.

3.2 Evaluationmetric

We use the evaluation metric called maximum normalized error which is proposed by
Jesorsky et al. [18] to evaluate the performance of each method for eye center localization.
This kind of metric calculates the maximum error from the worst estimations of both eyes
and the definition is shown as follows:

e ≤ max(dl, dr )

d
(12)

where dl and dr are the Euclidean distances between the estimated left and right eye center
positions and the ground truth position of left and right eye center respectively. And d

represents the Euclidean distance between the ground truth of left and right eye center.
According to previous research, there are some thresholds which have special meanings for
eye center localization: e ≤ 0.05 means the diameter of pupil; e ≤ 0.1 equals the diameter
of iris; e ≤ 0.25 is distance between the eye center and the eye corners. In order to make
the estimated eye center point locate in the eye region, the normalized error should be less
than or equal to 0.25. Therefore, for evaluating methods of eye center localization, it mainly
focuses on the performance with the maximum normalized error less than or equal to 0.25.
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3.3 Results

In our experiment, the proposed method is implemented using Matlab on a laptop with
an Intel Core i5 at 2.50GHz processor and 16GB of RAM memory. We use the human
face detection method proposed by Viola and Jones [32] with default parameters, which is
a very popular method. For SDM, we implement the method according to [34]. Training
and test sets are from COFW database which is labeled using 29 landmarks including eye
center position to train the model. And the eye region is determined by using 4 landmarks
around the eye center (left, right, top and bottom). And for the isophote curvature method,
5 different Gaussian kernels which are (4,4), (5,5), (6,6), (7,7) and (8,8) are used to obtain
5 candidates. And we also blur center map before the biggest value using a Gaussian filter
is selected. We find that the Gaussian filter with size (9,9) could lead to better results.

We evaluate our proposed method on the BioID and GI4E database. Therefore, our
method firstly detects the face bounding box of images for SDM initialization using the
method of Viola and Jones [32] with default parameters. If the face detector fails to find the
face, those images are discard and then use our proposed hybrid regression and isophote
curvature method to detect the eye center. Figure 6 shows example results of the proposed
method on BioID database and GI4E database. Red points are used to represent the eye cen-
ter positions and the green points indicate the ground truth positions of eye center labeled
in the database. The normalized error of each eye center is also labeled in this figure. In
terms of accuracy, Fig. 6 shows that the proposed method can work well and localize the
eye center correctly when the the eyes are visible or no occlusion from other objects. Our
method could maintain high accuracy and low normalized error. And in the robustness of
our method, we mainly display the performance on the objects with glasses of the BioID
and GI4E database which is shown in Fig. 7 since the challenges for eye center localization
in realistic scene mainly come from the strong reflection or occlusion from glasses. It is
clear that the performance of our proposed method is robust and has low normalized error
even though the persons wearing glasses.

Apart from the qualitative results shown in Figs. 6 and 7, we have obtained the overall
performance of the proposed approach on BioID and GI4E database using three metrics:
the maximum normalized error, the minimum normalized error and the average normalized
error. The minimum normalized error and the average normalized error are used to evaluate

Fig. 6 The qualitative results of our proposed approach on the BioID and GI4E database. (The red points
represent the estimated eye center positions by our proposed approach. And the green points represent the
ground truth. The normalized error of each eye center is also labeled in red.)
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Fig. 7 The qualitative results on the objects with glasses of the BioID and GI4E database. (The red points
represent the estimated eye center positions by our proposed approach. And the green points represent the
ground truth. The normalized error of each eye center is also labeled in red.)

the performance to give an upper bound and an average error. The minimum normalized
error and the average normalized error replace maximum function in (12) with the minimum
and average function respectively. Their corresponding normalized error curves are shown
in Fig. 8. For quantitative results, we mainly focus on metric of the maximum normalized
error in this work.

For the whole BioID database, the maximum normalized error in Fig. 8a shows that
our approach can reach an accuracy of 88.1% (e ≤ 0.05), 98.8% (e ≤ 0.10) and 100%
(e ≤ 0.25) for localizing eye center. And in Fig. 8b, the accuracy is 80.7% (e ≤ 0.05),
97.7% (e ≤ 0.10) and 100% (e ≤ 0.25) on the objects with glasses of the BioID database.
For the GI4E database, Fig. 8 also shows that our method has good performance with the
accuracy of 98.5% (e ≤ 0.05), 99.9% (e ≤ 0.10) and 100% (e ≤ 0.25) on the whole GI4E
database and 89.6% (e ≤ 0.05), 99.0% (e ≤ 0.10) and 100% (e ≤ 0.25) on the objects with
glasses of the GI4E database respectively.

Fig. 8 a Quantitative analysis of the proposed approach on the whole BioID and GI4E database.
b Quantitative analysis of the proposed approach on the objects with glasses of the BioID and GI4E database
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3.4 Comparison with existing approaches

In order to further investigate the performance of our proposed method, we also exten-
sively compare the proposed method with other existing state-of-the-art methods on BioID
and GI4E database using the maximum normalized error evolution metric. The compari-
son results between our approach and existing state-of-the-art methods tested on the BioID
and GI4E database are shown in Tables 1 and 2 respectively. From the Table 1, it shows
results of 23 comparisons for eye center localization including appearance-based method,
model-based method and hybrid method, which contains most of the eye center localiza-
tion methods in recent years. Moreover, five kinds of thresholds e are used as the evolution
metric which are widely used in previous research: e ≤ 0.05, e ≤ 0.10, e ≤ 0.15, e ≤ 0.20
and e ≤ 0.25. From the Table 1, it shows that the proposed method does not have the
best performance at e ≤ 0.05, which ranks the second in all methods.The method of Gou
et al. [15] which ranks the first at at e ≤ 0.05, but it requires a bigger dataset which is
about 10730 images for training. However, our proposed method only use a smaller dataset
which includes 1852 images for training. In addition, when the maximum normalized error
is increased, the performance of our method will be better. And our method has more

Table 1 Comparison of our method with other methods on BioID database (bold value indicates best
accuracy, * indicates second best accuracy and ( ) indicates third best accuracy)

Method e ≤ 0.05 e ≤ 0.10 e ≤ 0.15 e ≤ 0.20 e ≤ 0.25

Asadifard and Shanbezadeh [1] 47.0% 86.0% 89.0% 93.0% 96.0%

Kim et al. [19] − (96.4%) − − 98.8%

Zhou and Geng [37] − − − − 94.8%

Timm and Barth [27] 82.5% 93.4% 95.2% 96.4% 98.0%

Leo et al. [22] 80.7% 87.3% 88.8% 90.9% −
Leo et al. [21] 78.0% 86.0% − − 90.0%

Cai et al. [8] 84.1% 95.6% − − 99.8%*

Kroon et al. [20] 65.0% 87.0% − − 98.8%

Valenti and Gevers [29] 84.1% 90.9% 93.8% 97.0% 98.5%

Turkan et al. [28] 18.6% 73.7% 94.2% (98.7%) (99.6%)

Campadelli et al. [10] 62.0% 85.2% 87.6% 91.6% 96.1%

Niu et al. [25] 75.0% 93.0% 95.8% 96.4% 97.0%

Chen et al. [11] − 89.7% − − 95.7%

Hamouz et al. [16] 58.6% 75.0% 80.8% 87.6% 91.0%

Cristinacce et al. [12] 57.0% 96.0% 96.5% 97.0% 97.1%

Behnke [5] 37.0% 86.0% 95.0% 97.5% 98.0%

Jesorsky et al. [18] 38.0% 78.8% 84.7% 87.2% 91.8%

Soelistio et al. [26] 80.8% 95.2% 97.8%* 98.9%* 99.4%

Bai et al. [3] 37.0% 64.0% − − 96.0%

Valenti and Gevers [30] (86.1%) 91.7% − − 97.9%

Zhang et al. [35] 85.7% 93.7% − − 99.2%

George et al. [14] 85.1% 94.3% (96.7%) 98.1% −
Gou et al. [15] 89.2% 98.0%* − − 99.8%*

Our Method 88.1%* 98.8% 99.7% 99.9% 100%
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Table 2 Comparison of our method with other methods on GI4E database (bold value indicates best accuracy,
* indicates second best accuracy and ( ) indicates third best accuracy)

Method e ≤ 0.05 e ≤ 0.10 e ≤ 0.15 e ≤ 0.20 e ≤ 0.25

Timm and Barth [27] 92.4% 96% (96.9%) − 98.0%

Villanueva et al. [31] 93.9% 97.3% 98%* − 98.5%

Zhang et al. [35] (97.9%) (99.6%) − − 99.9%*

George et al. [14] 89.3% 92.3% 93.6% 94.2%* −
Gou et al. [15] 98.2%* 99.8%* − − (99.8%)

Our Method 98.5% 99.9% 99.9% 99.9% 100%

significant advantages. When it comes to e ≤ 0.10, e ≤ 0.15, e ≤ 0.20 and e ≤ 0.25,
our method outperforms all other methods and achieves the most accurate results. It can
conclude that under some challenging scenarios like low resolution, occlusion and poor
illumination, our method can localize the eye center position more accurately and robustly.

GI4E is another evaluation database for eye center localization, which contains images
with high quality taken by normal cameras. The results on GI4E are listed in Table 2. We
have compared the proposed method with 5 state-of-art methods. As shown in Table 2,
the performance on GI4E database is better than that on BioID in general. The proposed
approach achieves the best performance on GI4E database with the accuracy of 98.5% (e ≤
0.05), 99.9% (e ≤ 0.10), 99.9% (e ≤ 0.15) , 99.9% (e ≤ 0.20) and 100% (e ≤ 0.25)
respectively.

Another important consideration in evaluating the algorithm for eye center localization
is its computational complexity. The computational complexity is measured by average pro-
cessing time for each input image. We have conducted a comparison in the processing time
of locating the eye centers BioID database. In this case, the proposed algorithm is imple-
mented on Matlab with a standard laptop with an Intel Core i5 at 2.50GHz processor and
16GB of RAM memory. We choose three methods from [21, 22] and [15] to compare with
our method since they provide available experimental results about average processing time
and we can easily compare with them. The comparison of our method and other methods
in average processing time is shown in Table 3. In our experiment, the proposed method is
more efficient and faster than all other state-of-the-art methods, taking 45ms per image on
average. This shows that our proposed method is suitable for real time applications.

4 Discussion

In the experiment, the proposed method outperforms a series of existing state-of-the-art
methods for eye center localization since it can combine the advantages of regression and
isophote curvature method with a coarse to fine strategy (1) the regression method can
improve the robustness and accuracy. Integrating regression method can obtain the estimated
eye region and rough eye center point, which can remove most of the possible obstructions
such as some interferences from eyebrow, eyelid, and hair and overcome the low robustness

Table 3 Comparison of average
processing time of per image on
the BioID database

Method Leo et al. [21] Leo et al. [22] Gou et al. [15] Our Method

Time(ms) 333 333 67 45
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problems of isophote curvature method; (2) the whole algorithm is a coarse to fine process,
the points are filtered twice by using isophote curvature method and SDM-based means of
gradient method to find the real eye center point, which the impact of other points can be
eliminated and the accuracy will increase.

Although the proposed hybrid regression and isophote curvature method is robust and
accurate when evaluated on the testing databases, it still has some issues. First, the number
of candidates is very important for the whole method. In our method, the isophote curva-
ture method is used to generate several candidates, but the parameters are needed to tune to
obtain the best performance. For each image, different Gaussian kernels are used to gener-
ate different processed images and then five candidates of eye center which is the biggest
value from these processed images using isophote curvature method are selected in our
experiment. Not only select the maximum value points as candidates, but also the second
and the third, and so on. More candidates may lead to better performance because it covers
a larger possibility. But at the same time the computational efficiency will decline with the
increase of the number of candidates. It is necessary to find a balance between performance
and computational efficiency. Second, the proposed method can work well when the pupils
are visible, such as the open eyes, no strong reflection from glasses and no occlusion from
other objects. Therefore, in some special cases, the method cannot obtain the right position
of eye center. Finally, another factor that affects performance is the choice of the regres-
sion method. The performance of SDM mainly relies on the number and quality of labeled
training data. The false results of face detection also lead to bad performance in SDM.

5 Conclusion

In this paper, we propose a method which is a hybrid regression and isophote curvature
method for eye center localization. The proposed hybrid regression and isophote curvature
method applied a coarse to fine strategy to obtain the candidates of the eye center based on
the possibility.

A SDM-based means of gradient method is finally used to find the accurate eye cen-
ter position from these candidates. We extensively evaluate our method and compare with
the existing state-of-the-art methods on two public databases. The performance of the pro-
posed method outperforms a series of the existing state-of-the-art methods for eye center
localization and has less computational complexity. It is robust and accurate for eye center
localization and can be very easily combined into eye gaze estimation, eye tracking or other
real-time applications.

Future work will address these limitations of our proposed method and then further
improve the performance. For example, if more constraints between two eye centers and
other landmarks around the eye center are applied, we can locate the center based on another
eye center point or other landmarks which may be a good solution to the problem of closed
eye, strong reflection and occlusion. At the same time, augmenting more labeled train-
ing data may increase the performance of regression method. Moreover, the deep learning
method is also an effective approach given sufficient training data.
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