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Abstract

This dissertation presents the development, calibration, and application of a newly developed double b-tagger

for use in the context of exotic Higgs decays. After the discovery of the Higgs boson at the Large Hadron

Collider, an effort to measure its properties in detail has ensued. Current measurements only constrain non-

Standard Model or “exotic” Higgs decays to about . 26%. Allowing the Higgs to decay into new particles

could remedy some outstanding problems in the Standard Model like dark matter or the matter/anti-matter

asymmetry in the universe. Thus, an exciting window of opportunity exists for new physics.

The exotic Higgs decays investigated in this work have the Higgs decay into a new spin-zero particle, a.

The a-boson then decays into a pair of b-quarks. For low a masses, the b-quarks from the same parent a

tend to be collimated. This results in signatures that previous ATLAS reconstruction techniques could not

efficiently find. With a newly developed tagger, the H → 2a → 4b search in the low mass regime was able

to be performed.
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Chapter 1

Introduction

The Higgs discovery in 2012 by the ATLAS and CMS experiments at the Large Hadron Collider (LHC) was

considered a phenomenal testament to the already incredibly successful Standard Model of Particle Physics.

However, despite describing most of the fundamental interactions to amazing precision, the Standard Model

is known to be incomplete. Gravity, dark matter, and the matter/anti-matter aymmetry in the universe are

just some of the known phenomena that the Standard Model does not account for.

A simple and obvious solution is to extend the Standard Model in some way. Since the Higgs discovery

is relatively recent, many of its properties have not been measured to high precision. As a result, the Higgs

provides an opportunity to look for new physics that could potentially describe some of the deficits the

Standard Model currently has. By introducing “exotic” Higgs decays, a new portal linking the Standard

Model to new physics can be made.

A simple extension of the Standard Model that can address many of its current outstanding issues has

the Higgs decaying into a new spin-zero particle, a. In many of these models, the a particle most likely

decays into a pair of b-quarks.

This thesis describes a search for H → 2a → 4b using the pp data set at
√
s = 13 TeV recorded by the

ATLAS detector during 2015 and 2016. The search focuses on associated production of the Higgs boson

with a Z boson, pp → ZH, and uses the leptons from the leptonic decays of the Z boson to trigger on the

events. The signature of interest is two leptons from the Z boson decay and multiple jets (sprays of hadrons

resulting from partons) which can be identified as originating from b-quarks. In particular, the b-quarks

tend to become collimated as the mass of the a gets smaller. Thus, the two pairs of expected b-quarks

from the same parent tend to merge and new reconstruction and tagging techniques are required to improve

sensitivity in this low mass regime. The work done in this thesis is the full development and application of

a new technique, low mass double b-tagging, making it possible to search for this unique exotic Higgs decay

signature.

The thesis is organized as follows. Chapter 2 introduces the Standard Model, details about the Higgs,

and exotic Higgs decays. The detector is described in Chapter 3. Chapter 4 then goes over the Monte

1



Carlo simulations used for physics analyses. An overview of the statistical treatment for the work described

in the thesis is summarized in chapter 5. Chapter 6 motivates the need for a low mass double b-tagger.

Common reconstruction techniques to understand the detector data are covered in chapter 7. The work

done on developing, optimizing, and calibrating the double b-tagger follows in chapter 8. Chapter 9 then

describes the application of the tagger to the H → 2a→ 4b physics search and discusses the results. Finally,

chapter 10 summarizes and concludes.
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Chapter 2

The Standard Model

The Standard Model is a renormalizable, quantum field theory framework that describes most of the known

fundamental particles and their interactions. It is invariant under the symmetry group U(1)Y ⊗ SU(2)L ⊗

SU(3)c, which describe three out of the four fundamental forces currently known: the electromagnetic, weak,

and strong force. The fundamental particles are comprised of three generations, sets of particles differing in

mass, of quarks and leptons (fermions) that interact through the various forces (bosons). These interactions

are described through the underlying theories in the SM, referred to as sectors. The SM can be summarized

by a Lagrangian defined with fields describing the particles and their interactions. To start, the Lagrangian

governing the fermions can be expressed by:

L = ψ̄(iγµ∂µ −m)ψ (2.1)

where ψ is the fermion field, γµ are Dirac matrices, and m is the mass of the fermion. Varying this Lagrangian

yields the famous Dirac equation for a relativistic, free particle.

The fundamental interactions seen in nature can be appropriately expressed as symmetries, or local

transformations of a symmetry group that leave the Lagrangian invariant. In order to preserve gauge

invariance, gauge fields are introduced into the Lagrangian.

There is a corresponding gauge field for each generator of a symmetry group. The group SU(3)c governs

the strong force and has 8 generators corresponding to 8 gluons mediating the force between quarks. For the

weak and electromagnetic force, U(1)Y ⊗SU(2)L gives 4 total generators corresponding to the photon, W±-

and Z- bosons. The methodology for deriving the associated weak and electromagnetic bosons requires more

discussion and will be described in the following section. A summary of the bosons and their interactions

can be found in table 2.1, note that the Higgs is also included and will be discussed in section 2.2.

3



Mediator Mass [GeV] Interaction Electric charge Spin

Gluon (×8) (g) 0 strong 0 1
Photon (γ) 0 electromagnetic 0 1
Z 91.19 weak (neutral) 0 1
W± 80.395 weak (charged) ±1 1
Higgs (H) 125.7 - 0 0

Table 2.1: Boson classification in the Standard Model.

2.1 Quantum Chromodynamics

Quantum Chromodynamics (QCD) describes the strong interaction using SU(3)c. The associated quantum

number is referred to as color and can take one of three values (r,b,g). Enforcing that the Lagrangian is

invariant under local transformations of this group is achieved by introducing the covariant derivative:

Dµ ≡ ∂µ − igsTaGaµ (2.2)

where gs is the strong coupling (commonly shown as αs ≡ g2
s/4π), Ta are the generators of SU(3)c, and Gaµ

is the gluon gauge field. The field strength tensor Gaµν , related to the gauge fields, is also a useful object for

constructing gauge invariant quantities that are allowed in the Lagrangian:

Gaµν ≡ ∂µGaν − ∂νGaµ − gsfabcGbµGcν (2.3)

where fabc are the structure constants of SU(3)c. Thus, the full Lagrangian for QCD and be expressed as:

LQCD = q̄(iγµDµ)q − 1

4
GaµνG

aµν (2.4)

with q being a 3-component vector for each color for a given quark.

One important feature of the QCD coupling is the particular dependence on the scale of the interaction

when first-order quantum corrections are taken into account:

αs(Q
2) =

12π

(33− 2nf )log( Q2

λ2
QCD

)
(2.5)

where Q is the scale of the interaction (typically characterized by the momentum transfer of the interaction),

nf is the number of relevant quarks (mq < Q), and λQCD is the QCD scale, an experimentally determined

value that gives an approximate divide for when perturbation theory is applicable. The consequence of
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equation 2.5 is that the coupling decreases with higher scales and vice versa. This leads to a few important

properties of QCD. The first of note is that at higher energies, the coupling becomes smaller and perturbation

theory can be applied to computing observables. At infinitely high energies, the coupling goes to zero and

quarks will behave like free particles (referred to as asymptotic freedom). If the energy is low, the coupling

becomes much stronger and leads to confinement: the restriction that quarks and gluons cannot be free.

The consequence of these properties is that as quarks or gluons separate from each other, it eventually

becomes more energetically favorable to produce a quark-antiquark pair from the vacuum. As quarks and

gluons are produced from the pp collisions, this process will happen as they traverse from the interaction

point. This leads to a spray of QCD bound states (hadrons). This spray of hadrons is known as a jet and

is the signature from a produced quark or gluon in the collider.

2.2 Electroweak Sector

The next area interest in the SM is the electroweak sector, which is the combination of the weak and

electromagnetic force. Historically, these forces were considered completely independent with quantum

electrodynamics (QED) being developed separately from the weak force (Fermi’s theory of beta decay).

However, due to Fermi’s interaction not being renormalizable and the discovery of massive bosons (W±,

Z) mediating the weak force [1], a new theory was developed that unified the two forces under the group

SU(2)L ⊗U(1)Y . To have a Lagrangian that is invariant under local transformations of this group, another

covariant derivative can be introduced:

Dµ ≡ ∂µ − igTiW i
µ − ig′

Y

2
Bµ (2.6)

where g and g′ are the couplings of SU(2)L and U(1)Y respectively, Ti are the generators of SU(2)L, Y

is the quantum number of U(1)Y (commonly referred to as the hypercharge), and W i
µ/Bµ are the gauge

fields of the respective groups. As before with QCD, gauge invariant quantities can be introduced using field

strength tensors for each group:

W i
µν ≡ ∂µW i

ν − ∂νW i
µ + gεijkW

j
µW

k
ν Bµν ≡ ∂µBν − ∂νBµ (2.7)

with εijk being the antisymmetric Lev-Cevita tensor. The electroweak Lagrangian can be expressed as:

LEW = f̄(iγµDµ)f − 1

4
W i
µνW

iµν − 1

4
BµνB

µν (2.8)
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with f being the fermions. It should be noted the only left-handed fermions interact via the weak force and

transform as SU(2)L doublets, while right-handed fermions transform as singlets (no interaction).

If mass terms are introduced for the gauge fields or fermions, the symmetry is broken and the Lagrangian

is no longer invariant. In order to keep the SM gauge invariant, renormalizable, and remain compatible with

experimentally verified massive vector bosons, a mechanism was proposed to modify the EW theory.

2.3 The Higgs Mechanism

The Higgs mechanism is such a process that allows all the aforementioned properties to coexist. It starts

with introducing a new weak isospin doublet of complex scalar fields, called the Higgs field:

Φ ≡

φ+

φ0

 (2.9)

where + or 0 refer to the electric charge of the field given by a combination of SU(2)L and U(1)Y quantum

numbers: Q̂ = T̂3 + Ŷ
2 .

The Lagrangian for the Higgs field can be comprised of gauge invariant terms as before:

LΦ = (DµΦ)†(DµΦ)− µ2Φ†Φ− λ(Φ†Φ)2 (2.10)

where Dµ is the same covariant derivative as equation 2.6. If the potential is minimized, this leads to a

set of solutions that depends on the signs of the parameters µ2 and λ. When λ is negative, this leads to

unphysical and unstable equilibria. When λ is positive, the solutions are either 0 for positive µ2 or

Φ†Φ =
−µ2

2λ
≡ v

2
(2.11)

for negative µ2, which is non-zero, degenerate solution.

When the system settles into a particular ground state, the symmetry SU(2)L ⊗ U(1)Y is broken. This

is referred to as spontaneous symmetry breaking (SSB). Certain systems exhibit a process where a system

settles into a ground state from a degenerate set. The symmetry is not broken in the Lagrangian, but the

symmetry is not respected when the system chooses a given ground state.

According to Goldstone’s theorem, massless scalar bosons show up if a continuous symmetry is sponta-

neously broken. If the system and Higgs field are analyzed as a perturbation around the ground state, Φ

6



can be expressed as:

Φ(x, t) =
1√
2

 0

(v + h(x, t))

 ei~σ·
~ξ(x,t) (2.12)

where h and ~ξ are real scalar fields.

It turns out that the ξ fields can be set to zero due to gauge invariance (the particular gauge choice is

referred to as the unitary gauge). Using 2.12 in 2.6 after applying the gauge and taking the relevant result

yields:

∣∣∣∣(−ig σ2 ~Wµ − i
g′

2
Bµ

)
Φ

∣∣∣∣2

=
1

8

∣∣∣∣∣∣∣
 gW 3

µ + g′Bµ g(W 1
µ − iW 2

µ)

g(W 1
µ + iW 2

µ) −gW 3
µ + g′Bµ


0

v


∣∣∣∣∣∣∣
2

=
1

8
v2g2

[
(W 1

µ)2 + (W 2
µ)2
]

+
1

8
v2(g′Bµ − gW 3

µ)(g′Bµ − gW 3µ)

(2.13)

With a bit of algebra, the terms can be expressed in terms of mass eigenstates:

W±µ = (W 1
µ ∓ iW 2

µ)/
√

2 (2.14)

Zµ =
gW 3

µ − g′Bµ√
(g2 + g′2)

(2.15)

Aµ =
g′W 3

µ + gBµ√
(g2 + g′2)

(2.16)

which are the W±/Z bosons and the photon with masses mW = vg
2 , mZ = v

√
g2+g′2

2 , and mγ = 0,

respectively. The degrees of freedom that were in the original Higgs field Φ are now in the massive gauge

bosons (1 additional degree of freedom for each previous massless boson that gained a mass term).

There are no restrictions preventing the Higgs field from coupling to the fermions. A gauge invariant

term can be introduced to the SM Lagrangian:

LYW =
∑
f=l,q

λf
[
f̄LΦfR + f̄RΦ̄fL

]
, (2.17)

where the matrices λf describe the Yukawa couplings between the single Higgs doublet and the fermions.

Using equation 2.12 in 2.17 results in interaction terms between the physical Higgs field and fermions, which

allows mass terms for the fermions.
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2.4 Properties of the Higgs

Since the work of this thesis focuses on looking for new physics through the Higgs boson, this section will

showcase some of the important and relevant properties of the Higgs.

2.4.1 Production Modes from Proton-Proton Collisions

The main production mechanisms of the Higgs from proton-proton collisions are gluon fusion (ggF), weak

vector boson fusion (VBF), associated production with a weak vector boson (ZH/W±), and associated

production with top/anti-top quark pairs (tt̄H). Feynman diagrams for the processes can be seen in 2.1. The

theoretically computed cross-sections for each production mode as a function of the center-of-mass energy

√
s can be seen in Fig. 2.2, with (N)NLO/NNLL referring to higher order corrections in the computation in

the cross-section (described in more detail in the following chapter).

Figure 2.1: Feynman diagrams for the four primary production modes ggF (a), VBF (b), ZH/W±H (c),
and tt̄H (d).

2.4.1.1 Gluon Fusion

The production mode with the highest cross-section through pp collisions is through gluon-gluon fusion. As

shown in Fig. 2.1, the gluons fuse into a Higgs mediated by a quark loop. Since the lowest order computation

for the process depends on the mass squared of the quark in the loop, the quark with highest mass dominates

the contribution, i.e. the top quark. Although loop contributions tend to be suppressed, hadron colliders

have enormous contributions from gluon collisions, resulting in ggF being the dominant production mode.

The final signature from ggF is simply the Higgs’s decay products, which will be described in 2.4.2 (any
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Figure 2.2: Theoretical cross-sections for each production mode as a function of the center-of-mass energy√
s. (N)NLO/NNLL refer to higher order corrections in the computation in the cross-section.

initial or final state radiation will also contribute to the final signature, but that is true for all production

modes).

2.4.1.2 Vector Boson Fusion

The next highest cross-section process is weak vector boson fusion. The Higgs is produced via radiation

from a Z or W± boson propagator that exchanges between two scattering quarks. These quarks tend to

leave signatures in forward regions of detectors, where the angle with the beamline is small. Additionally,

the Z and W± do not directly interact with gluons and so radiation is suppressed in the central region for

detectors (higher angle from the beamline). These two attributes give VBF a unique signature to distinguish

against the myriad QCD processes produced in a hadron collider.

2.4.1.3 Associated Production with a Weak Vector Boson

Following VBF by order in cross-section is Z/W± associated production. Two quarks can fuse together

to create a weak vector boson that radiates a Higgs. Both Z and W± bosons can decay into leptons a
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reasonable amount of the time ( 10% and 30% respectively). Leptons (specifically electrons and muons)

tend to leave reasonably clean signatures in hadron detectors and thus provide a good handle for identifying

potential Higgs events. The leptons also provide good trigger objects and reduce backgrounds. Because of

the increased sensitivity, the ZH production mode is the process probed for the work done in this thesis.

2.4.1.4 Associated Production with Top-Quark Pairs

The last major production channel comes from tt̄H. The Higgs is produced via radiation through a top

quark pair. Each of the top quarks decay into a b-quark and W± boson. Leptonic decays of the W± can

provide clean signatures, along with the b-quarks, at the cost of a low cross-section.

2.4.2 Decay Modes of the Higgs Boson

The dominant modes have the Higgs decaying into a bottom quark pair (bb̄) or two W bosons where one

is off-shell. The following subdominant decays are into a pair of gluons, τ leptons, charm quarks, Z bosons

(one off-shell), photons (γ), or muons. The theoretical computation for the Higgs decay modes in terms of

their branching ratio (BR) can be seen in Fig. 2.3. The viable final signatures for detecting Higgs events

depends on both the production and decay modes. For example, if one wanted to measure the b-quark

pair decay channel, trying to find signatures resulting from ggF production runs into practical issues. The

combination may have the highest cross-section and BR, but the final signature results in purely hadronic

signatures which make it difficult to distinguish from the large, similar background processes produced at a

hadron collider. Often times, a more optimal combination exists. For the example with the Higgs decaying

into a hadronic final state, ZH/W±H or tt̄H are considered to be more viable due to the additional leptons

in the final state.

Aside from measuring prediction yields directly, another important experimental measure for the decay

modes is the decay width. The total width is just the simple sum of the widths of the individual decay

modes and any constraints on the measured mass width correspond to constraints on the decay modes. The

SM Higgs mass width is predicted to be around Γh ≈ 4.07 MeV .

2.4.3 Current Status of Higgs Measurements

The Higgs boson was discovered by observing a small number of decay modes [2, 3]. The decay modes

measured in ATLAS, shown in Fig. 2.4, are consistent with the SM predictions, but they are measured with

limited precision and constitute only a subset of the Higgs boson decay modes.
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Figure 2.3: Theoretical branching ratios for the Higgs boson as a function of its mass.

As a result, available measurements are only able to constrain non-SM decays to . 26% (depending on

the model) of all decays at 95% confidence level (C.L.) [4–7]. Even with the full data set (3000 fb−1 of data)

from planned future program, HL-LHC, the expected precision to measure SM decays is ∼ 10% [8]. Thus,

for the lifetime of the LHC, there will still be room for new physics in Higgs boson decays at least at the

∼ 10% level. These decays are interesting because they may be a window to new physics, including scenarios

called Higgs portals, where the Higgs boson is the leading or only mediator between the SM and new physics

sectors. These exotic decays can alleviate the deficits of the SM, which are described in the next section.

2.5 Shortcomings of the Standard Model

Despite the myriad successful predictions from of the SM measured with high precision, there are still major

phenomena completely unexplained by the SM. Gravity, one of the four known fundamental forces, is not

included in the SM. A discrepancy between the expected and observed gravitational behavior of galaxies

based on the observed matter led to the inference of a non-luminous substance, dark matter. The SM has no

candidate particles to explain dark matter, which is estimated to comprise around 80% of the matter content
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Figure 2.4: Ratio of the production cross section times branching ratio that best fits available data relative
to the SM expectation for individual decay modes [7].

in the universe. The apparent matter/anti-matter asymmetry in the universe is also not adequetely explained

in the SM. The experimental observations of neutrino oscillations imply that neutrinos have differences in

mass, which are not currently supported by the SM.

Another important issue is the hierarchy problem. Quantum corrections to the Higgs mass result in

quadratically divergent terms that are sensitive to the scale of the interactions. This especially becomes

problematic if the SM is supposed to be valid up until Planck scales, leading to corrections of 30 orders of

magnitude higher than the measured mass. In order to have a theory consistent with the measured Higgs

mass, extreme fine-tuning is necessary to cancel out the divergences. While not technically forbidden or

inconsistent, corrections over many orders of magnitude are worrisome.

Because of the current SM success, it is well motivated that a simple extension to the SM is a reasonable

path to explain the aforementioned phenomena. These theories are known as Beyond the Standard Model

(BSM) theories. As mentioned in the previous chapter, the Higgs is an area of the SM most recently

discovered that does not have strong constraints on its decay modes. Thus, an exciting and natural class of

BSM physics could reasonably come from modifications to the Higgs sector in the SM in the form of non-SM

or “exotic” decays.

2.5.1 Exotic Higgs Decays

In addition to the limited experimental constraints on the Higgs decay channels, the Higgs has an extremely

narrow width relative to its mass as a result of the decay processes being suppressed for various reasons.
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Because of this, even a small coupling to new state can result in sizable branching ratios to new physics.

These couplings can be on the order of 0.01 and still provide a BR to new physics of about 10%.

One of the simplest “exotic” Higgs decays is into a new light spin-zero particle, a. In many models where

the a-boson mixes with the Higgs through Yukawa couplings, the dominant decay mode of the a is into a

pair of b-quarks when the a mass is greater than the threshold for b-pair production. Thus, an appealing

decay channel for new physics comes in the form of H → 2a→ 4b.

These exotic decays are predicted by many BSM theories [9], including those with an extended Higgs

sector (such as the Next-to-Minimal Supersymmetric Standard Model, NMSSM [10–14]), several models of

dark matter [15–19], models with a first-order electroweak phase transition [20, 21], and theories with neutral

naturalness [22–24].

A new spin-zero particle could be the mediator for dark-matter interactions with SM particles. This

possibility is well motivated by the observations of the Fermi Large Area Telescope (FermiLAT) of a gamma

ray excess originating from the Galactic Center (GC) [25–33]. The FermiLAT collaboration has recently

confirmed this excess using all the data currently available and the most recent interstellar emission models

for γ-rays [34] and has observed another similar excess in Andromeda [35]. This excess may be the first

indirect observation of dark matter to date and is consistent with the annihilation through a light spin-zero

particle with Yukawa-like couplings to SM fermions [18, 19, 25–33, 36–39]. Other astrophysical sources,

such as millisecond pulsars, have recently been proposed as explanations [40, 41] and the process responsible

for this excess remains an open question. However, the annihilation of DM (X) through the channels

XX → a → 2b and XX → 2a → 4b is expected in general grounds and should be experimentally tested.

Models explaining the GC excess via a light spin-zero particle are largely unconstrained by existing collider

and direct DM searches.

A new light spin-zero particle has several other theoretical motivations. This particle could make the elec-

troweak phase transition first-order, allowing for electroweak baryogenesis as an explanation of the observed

baryon-antibaryon asymmetry of the universe [20, 21, 42–45]. Such a new particle can also be related to the

naturalness problem of the Higgs boson mass. In various Beyond the Standard Model (BSM) scenarios, the

quantum divergences in the Higgs boson mass are canceled by new particles related to the SM through new

symmetries. In some cases, these new particles hadronize into spin-zero composite particles that have the

same properties as a [23, 24]. These scenarios are experimentally untested and this search measurements

can provide the some of the first constraints on a solution to the naturalness problem that does not contain

new colored particles, neutral naturalness.

The search for signatures of Higgs boson decays to a pair of spin-zero a particles at the LHC is one of the
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simplest and best-motivated possibilities for “exotic” decays [9]. In many scenarios where the Higgs boson

decays to a pair of new spin-zero particles a, the dominant decay mode is to a pair of b-quarks (a→ bb) for

ma > 10 GeV, above the b-pair production threshold. Despite the experimental challenges associated with

such a 4b signature (H → 4b), this is expected to be one of the most sensitive decay modes [9, 46–48] and

thus the focus of this thesis.
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Chapter 3

The ATLAS Experiment at the LHC

The Large Hadron Collider (LHC) is one of the world’s leading particle colliders designed to collide protons at

a center-of-mass energy of 14 TeV. Along the accelerator lies multiple interaction points with detectors built

around them to analyze various physics processes. The ATLAS experiment utilizes one of these detectors

(aptly named the ATLAS detector) to probe fundamental physics. The work described in this thesis uses

data produced by the LHC and recorded by the ATLAS detector and the following chapter will detail the

main aspects of both.

3.1 The Large Hadron Collider

The LHC [49] is a circular superconducting particle accelerator installed in a 27 km underground tunnel

designed to collide protons. The accelerator ring houses four major detectors at various interaction points:

ATLAS, CMS, LHCb, and ALICE. ATLAS and CMS probe a similar range of physics from the proton-

proton collisions, while LHCb and ALICE focus on other specializations (b-physics and heavy ion collisions,

respectively). For the ATLAS data considered in this thesis, the LHC was operating at a center-of-mass

energy
√
s = 13 TeV.

3.2 The ATLAS Detector

The ATLAS detector is one of the main apparatuses used for detecting and analyzing the final decay products

of pp collisions. It covers nearly the entire solid angle around the collision point and is comprised of several

subdetectors that each have a dedicated role in processing specific expected decay products. The closest

system to the beamline is the inner detector (ID), which is used to capture information about charged

particles and their paths. Surrounding the ID is an electromagnetic calorimeter designed specifically to

record signatures from electrons and photons. Another calorimeter designed to identify and measure energy

of hadrons is also employed. Furthest out from the interaction point is the muon spectrometer (MS), which

is dedicated to measuring muons. Before describing these subsystems in detail, a note about the ATLAS
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coordinate system should be discussed.

Figure 3.1: View of the full ATLAS detector [49].

3.3 ATLAS Coordinate System

The ATLAS coordinate system is a cartesian right-handed system with the origin and the interaction point

in the center of the detector. The positive directions for x, y, and z correspond to pointing towards the

center of the ring, upwards to the sky, and counterclockwise along the ring, respectively. Often the angles

with respect to the beam axis are more useful. The azimuthal angle φ is measured around the beam axis,

while the polar angle θ is measured with respect to the z-axis.

Since momentum in the z-direction cannot be determined, along with the fact that energy/momentum

must be conserved in the x- and y- directions, it is useful to use quantities that are boost invariant along

the z-axis or their transverse components. In particular, the pseudorapidity is used:

η = −ln

(
tan

θ

2

)
(3.1)

along with pT and ET , the transverse components of momentum and energy. Another useful quantity
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commonly used is the angular distance between points is defined as:

∆R =
√

(∆η)2 + (∆φ)2 (3.2)

One important caveat is that the pseudorapidity is only boost invariant along the z-axis if the particle is

massless. But relative to the scales of energy/momentum, this approximation for massive decay products is

valid in many cases.

With the coordinate system and useful parameterizations defined, the subsystems will be described in

the following sections.

3.4 Inner Detector

The innermost layer of ATLAS is the inner detector (ID), which is used to reconstuct charged particles

through energy/momentum and vertex measurements. The ID is immersed in a strong magnetic field and

is comprised of three components (in order of distance from the beam axis): pixel, semiconductor tracker,

and transition radiation tracker. The active parts of the ID record the particle’s trajectory as it moves

through the detector. These trajectories get reconstructed as objects referred to as tracks. Together with

fast-response electronics, resilience to radiation, and the fact that there is little material between the beam

and detector, the ID provides accurate measurements of charged particles covering a range of |η| < 2.5.

3.4.1 Pixel Detector

The pixel detector is the inner most component of the ID and is comprised of roughly 80.4 million readout

channels, allowing for high granularity measurements within |η|< 2.5. The resolution achieved is 10 µm in the

R− φ plane and 115 µm in the z-direction. This high precision is primarily used for vertex reconstruction.

An additional pixel layer called the the Insertable B-Layer (IBL) was added as an upgrade to improve

performance of the pixel detector. Due to its proximity to the beamline, the IBL allows for precision

reconstruction of secondary vertices, an important object used for identifying b-quark final states, which is

a critical component to the work described in this thesis.

3.4.2 Semiconductor Tracker

The next section further out from the interaction point is the semiconductor tracker (SCT). It is composed

of a barrel that is lined with silicon strips parallel to the beam axis and endcaps with radial strips for precise
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Figure 3.2: Cut-away view of the ATLAS Inner Detector [49].

R − φ measurements covering |η| < 2.5. There is also an additional layer of strips with a 40 mrad angle

between the first layer to determine positioning of the tracks within a strip longitudinally using the crossing

point of the strips between the different layers. The SCT mainly contributes to momentum reconstruction.

3.4.3 Transition Radiation Tracker

Surrounding the SCT is the transition radiation tracker (TRT). It is comprised of 4mm diameter straw tubes

that are also placed parallel to the beamline as well as radially in the endcaps, but only cover a range of η

< 2.0. The tubes contain a gaseous mixture of carbon dioxide and xenon, along with a gold-plated tungsten

wire. Charged particles ionize the gas, and the ionization charges drift to the wire for detection. The time of

arrival of the charges provide spatial information. The material between the tubes also produces radiation

as electrons pass through. Thus, the TRT can aid in the identification of electrons.
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3.5 Electromagnetic and Hadronic Calorimeters

The ATLAS calorimeter system is divided into two major components: electromagnetic (EM) and hadronic.

The calorimeters contain a barrel and endcap and together cover up to η < 4.9. The EM calorimeter

is comprised of an accordion structure with liquid argon active material and lead absorber plates. They

are designed to stop most particles except muons and neutrinos. The EM calorimeter focuses mostly on

absorbing and measuring energy from electrons and photons, while the hadronic calorimeter focuses on

hadronic activity. The EM calorimeter has finer segmentation in the η region that the ID covers in order to

have more precise measurements of photon and electron showers. The hadronic calorimeter and endcaps are

not as granular, but are still sufficient for capturing hadronic activity (i.e. jet kinematics).

Figure 3.3: Schematic view of the ATLAS calorimeter system [49].

3.6 Muon Spectrometer

The Muon Spectrometer (MS) is the outer most section of the ATLAS detector comprised of a barrel and

endcap region. As the name suggests, the MS is designed to identify and measure properties of muons. It is

made up of four major detector technologies: monitor drift tubes/chambers (MDT), cathode strip chambers

(CSC), resistive plate chambers (RPC), and thin gap chambers (TGC).
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3.6.1 MDT

The MDTs are similar to the TRTs described in the Inner detector. They are comprised of tubes filled

with argon and carbon dioxide gas with a tungsten-rhenium wire producing an electric field. As muons

pass through the tubes, the gas ionizes and attracts ionization charges to the wire to produce a signal. A

total of 6 or 8 layers of tubes are used for precise track reconstruction in each chamber while reducing the

background of fake muons. The MDTs cover a range up to |η| < 2.7.

3.6.2 CSC

CSCs are multiwire proportional chambers positioned at high |η| to help combat the higher rate and back-

ground conditions. The chambers contain the same gas composition as the MDTs. One advantage of this

technology is the lower drift time, allowing for faster readout rates. The CSCs cover a range of 2.0 < |η| <

2.7.

3.6.3 RPC

RPC chambers are made up of two plates of resistive material filled with a mixture of C2H2F4, Iso−C4H10,

and SF6 gas. When charged particles fly through the gas, avalanches are produced that get collected by

two sets of orthogonal strips which provide the φ measurement in addition to η. RPCs have a very low drift

time compared to both the CSCs/MDTs and are thus used in fast decision making for storing collision data,

referred to as triggering (described in more detail in 3.7).

3.6.4 TGC

The TGCs are also multiwire proportional chambers designed for fast readout times like the RPCs, but

capable of withstanding the higher rates and background conditions like the CSCs. The fast signal detection

is due to the anode-cathode distance being smaller than the adjacent anode wire distance. The TGCs exist

in the endcaps and cover a range of 1.05 < |η| < 2.7. The TGCs also provide a measurement for φ in addition

to η.

3.7 Trigger System

The bunch crossing rate is about 30 MHz when the beams are operational. Due to the technical limitations of

the ATLAS detector and the computing resources necessary to record all those collisions, a triggering system
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Figure 3.4: Schematic view of the ATLAS muon spectrometer [49].

was designed to make fast real-time decisions that save events with physics relevance. Most triggers are a

set of conditions looking for candidates of quickly reconstructed physics objects like electrons, muons, jets,

or even event-level properties like the total missing transverse energy (MET). The trigger system drastically

reduces rate of input data to about 1 kHz.

The trigger system is comprised of 3 levels, each with increasing detailed information about the objects

reconstruction. The first level (L1) is a hardware based system using coarse calorimeter and muon infor-

mation. The second (L2) and third (event filter, EF) are software based systems that use information from

all of the subdetectors. The last two levels combined are collectively referred to as the High Level Trigger

(HLT).

The L1 trigger system utilizes fast, custom electronics to quickly identify potential physics objects by

finding regions-of-interest (ROI). ROIs are computed in terms of η (or θ) and φ, then feed the raw data of

the event to the next trigger level. The L1 trigger reduces the event rate down to < 100 kHz.

At the HLT, the L2 system uses the ROI inputs combined with tracker information to build candidate

physics objects (electrons, muons, etc) and compute their position and energy. A selection is then applied

to these objects to reduce the rate even further. After this selection, the physics objects are reconstructed

using the full techniques that are used for analysis (sans detailed calibrations). Another selection is applied

to these objects and the finally reduces the event rate to 1 kHz.
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The selection applied at the HLT trigger is defined by a trigger menu, which is often updated and refined

as the experiment progresses to accommodate all the physics analyses ATLAS is interested in. Some of the

triggers are very inclusive (e.g. single objects with low pT cuts). In some cases, the event rate is still too high

to record everything. In order to further reduce the rate, triggers may have a prescale value. The prescale

value is defined as the rate of acceptance for a given trigger, i.e. one out of every P events triggered will be

saved, reducing the value by a factor of 1/P.

The nomenclature for a given trigger is formatted as:

[LEVEL] [N][TYPE(S)][THRESHOLD] [ISOLATION] [QUALITY] (3.3)

with each component defined as: the trigger level used, the multiplicity of the physics object, the type of

physics object (electron, muon, jet, MET), the pT or energy threshold, requirement of isolation from other

objects, and severity on final algorithm selection.

3.8 New Small Wheel

The LHC has plans to upgrade the accelerator complex to increase the rate of collisions and deliver more

data in the coming years. ATLAS will also need to upgrade the various subsystems to accommodate the

higher event rate and properly record high quality data. The higher event rate leads to higher background

rates and places more demand on the processing required of the trigger systems. One important upgrade to

the system is the New Small Wheel (NSW) whose main goal is to improve the muon triggers in the endcap

region 1.3 < |η| < 2.4.

3.8.1 Oveview of the NSW trigger

The current endcap muon trigger uses the TGCs in the middle layer of the detector, the big wheels (BW) [50].

The strategy uses coincidences of hits pointing to the interaction point (IP) in multiple layers of TGCs. Large

trigger rates have been observed in the TGCs mainly due to secondary particles originating in the material

near the beampipe in the region of the endcap toroid, which is location next to the TGCs.

The proposed upgrade is to replace the innermost layer of muon detectors, the small wheel (SW), which is

located on the other side of the endcap toroid, with new detectors and electronics, the NSW [51]. The NSW

is planned to provide an additional segment to the trigger logic to be combined with the TGC information

(i.e. more high quality hit coincidences) and thus reject most of the background from secondary particles.

The NSW segments should project back in θ to the IP with a precision of about 1 mrad.
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Figure 3.5: Schema of the ATLAS trigger system.

A key piece of information needed for the trigger is the pointing to the IP, ∆θ, which identifies particles

originating from the collisions and discriminates them from particles originating from other sources. The

trigger requires that the segment satisfies |∆θ| < 15 mrad and also provides information about the position

of the segment in η and φ so that the positions can be matched with the TGC information.

Figure 3.6 (left) shows examples of tracks accepted by the current trigger and indicates how the additional

information will reject fakes. The existing trigger, based on the BW alone, would accept all three tracks

indicated. With the addition of the NSW, only track ‘A’, the desired track, which is confirmed by both the

Big Wheel and the NSW, will be accepted. Track ‘B’ will be rejected because the NSW does not find a
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track that comes from the interaction point (IP) that matches the Big Wheel candidate. Track ‘C’ will be

rejected because the NSW track does not point to the IP. The NSW logic restricts ∆θ to a value consistent

with a track that originates in the IP. Figure 3.6 (right) shows the expected reduction the triggers in the

region 1.3 < |η| < 2.4 with the NSW.
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Figure 3.6: (left) Schematic of the muon endcap trigger indicating examples of which triggers in the current
system would be rejected by the NSW. The NSW logic restricts ∆θ to a value consistent with the track to have
originated from the IP. (right) Expected reduction in triggers from the NSW in the region of 1.3 < |η| < 2.4.

The NSW is segmented in φ as 16 trapezoidal sectors. Each sector is comprised of two detector tech-

nologies, resistive strip MicroMegas (MM) and small-strip Thin Gap chambers (sTGC). The geometry for a

given sector is comprised of eight planes of MM detectors sandwiched between four planes of sTGC on each

side along the z-axis. The readout scheme is comprised of a set of strips for the MM, and a set of strips,

wires, and low granularity pads for the sTGC. Both technologies are planned to be used for tracking and

for the trigger. For the sTGC, the wires and strips for tracking, while the strips and pads are used in the

trigger. For the MM, all strips are used for tracking, while only the strip with the first hit in time above

threshold for each 64 channels is used in the trigger. Four out of the eight MM planes have strips at a slight

angle (referred to as the stereo angle) of ± 1.5 degrees in order to compute the azimuthal direction.

The MM and sTGC trigger algorithms run independently and the trigger segments are combined into

a single set of candidates that are sent to the sector logic (SL) which then combines the information from

the NSW with the TGCs in the BW. The NSW segments are computed with FPGAs on trigger processor

boards which receive the trigger hit information from upstream electronics. A major challenge of the system

is to be able to provide the segment candidates in the short latency of the system, which is 43 LHC bunch

crossings or 1075 ns.

The following sections detail the work contributed to the NSW project, which is focused on the imple-
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mentation of the MM trigger algorithm into the ATLAS simulation software.

3.8.2 The MM Trigger Algorithm

The MM trigger algorithm runs on the trigger processor FPGAs. The implementation of its simulation is in

the ATLAS Athena software framework. Athena is the official framework for managing almost all ATLAS

production workflows: event generation, simulation, reconstruction, processing formats for analysis, and the

High Level Trigger. The goal of the work is to study the performance of the trigger and provide studies

with the trigger integrated in the full detector simulation to use in realistic simulations for analysis once the

NSW detector is operational. This contribution to the NSW project is the first implementation of the MM

trigger algorithm in Athena.

The MM trigger algorithm receives inputs of MM trigger hits, referred to as Address in Real Time (ART)

hits. As a muon passes through a MM plane, ionization charges get produced and drift to the readout strips.

Multiple readout strips activate and produce hits. Each front end chip located on the MM detectors, called

the VMM, takes hits from up to 64 MM strips and the address of the first strip in time to cross the threshold

is the ART hit.

The data from the MM planes depends on the geometry. As briefly mentioned in the previous section,

four planes have horizontal strips, referred to as X planes, while four planes have a slight stereo tilt to

provide an azimuthal measurement, referred to as U and V planes, depending on the direction of the tilt

(+1.5 degrees for U, -1.5 degrees for V). The eight MM planes are arranged in a XXUV-UVXX geometry

along the z-axis.

3.8.2.1 Algorithm Description

The MM trigger algorithm begins by translating the addresses of the ART hits from each plane into slopes

and associating them to predefined “slope-roads” using a look-up-table (LUT). A circular buffer is used to

look for coincidences between the roads in the planes. Finally, the local and global slopes for track candidates

are computed. The trigger algorithm can be outlined in four steps:

1. Translation of hardware addresses into equivalent track slopes fixed to the IP.

2. Determination of the presence of a multi-plane coincidence.

3. Parallel calculation of global θ (zenith of the track position at the entrance of the NSW) and local θ

(direction, at the entrance of the NSW) angles with parallel strips and global average stereo strips,

using the multi-plane coincidence.
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4. Calculation of ∆θ (the difference in θ between the direction of the segment extrapolated back to the

interaction point and its direction when entering the detector region), global θ (referred to as θ), and

φ (the azimuth defined with respect to the center (y) axis).

The first two items are performed by many finders, which don’t consume significant amount of resources,

but reduce significantly the throughput towards the second half of the algorithm. The latter two items are

performed by fitters that consume most of the resources allocated to the algorithm, but only performed upon

the presence of a solid track candidate.

3.8.2.1.1 Decoder

Incoming strip hit addresses are decoded into global slope values using by multiplying by a constant. A

strip’s stored slope value is defined as the orthogonal distance between a given strip and the beam line

divided by the z distance from the IP to the plane the strip belongs to. It is precomputed taking into

account a strip offset and a z position stored for each of the 8 planes and 16 radial segments of each sector.

3.8.2.1.2 Finder

The track finding algorithm is based on the LUT slope-roads coming from dividing the sector from bottom

to top along η. Hit data from the decoder is collected and associated to a slope-road in the LUT. Details

of the hit that can’t be calculated from the road itself are also stored. The buffer mentioned in section

3.8.2.1 can hold the roads associated to a hit for each plane, with the hits expiring after the hit integration

time. The buffer checks all slope-roads associated to the hits once per bunch crossing and determines if a

coincidence threshold on the minimum number of planes with hits along the same slope-road has been met.

Coincidence also requires the oldest hit of the track to be expiring (i.e. older than one bunch crossing). The

strip number and slope for each hit are calculated and passed to the track fitting algorithm.

3.8.2.1.3 Fitter

In the fit, individual hit slopes in a slope-road are used to calculate global slopes associated with each plane

type, which are averages (e.g. Mg
X for the average slope of horizontal planes). These in turn are used to

calculate the three composite slopes: slopes associated with the horizontal (mx) and vertical coordinates

(my) and the local slope of hits in the horizontal planes (M l
X), all of which are shown in:

mx =
1

2
cot θst (Mg

U −Mg
V ) , my = Mg

X , M
l
X =

z̄∑
i z

2
i − 1/n (

∑
i zi)

2

∑
i

yi

(zi
z̄
− 1
)

(3.4)
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where θst is the stereo angle, the sums are over relevant planes, z̄ is the average position in z of the horizontal

planes, and yi and zi in the local slope expression refer to the y and z coordinates of hits in X planes.

From these composite slopes, the familiar expressions for the fit quantities θ, φ, and ∆θ (approximated

in 3.5) can be calculated as described in [52]:

θ = arctan
(√

m2
x +m2

y

)
, φ = arctan

(
mx

my

)
, ∆θ ≈ M l

X −Mg
X

1 +M l
XM

g
X

(3.5)

These variables give an ROI that can be passed as a trigger signal.

Figure 3.7 shows the algorithmic flow of the finder and fitter with smaller functional units. Each of the

steps, including the steps described for the finder in 3.8.2.1.2, shown in Figure 3.7 have been implemented

as follows in both the hardware and in the corresponding software simulation.

(A) Incoming strip hit addresses are converted to global slope values.

(B) Hit slope values are stored in a circular buffer defined as (N slope-roads)× (8 planes)× (T ), where T

is the cyclical buffer depth and corresponds to the number of bunch crossings over which coincidences

between planes are allowed. Candidates are identified when minimum hit threshold is met. Hits are

kept in the buffer for a fixed number of bunch crossings.

(C) Each slope-road of the buffer is checked once per bunch crossing to determine if a coincidence threshold

has been met.

(D) Slope-road contents containing the track candidate are read and cleared from the buffer and relevant

track components are forwarded for processing.

Once a candidate track is identified, the following steps (E-I) to compute the ROI are completed in parallel:

(E) A local slope is calculated using a least squares fit of available horizontal-strip hits in the proposed

track using the third expression in equation 3.4.

(F) A global horizontal hit slope, which is anchored to the IP, is calculated as the average of registered

horizontal-strip hits in the proposed track candidate (Mglobal
X ).

(G) A global stereo (U) hit slope, which is anchored to the IP, is calculated as the average of registered U

hits in the proposed track candidate (Mglobal
U ).

(H) A global stereo (V) hit slope, which is anchored to the IP, is calculated as the average of registered V

hits in the proposed track candidate (Mglobal
V ).
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Figure 3.7: The block diagram is constructed with time flowing downward; therefore tasks on the same
horizontal line are accomplished in parallel. Blocks correspond to operations comprising the algorithm, solid
flow lines represent the flow of data, and light dotted lines represent fit abandonment signals, which can be
triggered at multiple points throughout the algorithm. X in this diagram refers to horizontal strips, while
U and V refer to the two sets of stereo strips (with a +1.5◦ and −1.5◦ stereo tilt respectively). Blocks after
step D are approximately sized to represent their relative processing times.
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(I) Stereo-strip background hits are further filtered from proposed tracks by judging how correlated two

stereo-strip hits are with one another. In particular, strips with the same stereo tilt are compared (i.e

comparing plane U1 with U2 and plane V1 with V2). If they are consistent between the two planes,

the pair is kept, while otherwise it is discarded. If only one plane registers a hit on a strip of a given

stereo tilt, it is kept.

(J) ∆θ is calculated using previously fitted local and global horizontal slopes (M local
X and Mglobal

X ). This

calculation is accomplished using a small φ angle approximation. In local coordinates, for which φ = 0

at the middle of the sector.

(K) θ and φ are calculated using previously stereo and horizontal slopes. In particular, if hits exist for

both stereo tilts, the cartesian position along the horizontal strip direction (mx) is calculated using

the two stereo hit slopes (U and V). If only one exists, the intersection point of the stereo strip and

the horizontal strip is calculated and used. The other cartesian coordinate is given as my = Mglobal
X .

The two cartesian coordinates are transformed into θ and φ using a look-up table. If the two cartesian

coordinates do not correspond to a θ and φ in the sector (which can happen in cases with significant

background contamination), the candidate is rejected.

(L) ∆θ, θ and φ are offered as a trigger signal.

3.8.2.2 Preliminary MM Trigger Performance

The performance of the algorithm is studied using single muon events generated with Athena full simulation.

A geometry with two equal quadruplets each with two horizontal strips and two different-tilt stereo strips

(XXUV-UVXX) was used. The coincidence requirement applied for the trigger is for 3/4 planes to have hits

in X and 3/4 planes in UV. This configuration is referred to as 3X3UV.

The samples were generated using muons originating in the IP. Samples of muons with pT = 100 GeV

were used with a flat distribution in 1.3 < |η| < 2.4 and φ in order to point to the NSW. No backgrounds are

included in this simulation. Once the digitized hits are derived in the simulation, the first signal per channel

is used for the trigger. The simulation includes the effect of the deadtime in the front end electronics and

the coverage of the 64 strips associated to each VMM, ensuring that only one hit is used in the trigger for

each grouping of 64 strips for each event. Once the algorithm was implemented successfully in Athena, the

main goal of the studies was to study the expected performance.

The following variables are used to parameterize performance. The resolution is computed as the standard

deviation of a gaussian fit to the distribution of the difference between the fit and true parameter. The true
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definition is determined at the enetrans to the NSW region. Figure 3.8 shows the distributions for θfit−θtru,

φfit − φtru, and ∆θfit − ∆θtru and the fit results for the mean and standard deviation. Figure 3.9 shows

the results of the fit for the resolution in bins of pT. These results show that the resolution is within

the specifications required for the trigger, though further studies are needed to improve the realism of the

simulation and include other effects.

Figure 3.8: Distribution of (top) reconstructed θ minus true θ values, (middle) reconstructed φ minus true
φ values, and (bottom) reconstructed ∆θ minus true ∆θ values of the track at the entrance of the NSW for
muons of 200 GeV. The XXUV-UVXX configuration without background is used.

Figure 3.9: Distribution of the width of the (top) reconstructed φ minus true φ values and (bottom)
reconstructed ∆θ minus true ∆θ values as a function of the pT of the muon. The XXUV-UVXX configuration
without background is used.

These studies correspond to the first implementation of the trigger algorithm in Athena. There is a

campaign to update the realism of the inputs to the simulation, as well as update the finder portion of the

algorithm to further reduce background impact by separating the finding of X and U/V coincidences. Future

studies include studies fo the effects from incoherent backgrounds, which are expected to be large in the

NSW region.
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Chapter 4

Monte Carlo Simulation

Monte Carlo (MC) simulation is at the heart of nearly all ATLAS searches and measurements. In order

to understand the data from the detector, detailed simulations of physical processes’ (SM or otherwise)

interactions with the detector are used to create samples of simulated data coming from various sources

(signal or background). Comparisons between simulated and real data can then be made to infer what

physical processes occurred.

As the name implies, MC simulation relies on Monte Carlo integration. This method approximates the

expectation value of a function by taking the average value of a function after sampling many times using

random number generators. Individual events can be simulated and produce an expected distribution.

The simulation from starting from physical process of interest caused by the pp collisions, all the way

to the final detector signatures, is incredibly complex. An important feature that makes MC simulation

possible is the fact that the full chain factorizes. Each major physical step can be simulated only having

dependency on the previous step. This can practically be done using a Markov Chain model.

Each step is roughly broken up by the scale of the interaction. When the gluons and/or quarks collide

and create the process of the interest (referred to as the hard-scatter), the momentum transfer is large and

perturbation theory can be applied to describe the process. Any outgoing color charged particles will still be

described by perturbation theory as they travel and radiate other color charged particles. Once the energy

scale gets down to about 1 GeV, QCD perturbation theory does not hold and phenomenological models are

used to describe the process of the quarks and gluons forming bound states and other low energy radiation.

The final step is the simulation of the detector response as the final particles travel through the various

sections of the simulated detector. Figure 4.1 shows a diagram of the process.

One very important property of MC simulation is that the truth information is saved throughout the entire

process. Thus, MC samples have detailed information about how specific processes map to detector signals

and how they would look in real detector data. This provides very useful information for understanding how

different processes or sources contribute to the distributions in real data.

The following sections describe the MC steps in more detail.
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Figure 4.1: Diagram of the full MC simulation chain.

4.1 Factorization Theorem

The factorization theorem states that in hadronic collisions, the cross-section of a hard scattering process

producing a final state X can be separated into short and long distance effects split by a factorization scale

µF :

σpp→X =
∑
i,j

∫
dx1 dx2 fi(x, µ

2
F ) fj(x, µ

2
F )

× σ̂ij→X(p1, p2, αs(µ
2
R), Q2/µ2

F , Q
2/µ2

R)

(4.1)

where the sum is over any partons that can cause X. The parton density function (PDF), fi(x, µ
2
F ), is a

measured probability density function for a given parton i carrying the fraction of proton’s momentum x.

Since PDF’s are independent of process, they are measured from many different experiments. The partonic

cross-section σ̂ij→X can be expressed perturbatively as an expansion in αs. This introduces a dependence

on a renormalization scale µR which is typically set equal to the factorization scale. The computation of the

partonic cross-section is what is referred to as the matrix element (ME) computation.
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4.2 Matrix Element + Parton Showers

The partonic cross-section for producing X can generically be expressed as:

σ̂ij =

∫
dO

∞∑
k=0

∫
dΦX+k︸ ︷︷ ︸

Σ legs

|
∞∑
`=0

M`
X+k︸ ︷︷ ︸

Σ loops

|2 (4.2)

where the sum k is over any additional hard emissions, the sum of ` is the sum of loop corrections, and

dΦX+k is the phase space with k legs.

If k and ` are 0, this is referred to as the leading order (LO) computation. If k > 0, this computes

the leading order cross-section for X with additional hard QCD radiation. If ` > 0, this computes the

next-to-leading order (NLO) cross-section. With each unit increment of `, another“next” is added to the

title, e.g. ` = 2 is referred to as next-to-next-to-leading order (NNLO).

One important issue with the ME computation is that the k emissions must be high momentum (hard)

and well-separated or else the integral does not converge. Since low momentum (soft) and collinear radiation

is known to occur, these must be taken into account another way.

A separate simulation step referred to as parton showering (PS) is done to take into account the additional

emissions as the partons travel. It is an iterative process that computes the probability of emission for a

given parton by comparing the differential cross-sections of n to n + 1 partons. The process runs until the

scale of all the partons has gone to roughly 1 GeV.

One concern with simulating the PS independent of the ME is the potential overlap. If the ME calculation

was done with additional legs and higher orders, there can be a double counting with the PS. There are many

schemes to remedy this issue, but the general idea is to veto PS emissions that overlap with ME emissions

and reweight the ME.

4.3 Hadronization

Once the transfer of momentum is on the order of about 1 GeV, perturbative QCD is no longer valid. The

partons begin forming bound states and other models are necessary to describe the dynamics. In particular,

the string fragmentation and cluster hadronization models are typically used to describe the parton behavior

at low energy. These models have various tunable parameters to match data.

In the string fragmentation model [53, 54], the strong force from the gluons is represented as a string

between quarks. As the quarks move farther away from each other, the string stretches, characterized by the
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potential energy increasing. When the potential energy gets near hadron masses, the string breaks into two

smaller strings by producing a quark/anti-quark pair. This continues until quark pairs with small strings

are left.

In the clustering hadronization model [55, 56], the gluons after the parton shower are first split into

quark/anti-quark pairs. The quarks are then clustered together to form colorless groups. These clusters are

then allowed to decay into smaller clusters or hadrons, depending on their size.

4.4 Minimum Bias/Pileup

When collecting real data, the pp beam sends bunches of protons (roughly 1011 protons per bunch) that

collide every 25 ns with about 20 actual interactions. This results in many low energy background scatterings

that can be categorized as in-time pileup or out-of-time pileup. The former refers to additional interactions

due to other pp collisions happening within the same bunch, while the latter refers to contributions from

bunches adjacent in time. Since these interactions are low energy, similar phenomenological models are

employed to simulate this behavior and create minimum bias events. Since minimum bias events are inde-

pendent of the process of interest, they only need to be created and tuned to the conditions of the detector

and beam the real data was taken under. They can then be overlayed on the simulated hard-scatter to

provide a more accurate representation of the detector data.

4.5 ATLAS Simulation

The entire process described in the previous sections is practically produced with a set of various MC

generators that each have their pros and cons depending on the physical process of interest. A brief summary

can be found in 4.1 for reference.

Monte Matrix Parton Hadronization
Carlo element shower

Pythia6 LO Parton shower String model
Herwig LO Parton shower Cluster model
Sherpa LO Pythia6 Pythia6
Alpgen LO Pythia6 or Herwig Pythia6

MC@NLO NLO Herwig Herwig
POWHEG-BOX NLO Pythia6 or Herwig Pythia6 or Herwig

AcerMC LO Pythia6 or Herwig Pythia6 or Herwig
MadGraph LO Pythia6 Pythia6

Table 4.1: Summary of the Monte Carlo generators used in the analysis.
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The final output running the generators is a list of four vectors for stable particles after decay and

hadronization. In order to create simulated data, the stable particles are processed through an extremely

detailed simulation of the detector called Geant4 [57]. The particles leave behind energy deposits which get

converted into electronic signals which can ultimately be reconstructed as physics objects.

Although MC simulations are very powerful, they are not perfect. Some detector effects and physics

behaviors cannot be reliably simulated. In order to account for these mismodelings, calibrations are done

to correct the MC behavior. By taking measurements in data samples that are very well-understood,

discrepancies between MC and data can be reasonably alleviated.
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Chapter 5

Overview of Statistical Procedure

This chapter introduces the statistical concepts used in the double b-tagger calibration and H → 2a → 4b

analysis.

5.1 The Likelihood Function

The first step in defining the statistical methodology is introducing a proper likelihood function, which gives

the probability of an observation given a particular model. Data from the detector comes in the form of

counts, and for the sake of simplicity, the example of a 1 bin (i) histogram will be used.

The expected number of events for bin i comes from MC simulation and can be expressed as:

Ei = µ · si + bi (5.1)

with si and bi corresponding to the expected signal and background events from MC. Assuming the data

coming from the detector follows a Poisson distribution, the likelihood can be expressed as:

Li =
(µsi + bi)

ni

ni!
e−(µsi+bi) (5.2)

where ni is the number of data counts in the bin. Various systematic and statistical errors can affect the

model. These uncertainties are encoded in terms of nuisance parameters (NP), θ. Each NP is characterized

by a probability density function ρ(θ). For most systematic errors, their PDF is assumed to be a Gaussian

with a mean and width measured by prior experiments. For MC statistical errors, a Gamma distribution

is assumed. Flat priors are sometimes used as a normalization parameter for specific backgrounds. This is

typically done in analysis strategies that have dedicated regions, or sets of bins, designed to measure the

background in a unique phase space where previous measurements or systematics may not have probed.

36



Combining all of these together gives a complete likelihood:

L =

N∏
i=1

(µsi + bi)
ni

ni!
e−(µsi+bi)

M∏
k

ρ(θk) (5.3)

where N is the total number of bins and M is the total number of systematics being considered. This

likelihood can be maximized to fit both µ and all θ to give L(µ̂, θ̂).

After the fit, the NP can be affected in a few ways:

1. The fit NP central value can differ from the initial pre-fit central value, which is referred to as a pull.

2. The fit NP error can be reduced from the initial pre-fit error, indicating that assigned prior was too

large and the measurement has constrained the NP.

3. If there is not enough statistical power in the measurement, neither pulls nor constraints may occur.

When plotting NP, they are typically centered at 0 with a pre-fit uncertainty normalized to 1 for ease of

interpretation.

The likelihood can also be maximized with a fixed µ giving L(µ,
ˆ̂
θ). This negative log of this ratio (referred

to as the profile likelihood ratio) gives the test statistic used for most searches at the LHC, including the

H → 2a→ 4b search:

qµ = −2ln

(
L(µ,

ˆ̂
θ)

L(µ̂, θ̂)

)
(5.4)

Before proceeding further, one important note should be made. This expression is useful when defining

the likelihood for physics searches because the goal of the search is to identify new signals and perform

hypothesis tests using the test statistic to draw conclusions about how nature behaves (described in the

following section). For calibrations, the goal is different. Specifically, for the calibration of the double b-

tagger does not look for a signal. The likelihood is used as a model that gets maximizes the likelihood

by adjusting the MC. The parameter adjustments that best fit the MC to data are exactly the calibration

scale factors used to correct the MC behavior to data. In this case, no “signal” or “background” is defined.

A well-understood data sample is used to take a measurement to fix the MC that should model it. No

likelihood ratio is necessary since no test statistic is being used for hypothesis testing. Precise definitions of

the likelihood used in the calibration will be discussed in chapter 8.
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5.2 Hypothesis Testing

In the case of the H → 2a→ 4b analysis, a search is being performed and requires the use of the test statistic

qµ for hypothesis testing. When aiming to discover a new process as the signal, the signal+background model

is considered the alternate hypothesis (H1) and the background-only model is considered the null hypothesis

(H0). In the event that there is no evidence for discovery, the null and alternative hypothesis definitions

switch and limits are set to constrain the theory that predicts the signal.

From equation 5.2, it is clear that µ represents the signal strength. In other words, µ fixed at 0 would

be considered the background-only hypothesis and µ > 0 would be the signal+background hypothesis. The

compatibility of the data under a given hypothesis µ′ is given by the p-value:

pµ =

∫ ∞
qµ,obs

f(qµ|µ′)dqµ (5.5)

where f(qµ|µ′) is the PDF of qµ for signal strength µ′. Estimations for f(qµ|µ′) can be computed using

Monte Carlo methods, but these are often computationally expensive. According to Wilk’s theorem, if the

fitted µ̂ is Gaussian distributed, the PDF of the test statistic asymptotically approaches:

f(qµ|µ′) =
1

2
√
qµ

1√
2π
×[

exp

(
−1

2

(
√
qµ +

µ− µ′
σ

)2
)

+ exp

(
−1

2

(
√
qµ −

µ− µ′
σ

)2
)]

.

(5.6)

where µ′ and σ are the mean and standard deviation of µ̂.

In order to approximate σ, a pseudo dataset referred to as an Asimov dataset [58] is used. The Asimov

dataset is constructed as a mock dataset defined to be equal to the predicted value (the sum of the background

predictions). This provides a useful dataset to measure expected results and errors.

With a well-defined PDF for the test statistic, the p-value can be readily calculated for a given measured

test statistic. However, one important issue occurs when the PDFs of both hypotheses are similar. A

measured downward statistical fluctuation could result in the exclusion of both hypotheses. To remedy this,

the CLs method [59] was introduced as a ratio of probabilities:

CLs =
pµ

1− p0
(5.7)

with pµ and p0 being the p-values of the compatibility of data under the signal+background and background-

only hypothesis, respectively. The quantity 1− p0 is small when a downward background fluctuations occur
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and bring the value of CLs up. Thus, the CLs method avoids excluding signals that a measurement or

search is insensitive to. At the LHC, including the work of this thesis, the CLs value is used instead of pµ.

Exclusion of a signal at the 95% confidence level is found when the CLs < 0.05.
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Chapter 6

Motivation for a Low Mass Double
B-Tagger

After the discovery of the Higgs [2, 3], there has been on ongoing effort at the LHC to measure the properties

of the newly discovered particle and search for new physics. As mentioned in section 2.5.1, the Higgs decays

have not been fully measured and there is potential for new physics to couple to the Standard Model through

the Higgs. A large effort exists to search for direct “exotic” Higgs decays that result from a class of models

extending the Higgs sector [9]. One of the simplest extensions of the SM has the Higgs decaying into a new

light spin-zero particle, a. In many models, the dominant decay mode of the a is into a pair of b-quarks

when the a mass is greater than the threshold for b pair production. Thus, an appealing decay channel for

new physics comes in the form of H → aa → bbbb. This chapter outlines the properties of the exotic Higgs

decay signal and motivates that strategy for the work described in this dissertation.

6.1 H → aa → bbbb Modeling

The benchmark model considered for this thesis is an additional singlet (pseudo-)scalar a, with the following

effective interactions:

LBSM ⊃ iyab ab̄γ5b+
1

2
λaHHa

2 +
1

2
m2
aa

2, (6.1)

where ma is the mass of this singlet scalar, and a Yukawa-type of coupling yab controls the decay of

the singlet a and the scalar quartic coupling λaH , which determines the partial width of the Higgs boson

decaying into a singlet pair.

In the signal of interest, the energy of the Higgs boson is partitioned into multiple b-quarks. Thus, the

final detector signatures for b-quarks, b-jets (described in the following chapter) have relatively low-pT and

may be overlapping. This is the key difference between this search and other searches with similar objects

in the final state, with higher pT b-jets well separated in the detector.

This multi b-jet final state that results from such signal models is challenging from the point of view

of triggering. The most straightforward trigger strategy is to focus on associated production of the Higgs
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Figure 6.1: Representative leading-order Feynman diagrams for the Higgs boson production in association
with a Z boson decaying to leptons and the exotic Higgs boson decay signal H → 2a → 4b probed in this
search.

boson with a Z boson, pp → ZH, and use the leptons from the leptonic decays of the Z boson to trigger

on the events. The experimental signatures of such a signal produced in the ggF and VBF Higgs boson

production modes suffer from large QCD backgrounds, which are greatly reduced by the presence of leptons

in the event.

A diagram for the signal of interest H → 2a → 4b in the associated production mode ZH, is shown in

Fig. 6.1. A generated MC signal sample is shown in the following sections to motivate the analysis strategy.

6.2 Signal sample generation

Signal samples of associated Higgs boson production with a Z boson, qq → ZH are generated with

POWHEG-BOX v2 [60–63] using the CT10 PDF set [64]. The pp → ZH process includes gg → ZH,

which contributes over 10% of the total cross section. A Higgs boson mass of mH = 125 GeV is assumed.

The events are interfaced with the Pythia8 generator [65] that models the decay of the Higgs boson into a

pair of new light scalars a with a mass set to ma = 20 GeV. These new scalars a are then decayed into to

a pair of b-quarks with BR(a → bb̄) = 1. Arbitrary branching ratios are obtained by reweighting samples

using particle-level information. Events are subsequently showered and hadronized with Pythia8 using the

AZNLO tune [66] for the modeling of the underlying event.

Events from minimum-bias interactions are simulated with the Pythia8 generator. They are overlaid

on the simulated signal events according to the luminosity profile of the recorded data. The contributions

from these pile-up interactions are modeled both within the same bunch crossing as the hard-scattering

process and in neighboring bunch crossings. Finally, the generated samples are processed through a simula-

tion [67] of the detector geometry and response using Geant4 [57]. All samples are processed through the

same reconstruction software as the data. Simulated events are corrected so that the object identification

efficiencies, energy scales and energy resolutions match those determined from data control samples.
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Figure 6.2: The pT distribution of (left) the Higgs boson and (right) the Z boson for the ZH production
mode using POWHEG-BOX.

The kinematics of the signal sample were explored to see the expected behavior of the decay products

for the signal signature.

6.2.1 Signal kinematics

The studied kinematics of the signal samples are generated at truth-level, based on the information from the

hard-interaction before showering. The signal samples are generated at NLO ( Powheg-Box+ Pythia8)

and agree very well with predictions generated at LO ( Madgraph5+ Pythia6) at the parton and particle

levels. For this comparison, MadGraph5 1.5.11 was used with the CTEQ6L1 PDF set [68] and Pythia6

for showering. The signal model is implemented using a modification of Madgraph’s heft model to include

an additional pseudo-scalar.

Figure (6.2) shows the truth-level Higgs boson pT distribution for ZH production at
√
s = 13 TeV. The

kinematics of Z and H are independent of the mass of the decay of the particle a.

Figures 6.3 and 6.4 show kinematic distributions for the leptons, the scalar a and the decay b-quarks for

the ZH production mode. The separations for the heavier scalar a is smaller compared to the lighter one,

since the pT over mass is smaller. In the case of the separation between b-quarks originating from the decay

of an a particle, for larger a masses, the quarks are more back-to-back, due to the smaller boost. Finally, it

should be noted that these are relatively soft particles. For higher values of ma, the decays tend to be more

asymmetric and include lower momentum b-quarks.

These distributions highlight some key features of a search strategy for such a signal:
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Figure 6.3: Kinematic distributions for a scalar particles from the H → 2a→ 4b signal for the ZH production
mode. The figures show (top left) the separation between particles, (top right) the pT distribution of both
a bosons, (bottom left) the pT distribution of the leading a boson, and (bottom right) the pT distribution
of the sub-leading a boson, for a range of masses ma.

• For larger ma, around half the Higgs boson mass, the decay products have typically higher pT than

for low masses, and are well separated. It is convenient for a resolved analysis, where the goal is to

observe as many separate signal b-quarks as possible.

• For lower ma, particularly below ∼ 30 GeV, the decay products have relatively lower pT and may be

overlapping in the detector (as seen in the ∆R(bb) distribution). Furthermore, the pT of the a particle

is relatively higher in this case. It is appropriate for a dedicated overlapping analysis, where the

goal is to reconstruct a low mass bb̄ resonance as a single detector object.
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Figure 6.4: Kinematic distributions for the leading lepton coming from the Z boson and the b-partons
from the H → 2a → 4b signal for the ZH production mode. The separation between particles and the pT

distributions are shown for a range of masses ma. Note that the separation is shown for pairs of particles
from the same parent.
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6.3 Previous results

A previous search for H → 2a → 4b for ma between 20 and 60 GeV was done using 2015 and 2016 data

[69] using the resolved analysis strategy. Associated production with a W/Z production was investigated.

The analysis focused on finding individual b-quark signatures in the detector (as well as leptons for the W/Z

bosons). The limits set on on ZH production cross section times branching fraction for the considered mass

range can be seen in Fig 6.5. At ma = 20 GeV, a clear loss of sensitivity and degraded limits can be seen.

This is understood to come from the effect of overlapping b-quarks leaving behind unresolvable detector

objects. Thus, a new strategy is needed that requires a method to find signatures in the detector with two

b-quarks in them. A technique for reconstructing an a → bb̄ resonance requires a dedicated tagger, which

will be discussed chapter 8.
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Figure 6.5: Previous limits for the range of ma mass points 20-60 GeV on ZH production cross section
times branching fraction.
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Chapter 7

Object definitions

This chapter details the common objects in ATLAS used for the work in this thesis. The critical objects are

jets, including the identification (tagging) of b-jets. Electrons and muons are also used mainly for triggering

and event preselection. This section provides a summary of the reconstruction and identification of these

objects. Other objects less commonly used in analyses, that are especially important for the work in this

thesis, are introduced in the following chapter.

7.1 Electrons

Electron candidates [70–72] are reconstructed from energy deposits (clusters) in the electromagnetic calorime-

ter associated to reconstructed tracks in the inner detector. As electrons pass through the calorimeter, they

interact with the detector and begin to shower photons and e+e− pairs. These will leave signals in the

detector similar to jets, however, the shower shapes from electrons will be different compared to the charged

decay products from a hadronic jet. The associated tracks to the EM clusters are also expected to be much

cleaner, having higher numbers of pixel hits in the inner detector and lower impact parameters. There are

two impact parameters that are important, transverse (d0) and longitudinal (z0). The transverse impact

parameter is defined as the shortest distance between the track and the beamline, while the longitudinal

impact parameter is defined as the distance in z between the primary vertex and the point on the track used

to define d0. Using shower shape variables and quality cuts on associated tracks, the amount of electrons

faking jets can be reduced.

For the H → 2a→ 4b search, candidates are selected with |η| < 2.47, excluding the calorimeter transition

region 1.37 < |η| < 1.52. Electrons must pass the tight likelihood-based identification criterion tightLH [73],

and are further required to have |z0 sin θ| < 0.5 mm and | d0
σ(d0) | < 5, where the longitudinal and transverse

impact parameters are computed with respect to the beam-line. The dilepton channel requires the presence

of exactly two electrons, the leading one with pT > 27 GeV and the sub-leading one with pT > 10 GeV.

To further reduce the background from non-prompt electrons, conversions and hadrons, electron candi-
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dates are required to be isolated and must pass the “Gradient” isolation working point [74]. This working

point is defined to be a sliding scale isolation selection.

7.2 Muons

Muons are not expected to leave a strong energy signature in the calorimeters due to being a minimum

ionizing particle. Instead, muons are reconstructed from tracking information from the inner detector and

muon spectrometer. The most common type of muons used in analyses are combined muons, the collection

that combines the tracking information from both the inner detector and muon spectrometer. Other muon

collections exist with looser reconstruction criterion to improve acceptance if necessary.

Muon candidates are reconstructed from track segments in the various layers of the muon spectrometer,

and matched with tracks from the inner detector (combined). The final muon candidates are refitted using

the complete track information from both detector systems, and required to satisfy pT > 10 GeV and

|η| < 2.5. Muons are required to pass the medium quality requirements [75] and to satisfy the “Gradient”

isolation working point. The absolute value of a muon’s d0 significance must be less than 3, and the value

of |z0 sin θ| must be less than 0.5 mm.

For the H → 2a→ 4b search, a selection is applied to reduce backgrounds from muons from heavy flavor

decays inside jets, muons are required to be separated by ∆R > 0.4 from the nearest jet, removing the muon

if the jet has at least three associated tracks, and removing the jet otherwise (this avoids an inefficiency for

high-energy muons undergoing significant energy loss in the calorimeter).

7.3 Jets

As mentioned above, due to the nature of the strong force, a free quark is rarely found in nature. When a

quark is produced, it radiates due to QCD processes and a cascade of additional gluons and quarks, called

a parton shower, is produced. The color charge of the partons attracts other color charged partons and

hadronization begins. As more radiation is produced, the energy scale decreases leading to stronger coupling

strength, as described in Section 2. The partons form bound states and what results is a spray of hadrons

that leave energy deposits in the calorimeters of the detector. The deposits are then reconstructed into

topoclusters [76], which then get clustered with an algorithm into an object called a jet. The current ATLAS

standard jet gets produced using the anti-kT algorithm.
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7.3.1 The Anti-kT Algorithm

The anti-kT algorithm [77] is a sequential clustering algorithm that organizes an input of four vectors and

produces jets. These four vectors can come from topoclusters, tracks, or MC particles to form different

types of jets (topo, track, and truth jets, respectively). From these four vectors the algorithm proceeds

by computing a weighted distance between the constituents (dij) and between a constituent and the beam

(diB):

dij = min

(
1

k2
ti

,
1

k2
tj

)
∆R2

ij

R2
(7.1)

diB =
1

k2
ti

, (7.2)

where ∆R2
ij = (ηi − ηj)2 + (φi − φj)2, kti is the transverse momentum of the i-th constituent, and R

(referred to as the radius of the jet) is an input parameter of the algorithm that characterizes the size of the

jet. As of now, radius R = 0.4 jets are the current standard in ATLAS.

The minimum of all the dij and diB computed is then found. If the minimum is a dij , then those two

constituents are clustered by adding the four vectors together. However, if the minimum is a diB , the i-th

constituent is considered a jet and the constituent is removed from the list of inputs. This process continues

until there are no constituents left. The jet collections created from caloclusters are typically the ones used

in analyses, but they cannot be used right after clustering for a number of reasons. A strong effort is in

place to properly correct/calibrate the jets to have them ready for analyses.

7.3.2 Jet Calibration and Corrections

The goal of the jet calibration is to bring the energy and direction of the calorimeter jets found in the

detector closer to the behavior of the MC truth particles without detector effects. Full calibration can be

characterized by a procedure of about five steps. An overview of the complete chain can be seen in Fig 7.1.

The steps are summarized as follows:

1. Origin Correction: A change in the jet direction to point back to the hard-scatter collision where the

jet should originate from. By default, jet directions point to the center of the detector.

2. Pileup Correction: Pileup is all the extra energy signatures coming from other sources other than the

hard-scatter event (defined in more detail later). Correcting for the contributions of pileup within a

jet is done by subtracting terms related to the jet’s area and the average number of pileup interactions
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expected from the jet’s energy.

3. MC Jet Energy Scale: A correction that is derived by computing the ratio of the energy of the truth

particle jet to the reconstructed jet as a function of pT and η.

4. Global Sequential Calibration: Using the track information combined with the geometrical location of

the caloclusters, this correction reduces fluctuations and brings the data/MC closer together.

5. In-Situ Calibrations: This last correction is only applied to jets from actual data. It accounts for the

differences between MC and data derived from taking the ratio of their energy.

Figure 7.1: Overview of the jet calibration process, starting with raw energy clusters from the calorimeters
to fully calibrated jets used in analyses.

Another correction to jets crucial especially for low pT , is pileup removal.

7.3.3 Pileup (Removal)

As mentioned previously, pileup is the result of a high interaction environment that leads to signatures

outside the hard-scatter event of interest. Since the LHC collides bunches of protons at high rates, the

contributions from both in-time and out-of-time pileup are large. Both of these sources of pileup can

contribute to additional calorimeter signals that can result in extra energy in jets of interest (handled by the

calibration) as well as extra, low energy jets in the event considered. Dealing with these additional pileup

jets is particularly challenging in low energy searches since the signal of interest can be washed away if the

pileup removal is not handled properly.

There are a few variables designed to remove contributions from pileup: corrJV F and RpT [78]. Both

are motivated by searching for tracks associated to the jet that originate from the vertex associated to the

hard-scatter event of interest. CorrJV F is defined as:

corrJV F =
Σkp

trkk
T (PV0)

Σkp
trkk
T (PV0) +

Σn>0Σlp
trkl
T (PVn)

(k·nPUtrk)

(7.3)

where PV0 refers to the hard-scatter vertex and PVn refers to pileup vertices. From the equation, it

can be seen that contributions from tracks originating from pileup decrease the jet corrJVF value (with a
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maximum value of one). Thus, a lower corrJV F value indicates a jet is more likely to originate from pileup.

The other variable, RpT :

RpT =
Σkp

trkk
T (PV0)

pjetT
(7.4)

is a measure of the energy contribution of the tracks from the hard-scatter vertex within the jet. Jets

originating from pileup are more likely to have lower values of RpT .

In order to maximize discrimination against pileup jets, a 2D likelihood called Jet Vertex Tagger (JVT)

was constructed from both of the variables using controlled sample of jets. The JVT value of any jet can

then be extracted from a jet’s corrJV F and RpT , and be used to indicate if a jet originates from pileup or

hard-scatter [78].

7.3.4 Jet Selection

Candidate jets are reconstructed from the calorimeter using the anti-kt algorithm [77] with radius parameter

R = 0.4. Jets are calibrated with the procedure described in the previous sections. No corrections for

semi-leptonic b-hadron decays (resulting in muons that do not leave significant energy signatures in the

calorimeter) are applied.

Jets are accepted with a kinematic selection of pT > 30 GeV and |η| < 2.5. Quality criteria (also called

jet cleaning procedure) are imposed to identify jets arising from non-collision sources or detector noise (using

the LooseBad operating points) and any event containing at least one such jet is removed [79]. To reduce

the contribution from jets associated with pileup, jets with pT < 60 GeV and |η| < 2.4 are required to satisfy

JVT > 0.59, where JVT is the output of the jet vertex tagger algorithm designed to discriminate between

jets from the hard-scatter process and those from pileup [80].

To prevent double-counting of electron energy deposits as jets, jets within ∆R < 0.2 of a reconstructed

electron are removed. Finally, if the nearest jet surviving the above cut is within ∆R < 0.4 of an electron,

the electron is discarded, to ensure it is cleanly separated from nearby jet activity.

An important aspect for the H → aa → bbbb search is identifying the a-bosons. Since special jets are

required for the search and considerable investigation was done selecting the proper candidate jets during

the development of the double b-tagger, the exploration and discussion of these special jets are discussed in

the following chapter about double b-tagging.
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7.3.5 B-Tagging

The other important reconstruction technique for the analysis is finding jets that originate from b-quarks,

known as b-tagging [81]. B-jets have special properties originating from the b-quark’s unique physics that

can be exploited to be experimentally distinguishable from other jets. B-quarks can decay into up or charm

quarks via the weak force, but the decay lifetime is suppressed. This allows the b-hadrons to travel about

500 µm before decaying and creates a displaced secondary vertex inside the jet. As a result, there will

be displaced tracks associated to the jet corresponding the the decay products of the b-quark. The decay

chain of the b-hadron also leads to c-hadrons, which have a similar decay pattern (but less suppressed and

a smaller lifetime) that can sometimes leave tertiary vertices. There are three algorithms that exploit these

characteristics and serve as the baseline for b-tagging:

1. IP2D/IP3D: This algorithm uses the displaced tracks’ impact parameter values to construct a log-

likelihood. The impact parameters are defined with respect to the hard-scatter vertex, so larger values

imply the tracks came from b-hadron decay products.

2. SV1: This method attempts to reconstruct the secondary vertex using the displaced tracks. This can

be done by creating vertex candidates with all the track pairs in a jet. The vertex candidates are

quality tested by reconstructing the mass to see if the vertex corresponds to uninteresting mesons

and by checking the positioning of the vertex to ensure its origins are not from detector effects. The

remaining two-track vertices are then combined into a single vertex. The mass and energy ratios of

the tracks to this vertex are then used to build a discriminate.

3. JetFitter: This algorithm attempts to reconstruct the full decay chain of the b-hadron within the jet.

Multiple vertices are looked for along the axis of the decay chain similarly to SV1 except the tracks

are not combined into a single vertex. The mass and energy ratio are also computed, but now for the

tracks corresponding to the full decay chain.

All of these algorithms capture important information individually, but the most widely used b-tagging

algorithm in ATLAS combines variables from these algorithms with a multivariate technique to maximize

discrimination of b-jets from jets originating from charm or the other lighter quarks (c-jets/light jets respec-

tively) called MV2.

The MV2 algorithm is a boosted decision tree (BDT) trained to classify jets by flavor. Various MV2cxx

classifiers exist in ATLAS with xx referring to the fraction of c-jets used during the training step of the

BDT, e.g. MV2c10 is a BDT classifier trained with 90% light jets and 10% c-jets.
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The MV2 tagger is calibrated at different working points (WP), which are defined by the acceptance of

b-jets after cutting on a particular MV2 value. For example, at the 77% WP, 77% of b-jets are found with

95% purity, accepting 1 out of every 6 c-jets and 134 light jets. Multiple working points are defined to cover

high efficiency/low purity performance and vice versa.

Single b-tagging is crucial to understanding the double b-tagger. Since the physics search relies on the

dedicated double b-tagger developed for it, the next chapter will discuss all the aspects of the development

and performance of the tagger.
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Chapter 8

Low Mass Double B-Tagger

This chapter will describe the work done developing, optimizing, and calibrating a double b-tagger dedicated

for low mass signatures. The data/MC samples will be described. The specific objects unique to the study

will then be defined. After describing the training and optimization of the tagger, the calibration strategy

will be detailed. The resulting corrections to MC bringing the behavior closer to real data are shown along

with a description of the uncertainties in the measurements.

There are two major hurdles when defining low pT double b-tagging. The first is defining a proper

calibrated jet collection to reconstruct the a-bosons and Higgs mass properly for the intended physics search.

The second is finding a method to identify the two b-quarks within the jet for proper tagging. The following

section continues defining objects, focusing on the ones that are unique and/or developed for the purposes

of the double b-tagger and addressing these problems.

8.1 Special Objects, Associations, and Flavor Labeling

8.1.1 Reclustered Calorimeter Jets

As described in section 1, the b-quarks of interest tend to be low pT and collimated. The average ∆R

between the b-quarks tends to be lower than R = 0.4. Thus, a larger collection of jets must be used. A

previous study looking the MC jets with truth flavor showed that the optimal radius for signal efficiency was

at R = 1.0 and pT > 30 GeV. The current ATLAS standard R = 1.0 jets with trimming are only calibrated

down to pT > 250 GeV [82]. Thus, an alternative jet collection is required for the identification of a-bosons.

In order to have a jet collection that is calibrated to low enough pT , calibrated anti-kT R = 0.4 jets

with the previously mentioned selection are reclustered with R = 0.8 [83, 84]. Since reclustered jets are

reconstructed from calibrated anti-kT R = 0.4 jets as their constituents, the reclustered jets will be properly

calibrated and any jet uncertainties will propagate in a straightforward way. Thus providing a strong

candidate jet collection for accurate mass reconstruction.

Reclustered jets have a selection of pT > 30 GeV and pseudorapidity |η| < 2.0 applied.
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8.1.2 Ghost Association

The other challenge to address is the method to double b-tag the reclustered jet collection. As described in

section 7.3.5, tracks associated to jets are what are used to identify b-quark decay chains. By setting the

distance parameter to R = 0.8 when reconstructing the reclustered jets, a larger radius for track association

can be used. This allows more tracks from the targeted double b-quark decays to be associated to a reclustered

jet.

The procedure for associating tracks to a given reclustered jets is done through ghost-association [85,

86]. By setting the pT of the track 4-vectors to infinitesimally small values, the “ghost” tracks can then be

reclustered with the constituents of the reclustered jets with the appropriate distance parameter. Since the

pT of the track 4-vectors is infinitesimally small, they will not influence the reconstruction of the jet. This

method for track association is more robust in cases where ∆R track matching is ambiguous.

8.1.3 Exclusive-kT Track Jets

Once a collection of tracks is associated to the reclustered jets, a method for identifying both b-quark decays

must be employed. One way of doing this is by clustering the tracks in a way to yield track subjets. Ideally,

the tracks from the same b-quark decays will be correlated with each other and the requirement of two

subjets for a given reclustered jet should be the result from the two largest energy contributions in the jet

(i.e. each b-quark).

The track jets are derived using the ghost-associated tracks to each reclustered jet as inputs to the

exclusive-kT (ExKt) method [87]. The tracks for a given jet are clustered together using the kT algorithm.

The kT algorithm is very similar to the anti-kT algorithm defined in section 7.3.1, except with kT instead

of 1/kT :

dij = min
(
k2
ti, k

2
tj

) ∆R2
ij

R2
(8.1)

diB = k2
ti, (8.2)

From this equation, it is evident that the kT algorithm prefers to cluster soft objects first. The algorithm

is set with a distance parameter of R = 0.8 to stop when there are exactly two track clusters left. Thus,

the two remaining clusters will be approximately associated to the two highest energy contributions. These

clusters are good candidates as the track jets associated to a given jet, which are referred to as “ExKt” track

jets. Since the two remaining clusters should typically originate from the two highest energy contributions,
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each ExKt track jet should have most of its energy coming from one b-quark for the jets with two b-quarks.

In some cases, one of the subjets may contain the particles coming from the hadronization of both b-quarks.

In this case, the exclusive-kT algorithm is stopped when there are three subjets and the collection is used

to try to identify the two b-jets and the radiation jet. Both subjet collections are used in the tagger and

referred to as “ExKt2” and “ExKt3” subjets. All subjets used for the tagger studies have a selection of

pT > 7 GeV and pseudorapidity |η| < 2.0 applied.

8.1.4 Jet Flavor Labeling

The flavor label of MC reclustered jets is necessary to perform studies for the tagger efficiency. Flavor labels

for reclustered jets are derived from flavor labels of the corresponding ExKt2 subjets. Flavor labeling of

subjets is determined by first requiring ∆R < 0.8 between a given weakly decaying b-hadron with pT > 5

GeV and the parent reclustered jet of the subjet. For the pair of ExKt2 subjets in the parent jet matched a

b-hadron, whichever subjet has the smallest ∆R with the b-hadron is labeled a b-jet. The process is repeated

for c-hadrons and if a c-hadron is matched to a subjet that is not labeled as a b-jet, the subjet is labeled as

a c-jet. If a subjet is not labeled as a b-jet or c-jet, it is labeled a light jet. The combined flavor labels for

both subjets for a given reclustered jet determine the reclustered jet flavor label, which is described in more

detail in section 8.5.

8.2 Data and MC Samples

For the development, optimization, and performance evaluation of the tagger, MC simulation samples were

used. Since the task of developing a tagger essentially amounts to training a classifier (described in detail in

section 8.3), an appropriate sample of “signal” and “background” jets is used. Jet samples were taken from

MC samples used in the H → aa → bbbb analysis. Specifically, the ma = 20 GeV signal (details described

in section 6.2.1 and tt̄ sample are used

A sample of a→ bb (signal) jets was taken using signal samples of associated Higgs production with a W

or Z boson. The samples with ma = 20 GeV were used to ensure the b-quarks would be collimated enough

to not be resolved into individual R = 0.4 jets. From the samples, jets labeled with 2 b-hadrons were used.

The “background” jets were taken from simulated semi-leptonic tt̄ events. The tt̄ sample was generated

using POWHEG-BOX v2 [88] with the NNPDF3.0NLO PDF set. The ME to PS model parameter, hdamp,

was set to 1.5mt. The PS and hadronization were modeled with Pythia8.210 with the A14 tune [89]. Jets

with 1 b-hadron were used.
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The truth labeled jets can be used as a labeled training set of data to that can be utilized for supervised

learning methods. This class of learning methods employ statistical learning techniques to learn a mapping

of input variables to a given label. Thus, the flavor labeled set of jets can be used to train a classifier that

maps input variables to the flavor of a jet. This will be described more in the following section.

The calibration of the tagger uses gluons decaying into b-quark pairs (g→bb), which mimic the signal

of interest (a → bb) and the 2015 pp collision data recorded by the ATLAS detector running at
√
s = 13

TeV with a total integrated luminosity of 3.2fb−1 [90]. The data used satisfies data quality requirements

that ensure all events are collected under stable beam conditions with all detector subsystems operational.

In addition to quality requirements, events must have a primary vertex that is defined with at least 3 tracks

associated and with the largest
∑
p2
T of all vertices. Events are selected with single jet triggers at various

pT thresholds. The HLT level jets are reconstructed with the anti-kT algorithm with R = 0.4. The following

jet trigger pT thresholds were used: 15, 25, 35, 45, 55, 60, 85, 100, 110, 150, 175, 200, 260, 300, 320, 360 and

380 GeV. Many of these triggers are prescaled to reduce the large rate of data collection. The effect of this

is discussed in section 8.5.

The MC samples used for the calibration of the tagger were the multijet MC samples. The samples

were generated using PYTHIA 8 [91] with the LO NNPDF2.3 PDF set [92] with the A14 underlying event

tune [89]. Multijet samples are produced at different various leading anti-kT R = 0.6 truth jet pT slices. In

order to enrich the MC sample of g → bb jets, analogous truth muon-filtered multijet samples were used as

well. The requirement of the truth muon enriches semileptonic b-decays, yielding more MC sample statistics

with jets containing b-quarks. These samples were also produced with PYTHIA 8 with the same PDF set

and tunings as the unfiltered samples.

8.3 Development of Low pT Double B-Tagger

The low mass double b-tagger developed comes in the form of a BDT. It is similar to the idea of MV2c10

in the sense that a cut on the BDT output of the double tagger is used to classify bb-jets. In this case, the

BDT is optimized to classify reclustered bb-jets against b-jets. As mentioned in section 8.2, the sample of

reclustered jets was obtained from MC samples planned for use in the H → aa→ bbbb analysis. Specifically,

jets with two b-hadrons are taken from the BSM H → aa → bbbb sample (where ma = 20 GeV) and jets

with one b-hadron are taken from the tt̄ sample. The b-hadron multiplicity labels the jet sample, with two

b-hadrons in a jet being referred to as “signal” jets and one b-hadron in a jet as “background” jets.
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8.4 Setup/Training

BDT training was done using the TMVA v4.2.0 and Root v5.36 software packages. Individual decision trees

were trained by maximizing a decrease in the Gini index after each node split. A total of 500 trees each with

maximum depth of three were trained using adaptive boosting (AdaBoost) with a learning rate of 0.5 [93].

From the original sample of signal and background reclustered jets, a training and testing set were

created. Both training and testing samples have a mixture of jets with 1 or 2 b-hadrons with no overlap

between samples. The actual training of the BDT was done using the training set, while the testing set was

used to validate performance.

8.4.1 Feature selection

In order to find optimal features for the best classification performance, extensive studies were done to narrow

down the set of input variables that would provide maximum discrimination. The driving force behind

feature selection was simplicity and physics motivation. To reduce potential complications for the tagger

calibration, track-based variables were emphasized as opposed to calorimeter-based variables. Specifically,

variables were derived from track subjets obtained from running exclusive-kT on the ghost-associated tracks

of the reclustered jet. Since the b-hadrons in a given reclustered jet should contribute the majority of

energy and tracks, the ExKt subjets reconstructed should correspond to the b-hadrons. From the set of

variables related to track subjets, four were found to have the most discriminating power: the maximum

and minimum MV2c10 values between the subjets, the ∆R between the subjets, and the pT asymmetry of

the subjets defined as (p1
T − p2

T )/(p1
T + p2

T ). As described in section 8.1, ExKt3 subjets are also created for

a given reclustered jet to improve chances of having subjets with one b-hadron contained within them. Two

sets of the aforementioned variables, one set from ExKt2 subjets and one set from the two highest MV2c10

valued ExKt3 subjets, are used for the BDT for a total of eight variables.

The minimum MV2c10 value between the subjets should generally be higher in reclustered jets with two

b-hadrons since both subjets should have a b-hadron and subsequently have a higher score compared to a

reclustered jet with one b-hadron. The maximum MV2c10 value simply adds b-tagging information about

the other subjet, which may have correlations with the minimum valued subjet in reclustered jets with two

b-hadrons that can be exploited from the BDT. Asymmetry in pT should on average be less in reclustered jets

with two b-hadrons since the b-hadrons should tend to split their energy/momentum evenly. The subjet ∆R

in signal jets also tends to be lower, since the decay into the two b-hadrons tends to have them collimated,

whereas the background jets have no such preference.
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The distributions for the input variables comparing signal and background can be seen in Fig. 8.1. There

are some additional structures in the background jet’s subjet ∆R that can be attributed to the multiple

sources of single b-jets.

8.4.2 Performance

A few common metrics were used to assess the performance of the tagger. To gauge how well the BDT

classifies, a receiver operating curve (ROC) was produced and shown in Fig 8.2. This curve plots the

background rejection as a function of the signal acceptance. Generally, as the background rejection increases

to give higher signal purity, the signal acceptance decreases. Maximizing the background rejection and signal

acceptance (or maximizing the area under the ROC) was a guiding factor in optimizing performance.

One general concern in statistical learning methods is overfitting a model to the statistical fluctuations

of the training sample. This can come from a few different sources from training, but the effect is the

same: reduced performance in samples outside of the training set. To assess overfitting, the BDT output

distribution for both the training and test set were normalized and overlayed in Fig 8.2. Since the test set

was not used in training the BDT, the performance is tested a completely independent sample from the

training set with no influence on the BDT. If the training and test set BDT distributions are very similar,

there is confidence that no overfitting has occurred.

The tagger efficiency was probed at two different working points (WP), corresponding to cutting on the

BDT output above 0.3 (referred to as the tight WP) and between 0.3 and 0.1 (referred to as the loose WP).

For the tight working point, the efficiency for jets with 2 b-hadrons is about 40%, accepting 1 in 20 jets with

1 b-hadron. For the loose working point, the efficiency for jets with 2 b-hadrons is about 25%, accepting 1

in 9 jets with 1 b-hadron.

Another assessment is in the correlations between variables. The correlations for signal and background

jets can be seen in Fig 8.3. If correlations are extremely high between variables, it is an indicator that

redundant information is being used in the BDT and increases the likelihood of overfitting. Most correla-

tions between variables for both signal and background jets seem healthy. It should be noted that some

higher correlations are expected due to the fact that there are “duplicate” sets of variables from two subjet

collections (ExKt2 and ExKt3) that are not completely independent.
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Figure 8.1: Inputs used in the preliminary BDT for the double b-tagger: Maximum MV2 value between
subjets (left), minimum MV2 value between subjets (second from left), the subjet ∆R (second from right),
and the subjet pT asymmetry (right). The top row shows the distributions of from ExKt2 while the bottom
shows the distributions from ExKt3. 59
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Figure 8.2: The Receiver Operating Curve (ROC) showing the signal acceptance against the background
rejection (left). The BDT output for the training and test set for the signal and background jets (right).
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Figure 8.3: Correlations between the inputs to the BDT for the signal jets (left) and background jets (right).
Identical variables from the two different subjet collections, ExKt2 and ExKt3, are expected to have higher
correlations.

8.5 Tagger calibration using g→bb

The previous section dealt with understanding the performance of the tagger using MC simulation. Another

crucial analysis is understanding the behavior in data and measuring any differences between them. This

can be achieved by using a pure sample of bb-jets coming from Standard Model processes. The only reliable

source for low pT bb-jets comes from of g → bb splitting in QCD multi-jet events. Thus, the analysis

for data/MC comparison will follow closely with what is done for the H → bb tagger validation [94] with

modifications to suit the needs of the tagger.
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8.6 Event selection

Data collected from single jet triggers was used. Since many of the triggers have prescales (in particular all

jet triggers with pT,threshold < 360 GeV), data samples were weighted event-by-event by a factor related to

the prescale.

Selected events were required to have at least one R = 0.8 reclustered jet with pT > 30 GeV and |η|

< 2.0. The reclustered jets were considered as candidates for g → bb. To enrich the sample with bb-jets,

exactly one of the subjets associated with gluon candidates was required to have a muon ∆R matched, which

was labeled as jtrk
µ (the track subjet without the muon was labeled jtrk

non−µ). To ensure the gluon candidate

selection and the trigger selection were independent, the requirement that ∆R(jtrigger, jgluon) > 1.5 was

imposed, where jtrigger, was defined as the leading, offline anti-kT jet with radius R = 0.4.

8.7 Flavor fraction corrections

The flavor fractions are known to be mismodeled in the MC samples considered for g → bb comparison. In

order to properly compare tagger efficiencies in data and MC, the mismodeling of the flavor composition

must be corrected. To get the flavor fraction corrections, the MC was fit to the data using flavor sensitive

distributions before tagging.

Due to the long decay length of heavy flavor hadrons, the impact parameter of the tracks associated

to a jet lends itself as a good variable for flavor discrimination. In particular, the average signed impact

parameter significance from the three highest pT tracks for each track subjet for a given reclustered jet was

used:

Sd0 =
d0

σ(d0)
sj (8.3)

where d0 is the track transverse impact parameter with respect to the primary vertex, σ(d0) is the

uncertainty on the d0 measurement, and sj is the sign of d0 with respect to the jet axis, depending on

whether the track crosses the jet axis in front of or behind the primary vertex. Some tracking detector

effects are not taken into account in the MC simulation such as misalignment effects and missing simulation

material. To accommodate the minor simulation mismodelings, the impact parameter distributions in MC

were smeared as a function of pT and η using Gaussian functions derived from 2015 minimum bias data.

The double flavor labeled Sd0 distributions for jtrk
µ and jtrk

non−µ were simultaneously used in a binned

likelihood fit to derive the flavor fraction corrections. Since each of the two subjets can have flavor of

b, c, or light, there are a total of 9 double flavor labels for a given reclustered jet. However, the flavor
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combinations (jtrk
µ , jtrk

non−µ) = {(b, c), (c, b), (l, c), (l, b)} were predicted to contribute very little to the total

and were grouped into similar flavor categories. Specifically, the following flavor labels were merged together:

• (l, l) = (l, l) + (l, c) + (l, b)

• (c, l) = (c, l) + (c, b)

• (b, l) = (b, l) + (b, c)

Thus, the final flavor fraction components used in the fit were (jtrk
µ , jtrk

non−µ) = {(b, b), (c, c), (c, l), (b, l), (l, l)}.

Since the flavor compositions and efficiency of the tagger can vary with the kinematics of the reclustered jet,

the Sd0 templates are binned and analyzed as a function of reclustered jet pT The bins used are jgluon pT :

{(30− 90), (90− 140), (140− 200)} GeV.

The weights applied to the data from the prescale factors can sometimes be large (> 105). Since the

study is binned in reclustered jet pT and the trigger jet pT is not one-to-one with the reclustered jet pT ,

events with weights differing by large factors can enter the same bin. When building a likelihood (described

in section 5) with events whose weights differ by several orders of magnitude, numerical instabilities occur

that result in a fit that is not able to converge. In order to remedy the instability, an ad-hoc weight was

applied to both data and MC depending on the leading, anti-kT R = 0.4 jet pT . Events with lower jet

pT were down-weighted more heavily than events with higher jet pT . The reclustered jet pT distributions

are compared before and after applying the pT dependent weight in Fig 8.4. After applying the weight, a

discrepancy between data and MC simulation can be seen. The differences are understood to originate from

the discrepancy in the offline small-R jet pT spectrum between data and MC as shown in Fig 8.4.

Anti-kT R = 0.4
Jet pT , GeV

Weight

30-45 1/277503

45-55 1/75967

55-60 1/36985

60-85 1/25158

85-110 1/6168

110-150 1/2176

150-175 1/587

175-260 1/294

260-380 1/46

¿ 380 1

Table 8.1: Anti-kT R = 0.4 jet pT dependent weights applied to both data and MC to numerically stabilize
the flavor fraction fit.

The inputs for the fit are then the weighted average Sd0 distributions of the track subjets. The binned
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Figure 8.4: Large jet pT spectrum after applying prescale factors to data (left). Large jet pT spectrum after
applying leading small-R jet pT weights to both data and MC (center). Small-R jet pT spectrum in the
reclustered jet pT range 50-200 GeV with prescale factors applied to data (right).

likelihood function is defined as:

L =

n∏
i=1

p(yi|~θ) (8.4)

where ~θ ∈ Rk is the parameter adjusting the normalization for each (k) flavor component, n is the number

of bins used in the fit, and yi is the number of data events in the i-th bin. The term, p(yi|~θ), is assumed to

be a Poisson distribution:

p(yi|~θ) =
(~θ · ~xi)yiexp(−~θ · ~xi)

yi!
(8.5)

with ~xi being the vector of MC values for all flavor components in the i-th bin. The flavor fractions are

determined by finding the ~θ that maximizes L. The binning used for the fit was chosen to minimize the

number of bins to reduce the complexity of the fit while maintaining as much discriminatory power between

the flavor components. The normalized flavor components used to determine the binning are shown in Fig

8.5. Since much of the discriminating power is in Sd0 > 0 and is held in lower Sd0 values, the binning was

chosen to be (0, 2, 5, 10, 15, 20, 40, 80).

In order to assess the uncertainties on the flavor fraction corrections from the jet energy scale (JES) and

track smearing, the MC samples were varied by 1 σ and re-fit for each systematic separately. The covariance

matrix for each systematic is built assuming a correlation of 1 using the central values from the respective

fits:
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Cij = (θnom,i − θsys,i)(θnom,j − θsys,j) (8.6)

where Cij is the ij-th element of the covariance matrix indexed by flavor component and θX,i is the

returned flavor component from the nominal or systematically varied fit. Each covariance matrix is summed

together along with the statistical covariance matrix returned from the nominal fit. The diagonals of the

total covariance matrix are taken as the uncertainties on each flavor component.

Post-fit Sd0 distributions for jtrk
µ and jtrk

non−µ are shown in Fig 8.6 and Fig 8.7. The post-fit flavor fractions

are shown in tables 8.2, 8.3, 8.4.
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Figure 8.5: Normalized flavor Sd0 distributions for the muon (left) and non-muon (right) subjets.

30 GeV < pT < 90 GeV
0.0 < η < 2.0

BL 0.176 ± 0.004 (stat) ± 0.030 (sys)
BB 0.061 ± 0.004 (stat) ± 0.005 (sys)
LL 0.381 ± 0.011 (stat) ± 0.064 (sys)

Table 8.2: Flavor fractions post-fit for reclustered jet pT bin 30 - 90 GeV.

90 GeV < pT < 140 GeV
0.0 < η < 2.0

BL 0.227 ± 0.004 (stat) ± 0.027 (sys)
BB 0.095 ± 0.001 (stat) ± 0.008 (sys)
LL 0.433 ± 0.016 (stat) ± 0.045 (sys)

Table 8.3: Flavor fractions post-fit for reclustered jet pT bin 90 - 140 GeV.
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140 GeV < pT < 200 GeV
0.0 < η < 2.0

BL 0.204 ± 0.003 (stat) ± 0.011 (sys)
BB 0.089 ± 0.001 (stat) ± 0.001 (sys)
LL 0.389 ± 0.012 (stat) ± 0.015 (sys)

Table 8.4: Flavor fractions post-fit for reclustered jet pT bin 140 - 200 GeV.
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Figure 8.6: Post-fit muon subjet Sd0 distributions used for fit the flavor fraction compositions.
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Figure 8.7: Post-fit non-muon subjet Sd0 distributions used for fit the flavor fraction compositions.

8.8 Double-Tagging Calibration Results

After applying the corrections to MC simulation, a data/MC comparison of the double tagger performance

can be properly evaluated. The efficiency of the tagger depends on the flavor content of the reclustered jet.

In particular, the (jtrk
µ , jtrk

non−µ) = {(b, b), (b, `)} efficiencies are compared between data and MC simulation
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in the form of a scale factor (SF):

SFf =
εdata
f

εMC
f

(8.7)

where f denotes the flavor and ε is the efficiency for a given flavor in data or MC defined as the number of

jets passing the BDT over the total number of jets.

In order to take into account the correlation between measuring the (b,b) and (b,l) flavor components,

both were fit simultaneously in a binned likelihood fit, where the likelihood is once again assumed to be

a product of Poisson distributions. To construct a sample that can directly fit the SF of interest and

appropriately take the backgrounds {((`, `), (c, `), (c, c))} into account, a bit of algebra is required to properly

scale the MC and yield (b, b) and (b, `). The statistical treatment for fitting of the scale factors (SFbb, SFb`)

requires more care to construct a model to fit the SF directly. The data that satisfies the double b-tagging

requirement can be separated into a background component, a bb component, and a b` component.

Ndata,post-tag = Ndata,post-tag
bkg +Ndata,post-tag

bb +Ndata,post-tag
bl (8.8)

In order to define the Ndata,post-tag
bb and Ndata,post-tag

b` components, the data is taken before double b-

tagging and has the corrected double b-tagging efficiency applied:

Ndata,post-tag
bb = (Ndata

bb ) · (εdata
bb ) = (Ndatafbb) · (εMC

bb SFbb) =

(
NdataN

MC
bb

NMC

)
·
(
NMC,post-tag
bb

NMC
bb

SFbb

)
(8.9)

where fbb is the fraction of (b, b) jets before double b-tagging as measured in the flavor-fraction fit. The

efficiencies are defined as:

εMC
bb =

NMC,post-tag
bb

NMC
bb

; εdata
bb = εMC

bb SFbb (8.10)

Simplifying equation (8.9), gives:

Ndata,post-tag
bb = NdataN

MC,post-tag
bb

NMC
SFbb (8.11)

A similar derivation for the b` component yields:

Ndata,post-tag
b` = NdataN

MC,post-tag
b`

NMC
SFb` (8.12)

The remaining piece is the background component Ndata,post-tag
bkg . This component will not be corrected by
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any scale factor and is defined using the corrected flavor fraction from simulation after double b-tagging:

Ndata,post-tag
bkg = Ndata,post-tag

`` +Ndata,post-tag
c` + · · ·

= Ndata,post-tagfpost-tag
`` +Ndata,post-tagfpost-tag

c` + · · ·

= Ndata,post-tagN
MC,post-tag
``

NMC,post-tag
+Ndata,post-tagN

MC,post-tag
c`

NMC,post-tag
+ · · ·

= Ndata,post-tag

[
NMC,post-tag −NMC,post-tag

bb −NMC,post-tag
b`

NMC,post-tag

]
(8.13)

Adding equations (8.11), (8.12), and (8.13) together, a more operational version of equation (8.8) can be

obtained:

Ndata,post-tag = Ndata,post-tag

[
NMC,post-tag −NMC,post-tag

bb −NMC,post-tag
b`

NMC,post-tag

]

+NdataN
MC,post-tag
bb

NMC
SFbb

+NdataN
MC,post-tag
b`

NMC
SFb`

(8.14)

In order to build the likelihood function for SFbb and SFb`, N
data,post-tag is solved using in equation (8.14):

Ndata,post-tag

[
NMC,post-tag
bb +NMC,post-tag

b`

NMC,post-tag

]
= NdataN

MC,post-tag
bb

NMC
SFbb +NdataN

MC,post-tag
b`

NMC
SFb`

⇒Ndata,post-tag =

[
NMC,post-tag

NMC,post-tag
bb +NMC,post-tag

b`

]
·
[
NdataN

MC,post-tag
bb

NMC
SFbb +NdataN

MC,post-tag
b`

NMC
SFb`

]
(8.15)

The equation (8.15) allows one to define two background-subtracted components that are directly comparable

to data:

Npost-tag,bb
MC,bkg subtracted = Ndata

(
NMC,post-tag

NMC,post-tag
bb +NMC,post-tag

b`

)(
NMC,post-tag
bb

NMC

)

Npost-tag,b`
MC,bkg subtracted = Ndata

(
NMC,post-tag

NMC,post-tag
bb +NMC,post-tag

b`

)(
NMC,post-tag
b`

NMC

) (8.16)

These background-subtracted versions encode not only the effect of NMC,post-tag
bb and NMC,post-tag

b` in the
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signal, but also in the definition of the background fraction. The likelihood function used to fit is then a

binned Poisson likelihood where each term is written as:

LI(SFbb,SFb`) = LIPoisson(Ndata,post-tag
I |NMC,post-tag,bkg subtracted

bb,I SFbb +NMC,post-tag,bkg subtracted
b`,I SFb`)

(8.17)

where I runs over two Sd0 bins (0 < Sd0 < 10µm, 10 < Sd0 < 40µm) in both the jet with a muon matched

(jtrk
µ ) and without it (jtrk

non−µ). The resulting likelihood function is:

L(SFbb,SFb`) = Lµ0<Sd0<10 · Lµ10<Sd0<40 · Lnon-µ
0<Sd0<10 · Lnon-µ

10<Sd0<40 (8.18)

The four bins are needed to provide discrimination between the (b, b) and (b, `) components. The (b, b)

component will be more prevalent for large Sd0 values. The fitted values of SFbb and SFb` are found by

minimizing the negative logarithm of equation (8.18), similar to what was done in section 8.7. The resulting

tight and loose SF with the uncertainties (described in the next section) are reported in Fig 8.8. After

deriving the SF, they can be applied in equation (8.14) to compare the data post-tag to all the MC flavor

components with corrected (b, b) and (b, `) efficiencies. The post-fit, post-tag Sd0 distributions after applying

SFs are shown in Fig 8.9 and 8.10 for tight and Fig 8.11 and 8.12 for loose.

8.9 Scale factor systematics

The following effects were considered for the uncertainty in the SF measurement: propagation of uncertainty

from the flavor fraction measurement, impact of the jet energy scale uncertainties (JES), uncertainty in the

track Sd0 smearing, and the impact of the bias from tagging a sample that has a muon.

The uncertainty from the flavor fraction measurement was assessed by using the total covariance matrix

used for the flavor fraction measurement. Propagation of the uncertainty from the measurement was done by

diagonalizing the covariance matrix and applying variations to the MC yields used for the SF measurement

(pre-tag and post-tag):

Nf,varied = Nf ±
5∑

m=1

λm(Eigenvectorm[f ])Nf (8.19)

The varied (b, b) and (b, `) post-tag samples were fit to get the impact on the SF measurement. Additionally,

1 σ variations from JES and track systematics were applied directly to the post-tag (b, b) and (b, `) samples

separately and fit to assess their direct impacts on the SF measurement.
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Figure 8.8: Data and MC efficiencies reported for each reclustered jet pT bin. The (b,b) component is on
the left and the (b,l) component is on the right. Complete uncertainties are reported. The scale factors can
directly be read off of the ratio plot.
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Figure 8.9: Post-fit Sd0 distributions from subjets with a muon used to fit the Scale Factors in the sample
of reclustered jets with a muon in exactly one subjet for the tight WP.

The uncertainty from the bias from requiring a muon was estimated by repeating the SF measurements

using a selection that required both subjets to have a muon ∆R matched. Since both subjets have a muon,

the physics motivation for splitting the Sd0 distributions by muon and non-muon subjet does not apply.

Both subjet’s average Sd0 are combined into a single Sd0 distribution.
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Figure 8.10: Post-fit Sd0 distributions from subjets without a muon used to fit the Scale Factors in the
sample of reclustered jets with a muon in exactly one subjet for the tight WP.
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Figure 8.11: Post-fit Sd0 distributions from subjets with a muon used to fit the Scale Factors in the sample
of reclustered jets with a muon in exactly one subjet for the loose WP.

The measured flavor fractions described in section 8.7 are applied to the 2 muon sample. The post-tag

distributions are constructed as described in section 8.8 using the tight WP, but the (b, `) component is not

considered because it is too small in a 2 muon, post-tag sample. The (b, b) SF measurement is performed with

a likelihood fit using the flavor corrected, post-tag combined Sd0 sample. The average fractional difference

between the tight WP (b, b) SF from the 1 (nominal) and 2 muon samples across all reclustered jet pT and

η bins was then taken as the uncertainty due to the bias and applied to both the (b, b) and (b, `) for both

WP as uncertainty. Post-tag, post-fit Sd0 distributions and subsequent SF are shown in Fig 8.13 and 8.14,

respectively.

A binned likelihood is performed in the 2 muon sample with the same binning and likelihood assumptions
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Figure 8.12: Post-fit Sd0 distributions from subjets without a muon used to fit the Scale Factors in the
sample of reclustered jets with a muon in exactly one subjet for the loose WP.

as the nominal fit.

0 5 10 15 20 25 30 35 40

Both Subjet Sd0

0.5

0.75

1

1.25

 

D
a
ta

 /
 P

re
d
. prob = 0.892χ/ndf = 0.2 / 2  2χ   

0

100

200

300

400

500

600E
v
e
n
ts

ATLAS Internal
­1 = 13 TeV, 3.2 fbs

Tight WP

Bin: 30−90 GeV

Post­Fit

Data
BB

Total

Uncertainty

490.2
490.2

490.2

 

0 5 10 15 20 25 30 35 40

Both Subjet Sd0

0.5

0.75

1

1.25

 

D
a
ta

 /
 P

re
d
. prob = 0.342χ/ndf = 2.2 / 2  2χ   

0

50

100

150

200

250

300

350

400

450

E
v
e
n
ts

ATLAS Internal
­1 = 13 TeV, 3.2 fbs

Tight WP

Bin: 90−140 GeV

Post­Fit

Data
BB

Total

Uncertainty

414.0
414.7

414.7

 

0 5 10 15 20 25 30 35 40

Both Subjet Sd0

0.5

0.75

1

1.25

 

D
a
ta

 /
 P

re
d
. prob = 0.592χ/ndf = 1.1 / 2  2χ   

0

100

200

300

400

500

E
v
e
n
ts

ATLAS Internal
­1 = 13 TeV, 3.2 fbs

Tight WP

Bin: 140−200 GeV

Post­Fit

Data
BB

Total

Uncertainty

463.2
463.2

463.2

 

Figure 8.13: Post-fit Sd0 distributions from both subjets used to fit the Scale Factors in the sample of
reclustered jets with a muon in each subjet.

8.10 Additional Studies

8.10.1 Light jet muon fakes

A concern in the measurement of the flavor fraction corrections is the potential mismodeling due to muon

“fakes” in the light flavor jets. Since light jets have no heavy flavor decays that can semileptonically decay

into muons, the light jets “fake” muons originating from pion decays. To cross-check if the fakes caused
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BB SF: 1-muon vs 2-muon Sample
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Figure 8.14: Scale factors reported for each reclustered jet pT and η bin from the sample of jets with a muon
in each subjet.

mismodeling in the flavor fraction corrections, the measurement was redone using a variable sensitive to

identifying fakes. The sample of jets that had a muon in each subjet was used in order to have a pure sample

of jets with decays-in-flight.

Muons are reconstructed with a combination of measurements from the inner detector (ID) and muon

spectrometer (MS). Due to the nature of decays-in-flight, the independent measurements in the ID and MS

will have differences. A variable sensitive to the differences is the pT asymmetry of the two measurements:

ρ =
pMS
T − pIDT
pIDT

(8.20)

where pMS
T is the transverse momentum measured in the MS corrected for proper extrapolation back to the

IP and corrected for energy loss in the calorimeter.

Two separate flavor fraction fits were done and compared to assess the effect of the fakes. The first is

a fit to the Sd0 distributions from the sample of jets with 2 muons. Since both subjets have muons, the

distinction between muon and non-muon subjet is not necessary. The combination of both subjet Sd0 values

is combined into one distribution fit for the flavor fractions.

The other flavor fraction fit uses two regions were defined by a cut on ρ. A sample of jets with 2 muons

is used again, but with different distributions being fit. A ”symmetric” region was defined as Sd0 values

coming from jets with muons that satisfied 0.95 < ρ < 1.05. Any jets with muons that satisfied ρ outside

of the window were classified into the ”asymmetric” region and should be enriched with fakes. Both regions

were then simultaneously fit using a binned likelihood with corrections to the flavor components being fit
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140 GeV < pT < 200 GeV
0.0 < η < 2.0

postfit BB (standard) 0.36 ± 0.03
postfit BB (ρ split) 0.39 ± 0.03

postfit BL (standard) 0.18 ± 0.02
postfit BL (ρ split) 0.23 ± 0.02

postfit LL (standard) 0.14 ± 0.02
postfit LL (ρ split) 0.19 ± 0.02

Table 8.5: Flavor fractions post-fit for the ρ split fit and the nominal 2 muon sample fit.

by maximizing the likelihood. The comparison between the corrections found with ρ and the 2 muon fit be

found in table 8.5. Both measurements yield the same corrections within 1σ, indicating that the fakes are

not impacting the measurement.

8.10.2 Differences between a→bb and g→bb

Since the jet sources differ between the training (a→bb) and calibration (g→bb) samples, differences in the

input distributions for the tagger may affect the scale factors which can be seen in figures 8.15 and 8.16.

Kinematic differences may arise due to the fact that the a-boson is massive, unlike the gluon. While these

differences can result in changes in the efficiency of the tagger for a given flavor, it is the data/MC comparisons

of efficiency (SF) that are important to investigate between the processes. Ideally, the calibration would be

done for a process similar to a→bb, such as Z→bb or H→bb. However, these processes do not samples of

low pT , sufficiently collimated b-quarks. In order to assess the effect from the different jet sources, SF were

derived using a reweighted g→bb post-tag MC sample fit to the nominal g→bb post-tag MC sample.

The reweighting was derived using the double tagger input variables sensitive to the kinematic differences,

the subjet ∆R and pT asymmetry. Taking the normalized input distributions for jets from a→bb and g→bb,

the ratio of the two was applied as a weight. This was done for both the subjet ∆R and pT asymmetry, giving

two weights that both get applied to each (b, b) and (b, `) reclustered jet in the g→bb sample. With the

reweighted sample, the fitting procedure described in 8.8 was done. Instead of fitting data to MC as before,

the data was replaced with the reweighted sample. Any SF deviations from 1 are attributed to differences

in the kinematics between the jet sources. The (b, b) and (b, `) SF with statistical errors are reported in

8.17. All values are consistent with 1 within statistical error except the lowest pT and η bin, but this is also

consistent when compared with the uncertainties to the nominal measurement (i.e. a deviation of 0.14 in

the (b, b) SF is well covered by the uncertainty).
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Figure 8.15: ExKt2 subjet ∆R from gluons for each reclustered jet pT and η bin.
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Figure 8.16: ExKt2 subjet pT asymmetry from gluons for each reclustered jet pT and η bin.
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Figure 8.17: Scale factors from comparing a→bb to g→bb reported for each reclustered jet pT bin for (b,b)
(left figure) and (b,l) (right figure) flavors for both WP. Statistical uncertainties are reported.
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8.11 Conclusion

Development and calibration for a new double b-tagger dedicated to low mass searches has been presented.

The tagger discriminant is the result of training a BDT classifier on MC samples relevant to the searches that

will employ the tagger, in this case exotic Higgs and tt̄ samples. The classifier was optimized to distinguish

between double and single b-jets. Double b-jet candidates were constructed by reclustering R = 0.4 anti-kT

jets with R = 0.8. Variables related to the kinematics and b-tagging information for the exclusive-kT track

subjets built from associated tracks were fed as inputs to the tagger.

In order to calibrate the tagger performance, data/MC comparisons were done using g→bb to derive scale

factors that correct the MC efficiency. Since the dijet MC samples used in the calibration are known to have

flavor mismodelings, a fit to the subjet Sd0 distributions was done to correct the flavor composition of the

sample. After applying the flavor corrections, the post-tag (b,b) and (b,`) flavor components were fit to data

to yield the aforementioned scale factors. Uncertainties on the scale factors were considered from jet energy

scale, track smearing, propagation of uncertainty from the flavor composition correction measurement, and

bias due to requiring a muon in the g→bb candidates. The following chapter will describe the H → 2a→ 4b

strategy with the application of the tagger.
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Chapter 9

Search for H → aa → bbbb

After full development and calibration of the tagger, it was then applied to the H → 2a → 4b low mass

search. This chapter outlines the full analysis strategy and results obtained searching for the exotic Higgs

decay.

9.1 Data sample and event preselection

This search is based on pp collision data at
√
s = 13 TeV and with 25 ns bunch spacing collected by the

ATLAS experiment in 2015 and 2016. Only events recorded with a single-electron or single-muon trigger

under stable beam conditions and for which all detector subsystems were operational (in particular the toroid

and IBL are on) are considered. The corresponding integrated luminosity uses the 2015 data sets (periods

D-J5), corresponding to 3,212.96 pb, and the 2016 data sets (periods A3-L), corresponding to 32,861.6 pb.

The total integrated luminosity for the 2015+2016 data sets is therefore 36,074.56 pb.

Single lepton triggers with different pT thresholds are combined in a logical OR in order to increase the

overall efficiency. When using the 2015 data set, the following trigger chains are used:

• electrons: HLT e24 lhmedium L1EM20VH OR HLT e60 lhmedium OR HLT e120 lhloose,

• muons: HLT mu20 iloose L1MU15 OR HLT mu50.

When using the 2016 data set, the following trigger chains are used:

• electrons: HLT e24 lhtight nod0 ivarloose OR HLT e26 lhtight nod0 ivarloose

OR HLT e60 lhmedium nod0 OR HLT e140 lhloose nod0

• muons: HLT mu24 ivarmedium OR HLT mu26 ivarmedium OR HLT mu50

The triggers with the lower pT threshold include isolation requirements on the candidate lepton, resulting

in inefficiencies at high pT that are recovered by the triggers with higher pT threshold.
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For simulated data, a pseudo run-number is randomly assigned to each event. The pseudo run-numbers

are taken among the 65 runs of the 2015 data set and the 150 runs of the 2016 data set, in a way to give the

simulated events with a given run-number the same integrated luminosity as the corresponding real data

run. Simulated events with a pseudo run-number corresponding to the 2015 (2016) data set are required to

satisfy the same trigger requirements as the real data events of the 2015 (2016) data set.

Events satisfying the trigger selection are required to have at least one reconstructed vertex with at least

five associated tracks with pT > 400 MeV, consistent with originating from the beam collision region in the

x–y plane. If more than one vertex is found, the hard-scatter primary vertex is taken to be the one which

has the largest sum of the squared transverse momenta of its associated tracks.

Events are required to have exactly two reconstructed electrons or muons. Since single lepton triggers

are used, one of the two reconstructed leptons, m``, is required to match within ∆R < 0.15 the lepton

reconstructed by the trigger. The leptons are required to be oppositely signed and their invariant mass is

required to be within 81 GeV < m`` < 101 GeV to identify the Z boson and suppress the tt̄ background.

9.2 Signal and background modeling

After the event preselection, the main background is from tt̄+jets and Z+jets production. Backgrounds

containing at least two prompt leptons other than tt̄/Z+jets production arise from diboson, Wt-channel

single top-quark production, and tt̄V processes. There are also several processes which may contain non-

prompt leptons that satisfy the lepton isolation requirements or jets misidentified as leptons. The background

contribution from misidentified leptons is small after the requirement of at least two b-jets.

As in the case of the signal samples, Monte Carlo background samples also include the simulation of pileup

interactions, and are processed through a full Geant4 detector simulation and the same reconstruction

software as the data. Further details about the modeling of each of the backgrounds are provided below.

9.2.1 Signal modeling

The signal sample described in section 6.2.1 and 6.2 is used for the signal modeling. The Higgs with mH

= 125 GeV is produced in associated with a Z boson and decays into two a-bosons, which each decay in a

pair of b-quarks. As shown in section 6.2.1, below ma = 30 GeV is the threshold where the b-quarks start

becoming too collimated to resolve and require a different strategy to identify the a→ bb resonances. Thus,

the mass points of ma = 15, 20, 25 GeV were used for the dedicated low mass search search.
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9.2.2 tt̄+jets background

The tt̄ sample described in section 8.2 is used for the background modeling. For the double b-tagging

studies, this sample was used to retrieve a sample of flavor labeled reclustered jets. In the analysis, additional

treatments are applied to the sample to properly use it in the analysis. More details will be described as

necessary.

The nominal tt̄+jets sample is generated using the Powheg-Box v2 NLO generator with the NNPDF3.0

PDF set [95]. The hdamp parameter, which controls the pT of the first additional emission beyond the Born

configuration, is set to 1.5 times the top-quark mass of mt = 172.5 GeV. The main effect of the hdamp setting

is to regulate the high-pT emission against which the tt̄ system recoils. Parton shower and hadronization are

modeled by Pythia 8.2 with the A14 [96] tune. The sample includes event weights so that we can evaluate

uncertainties from the choice of scales, the choice of hdamp, and the parton distribution function used. The

sample is generated separately for “non-all hadronic” W boson decays, dilepton decays, and all-hadronic

decays. The dilepton sample is a subset of the first sample. Additional samples for each of these types of

W boson decays are generated with filters requiring extra b-jets, which is important to ensure a reasonable

number of simulated events passing cuts in the high b-tag multiplicity region.

The EvtGen v1.2.0 [97] program is used to simulate the bottom and charm hadron decays. The sample is

normalized to the top++2.0 [98] theoretical cross-section of 832+46
−51 pb, calculated at next-to-next-to-leading

order (NNLO) in QCD that includes resummation of next-to-next-to-leading logarithmic (NNLL) soft gluon

terms [99–103].

Small improvements to the modeling are made by reweighting tt̄ samples to NNLO predictions [104, 105],

in particular for the top-quark pT. A reweighting of the pT of the tt̄ system was also studied (as it was done

in [106]), but the simulation samples were found to be in good agreement with the NNLO predictions such

that this extra reweighting is not needed.

The tt̄+jets samples are generated inclusively, but events are categorized depending on the flavor of

partons that are matched to particle jets that do not originate from the decay of the tt̄ system. Particle

jets are reconstructed from all stable truth particles (not counting muons and neutrinos) with the anti-kt

algorithm with a radius parameter R = 0.4 and are required to have pT > 15 GeV and |η| < 2.5. Events

where at least one such particle jet is matched within ∆R < 0.4 to a b-hadron with pT > 5 GeV not

originating from a top-quark decay are labeled as tt̄+ bb̄ events. Similarly, events not previously categorized

as tt̄+bb̄, and where at least one particle jet is matched within ∆R < 0.4 to a c-hadron with pT > 5 GeV not

originating from a W boson decay, are labeled as tt̄+ cc̄ events. Events labeled as either tt̄+ bb̄ or tt̄+ cc̄ are

generically referred to below as tt̄+HF events, where HF stands for “heavy flavor”. The remaining events
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are labeled as tt̄+light-jet events, including those with no additional jets. This classification is made for the

purpose of comparisons to other tt̄+jets event generators and the propagation of systematic uncertainties

related to the modeling of tt̄+HF.

The additional heavy flavor jets produced in association with the tt̄ pair in POWHEG-BOX+Pythia8 are

modeled by the backward evolution of the parton shower. Detailed studies of the theoretical uncertainties

associated with this description were performed in Run 1 using the categorization of tt̄+HF. In particular,

the POWHEG-BOX+Pythia8 sample was compared with a dedicated ME+PS matched tt̄+jets sample

generated with MadGraph5 1.5.11 using the CT10 PDF set with tree-level diagrams of up to three

additional partons (including b- and c-quarks) and interfaced to Pythia6 .425. The studies showed that the

description of extra radiation in the Matrix Element description is in reasonable agreement with the parton

shower model used. More details of this study can be found in App. G of Ref. [107].

The modeling of the tt̄ + bb̄ background, particularly important for the search described in this note,

is improved by reweighting the POWHEG-BOX+Pythia8 prediction to an NLO prediction of tt̄ + bb̄ in-

cluding parton showering [108], based on Sherpa+OpenLoops [109, 110] using the CT10 PDF set. This

reweighting is performed for different topologies of tt̄+ bb̄ in such a way that the inter-normalization of each

of the categories and the relevant kinematic distributions are at NLO accuracy. In particular, the relative

cross-section in each category is adjusted to the NLO prediction. In addition, reweightings are performed to

take into account kinematic differences between Powheg and NLO tt̄+bb̄, based on the pT of the top-quark

and tt̄ systems and on the pT and η of the heavy flavor jet in the topologies with only one additional heavy

flavor jet. The reweighting improves the modeling for a range of kinematic variables used to validate the

reweighting. Note that the inclusive tt̄ + bb̄ cross-section is not changed by the reweighting. More studies

on tt̄ modeling and categorization can be found in Ref. [111].

9.2.3 W/Z+jets background

Samples of W/Z+jets events are generated with the Sherpa v2.2.1 [109] generator. The ME calculation is

merged with the Sherpa PS [112] using the ME+PS@NLO prescription [113]. The PDF set used for the

ME calculation is CT10 with a dedicated PS tuning developed by the Sherpa authors. Both the W + jets

and Z + jets samples are normalized to their respective inclusive NNLO theoretical cross-section calculated

with FEWZ [114]. Samples are produced for each of the W + jets and Z + jets categories using filters

for a b-jet (Wb or Zb+ jets), a c-jet and no b-jet (Wc or Zc+jets), and with a veto on b and c-jets (W or

Z+light-jets).
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9.2.4 Other simulated background

Samples of single top-quark backgrounds corresponding to the Wt and s-channel production mechanisms

are generated with POWHEG-BOX v1 [115, 116] using the CT10 PDF set. Overlaps between the tt̄ and Wt

final states are removed using the “diagram removal” scheme [117]. Samples of t-channel single top-quark

events are generated using the POWHEG-BOX (ST tchan 4f) [118] NLO generator that uses the 4-flavor

scheme (4FS). The single top quark samples are normalized to the approximate NNLO theoretical cross

sections [119–121].

Samples of diboson production WW/WZ/ZZ+jets are generated with the NLO generator Sherpa

v2.1.1 and include processes containing up to four electroweak vertices. The matrix element includes 0

partons at NLO and up to 3 partons at LO using the same procedure as for W/Z + jets. The final states

simulated require one of the bosons to decay leptonically and the other boson to decay hadronically. All

diboson samples are normalized to their NLO theoretical cross-sections provided by Sherpa.

Samples of tt̄V events, including tt̄WW , are generated with up to two additional partons using Mad-

graph5 and interfaced to Pythia8 with the A14 NNPDF23LO UE tune. A sample of tt̄H events is generated

with the MG5 aMC@NLO generator using the CT10 PDF set. Showering is performed using Herwig++

and the UE-EE-5 tune with the CTEQ6L1 PDF set. Inclusive decays of the Higgs boson are assumed in the

generation of the tt̄H sample.

9.3 Analysis strategy

As described previously, this search focuses on the H → 2a→ 4b process, where the H boson is produced in

association with a Z boson. At low ma, the b-quarks from the same parent a are expected to be collimated.

Therefore, the signal is expected to have two leptons from the Z decay as well as two double b-tagged jets

coming from the two a-bosons decaying from the H boson. Events are categorized into signal and background

regions.

9.3.1 Signal and background region definitions

After applying the preselection, events that passed having exactly two double b-tagged reclustered jets were

investigated. Both tight and loose working points for double tagging were used to probe for signal and control

regions. Several kinematic distributions were explored to optimize separation of signal and background.
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9.3.1.1 Reclustered jet mass difference

The double b-tagged reclustered jets coming from the signal H will be reconstructed a-bosons. Thus, the

mass of each double tagged jet should be equal to ma. Since it is assumed that both a-bosons decaying

from the same H should have the same mass, the difference in mass between both double tagged jets should

be approximately 0. Double tagged reclustered jets originating from background processes will come from

additional gluon radiation g → bb, coincidental overlap of single b decays, or mistags of single b-jets. None

of these conditions put a requirement of the mass of the jet or constrain the difference between a pair of

double tagged jets. Figure 9.1 shows the distribution of the mass difference for all expected processes.
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Figure 9.1: Distribution of mass difference between two tightly double b-tagged reclustered jets for signal
and background processes after applying the preselection. The 20 GeV ma hypothesis is shown on the left
and the 30 GeV ma hypothesis is shown on the right.

9.3.1.2 Reclustered jet pair mass reconstruction

For the signal, two a-bosons are originate from the Higgs boson. Thus, a pair of double b-tagged reclustered

jets will have a combined mass around mH = 125 GeV. While the b-quarks in the double tagged jets for

background processes have no such constraint. Since the sources for double tagged jets vary for background

processes, no structure is expected for a mass pair and it should be a good discriminatory variable.

The discrimination efficacy can be improved by reducing the width of the H mass distribution. The
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individual reclustered jet masses will often fluctuate around ma. By subtracting them from the pair mass,

the fluctuations can be removed and width of the pair mass can be reduced. This variable is referred to as

the “reduced mass”. The improvement in mass width can be compared in figure 9.2. Figure 9.3 shows the

distribution compared for all expected processes in the form:

mreduced
(bb)(bb) = m(bb)(bb) − 125 GeV − (m1

bb −ma)− (m2
bb −ma) (9.1)

where (bb)(bb) denotes the pair of double tagged jets and mx refers to the mass of the individual jets and

ma is the mass of the signal a under a given mass hypothesis.

Figure 9.2: Mass (left) and reduced mass (right) distribution for the pair of two tightly double b-tagged
reclustered jets for signal and background processes after applying the preselection for the 20 GeV mass
hypothesis.

9.3.1.3 Application of double b-tagger SF

Scale factors are applied on a reclustered jet-by-jet basis for each event in such a way to reweight the event

based on the likelihood of tagging each jet. Specifically, the probability for each event in MC is:

P (MC) =
∏

i=tight

εi
∏

i=loose

εloose,i

∏
i=neither

(1− εi − εloose,i) (9.2)
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Figure 9.3: Distribution of mass for the pair of two tightly double b-tagged reclustered jets for signal and
background processes after applying the preselection. The 20 GeV ma hypothesis is shown on the left and
the 30 GeV ma hypothesis is shown on the right.

and for data:

P (data) =
∏

i=tight

SFiεi
∏

i=loose

SFloose,iεloose,i

∏
i=neither

(1− SFiεi − SFloose,iεloose,i) (9.3)

with the weight applied to each MC event given by w = P (data)/P (MC). All signal and control region

figures in the following sections have the double tagging weight applied.

9.3.1.4 Signal regions

After the preselection, cuts based on the aforementioned variables were also applied. Figure 9.4 shows a

2-dimensional plot of the mass difference and reduced mass. The cuts were defined from a window that

captures the most of the signal, while reducing the background as much as possible. The optimal cuts on

the reduced mass will vary depending on the signal mass point being probed since the jet masses being

subtracted out will change depending on the mass hypothesis. For now, the 20 GeV point is considered for

the rest of this chapter. The 30 GeV mass point is not included due to the low signal yield seen in Fig

9.3. This is expected due to the fact that the higher mass results in less collimated b-quarks and higher jet
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multiplicity. The previous resolved analysis targeted the higher masses.

Figure 9.4: 2D plot of the reduced mass plotted against the mass difference for the 20 GeV mass point
signal.

Generally, the cuts have the form:

20 GeV + 2ma > mreduced
H − 125 GeV > −40 GeV + 2ma (9.4)

25 GeV > mdiff GeV > −25 GeV (9.5)

where ma is taken to be 20 GeV since this did not affect the distribution significantly for the different mass

points.

One signal region was defined using the preselection with the tight WP definition for double b-tagging

and the mass window cut. Another signal region was defined with the same cuts as before, only with the

requirement of one loose and one tight double b-tagged jet. The following section will describe the motivation

for considering a loose WP.

Other regions were considered in order to calibrate the main background predictions and constrain the

relevant systematic uncertainties.

9.3.1.5 Control regions

For the tt̄ background, in most cases the events contain two true leptons from leptonic decays of the two

W bosons, and the two b-jets from the top quark decays satisfy the b-tagging requirements. Additional jets

arise from gluon splitting into bb̄ and cc̄ and from additional jets from initial state radiation and pile-up.

Events will enter the signal regions from mistagging single b-jets as double b-jets, double tagging jets that

have overlapping b’s from different sources, and/or double tagged jets from gluon splitting. In both signal

regions, events with mistagged single b-jets comprise the majority of the tt̄ background contribution.
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For the Z+jets background, the dominant contribution is from Z bosons produced in association with

gluon splitting into bb̄. The Z+jets background events enter the signal regions through either actual double

b-tagged jets originating from the gluon splitting or mistagged single b-jets also originating from gluon

splitting, but resolved into individual jets. The majority of Z+jets events entering both signal regions come

from the mistags.

In order to define regions enriched with the major backgrounds, two requirements were adjusted: the

double tag working point and dilepton mass cut. Relaxing the working point on the double b-tagger will

enrich the mistag rate and result in regions with higher samples of mistagged single b-jets which are the

dominant backgrounds in the signal regions. The two tight double b-tagging requirement was relaxed to

have at least one loose tagged double b-jet, resulting in events with one tight and one loose double b-jet or

two loose double b-jets. In order to have control regions enriched with tt̄, all previous regions defined with

the various additional jet and double b-tagging requirements were investigated looking outside of the defined

Z mass window.

9.3.1.6 Validation regions

Additionally, validation regions were defined to assess the systematic uncertainties. These regions have no

impact on calibrating the background modeling, but are instead used to compare MC predictions and data

post-fit to cross-check the level of agreement. The first region is defined within the Z mass window, but

outside of the reduced mass cut (mreduced
H − 125 GeV > −40 GeV + 2ma). The particular region was chosen

to be enriched with Z+jets to ensure the background modeling is adequate. Another region was chosen that

has all the same requirements as the two tight tagged signal region, except the leptons are required to be

opposite flavored (one electron and one muon). This region was chosen to have a sample with the other

dominant background, tt̄.

9.3.1.7 Summary of regions

Figure 9.5 shows the MC simulated predicted yields for each process in the signal, control and validation

regions. Figure 9.6 shows the relative composition of the backgrounds in all the regions, with tt̄ and Z+jets

as the main backgrounds.

A statistical analysis based on a likelihood function constructed as a product of Poisson probability

terms over all regions in single bins considered in the search is used to derive the background predictions

and uncertainties, and to test for the presence of a signal. The statistical procedure is described in Section 9.5,

and the results are shown in Section 9.6.
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Figure 9.5: Signal and control regions (left) and validation regions (right) for the analysis showing the
background composition and the expected signal for the ma = 20 GeV mass hypothesis assuming the SM
production cross section for σZH and BR(a→ bb) = 1.
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9.4 Systematic uncertainties

Several sources of systematic uncertainty are considered that can affect the normalization of simulated

samples and/or the relative amounts in the signal and control regions. Individual sources of systematic

uncertainty are considered uncorrelated. Correlations of a given systematic uncertainty are maintained

across processes and channels. Table 9.1 presents a list of all systematic uncertainties considered in the

analysis and indicates whether they affect only normalization or both shape and normalization. The full

correlation matrix of all the systematics passing at least 10% correlation between one other systematic is

shown in 9.10.

The following sections describe each of the systematic uncertainties considered in the analyses.

9.4.1 Luminosity

The uncertainty on the combined 2015+2016 integrated luminosity is 2.1%. It is derived, following a method-

ology similar to that detailed in Ref. [122], from a preliminary calibration of the luminosity scale using x-y

beam-separation scans performed in August 2015 and May 2016. The uncertainties for the 2015 and 2016

data sets are partially correlated.

9.4.2 Reconstructed objects

9.4.2.1 Leptons

Uncertainties associated with leptons arise from the trigger, reconstruction, identification, and isolation, as

well as the lepton momentum scale and resolution. The reconstruction, identification and isolation efficiency

of electrons and muons, as well as the efficiency of the trigger used to record the events, differ slightly

between data and simulation, which is compensated for by dedicated scale factor (SFs).

Efficiency SFs are derived using tag-and-probe techniques on Z → `+`− (` = e, µ) data and simulated

samples, and are applied to the simulation to correct for differences. The effect of these uncertainties is

propagated as corrections to the event weight.

The total uncertainty on the efficiency SFs is < 0.5% for muons across the entire pT spectrum [123] and

for electrons with pT > 30 GeV, while it exceeds 1% for low pT electrons [124].

Additional sources of uncertainty originate from the corrections applied to adjust the lepton momentum

scale and resolution in the simulation to match those in data, measured using reconstructed distributions

of the Z → `+`− and J/ψ → `+`− masses, as well as the measured E/p in W → eν events, where E and

88



Systematic uncertainty Type Components

Luminosity N 1

Reconstructed Objects
Electron trigger+reco+ID+isolation SN 4
Electron energy scale+resolution SN 2
Muon trigger+reco+ID+isolation SN 10
Muon momentum scale+resolution+saggita SN 5

Pileup modeling SN 1
Jet vertex tagger SN 1
Jet energy scale SN 20
Jet energy resolution SN 1
Double b-tagging efficiency SN 12

Background and Signal Model
tt̄ cross section N (free floating) 1
tt̄+ ≥ 1c: normalization N 1
tt̄+ ≥ 3b: normalization N 1
tt̄+≥ 1b: NLO Shape SN 9
tt̄+≥ 1c: NLO Shape SN 1
tt̄ modeling: residual Radiation SN 3
tt̄ modeling: residual NLO generator SN 3
tt̄ modeling: residual parton shower+hadronization SN 3
tt̄ modeling: residual 5FS vs 4FS SN 1
W+jets global normalization N 1
W+jets relative normalization N 4
W+jets scales and PDF SN 7
W+jets generator S 1
Z+jets global normalizations N (free floating) 1
Z+jets heavy flavor S 2
Single top cross section N 1
Single top model SN 2
Diboson normalization N 1
tt̄V cross section N 4
tt̄V modeling SN 2
tt̄WW cross section N 2
Signal cross section N 1
Signal acceptance (generator) N 1
Signal acceptance (PS) N 1

Table 9.1: The list of systematic uncertainties considered. An “N” means that the uncertainty is taken as
normalization-only for all processes and channels affected, whereas “SN” means that the uncertainty is taken
on both shape and normalization. Some of the systematic uncertainties are split into several components
for a more accurate treatment.

p are the electron energy and momentum, as measured by the calorimeter and the tracker respectively. To

evaluate the effect of momentum scale uncertainties, the event selection is redone with the lepton momentum

varied by ±1σ. For the momentum resolution uncertainties the event selection is redone with the lepton

momentum smeared.
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9.4.2.2 Jets

Uncertainties associated with jets in principle arise from the efficiency of jet reconstruction and identification

based on the JVT variable, as well as the jet energy scale (JES) and resolution. Since reclustered jets are

made by simply clustering the anti-kt R = 0.4 jets, the uncertainties that get assigned the those jets will

propagate to the reclustered jets.

The jet energy scale and its uncertainty were derived by combining information from test-beam data,

LHC collision data and simulation [125]. The 50 nuisance parameters from the in situ analyses and the

terms which form the extrapolation from 2012 to 2015 uncertainties have been combined to form 9 nuisance

parameters (7 dominant eigenvectors, 1 residual term, 1 term for the extrapolation uncertainties, which

have a strong η dependence). The remaining terms detailed above are combined as per recommendation via

grouping of similar terms, and provide the other 11 nuisance parameters to form a total of 20. The JES

uncertainty is about 5.5% for jets with pT = 25 GeV and quickly decreases with increasing jet pT. It is below

1.5% for central jets with pT in the range of ' 100 GeV–1.5 TeV. It represents one of the leading sources of

uncertainty associated with reconstructed objects, affecting the relative normalizations of signal and the tt̄

backgrounds in the different bins of number of jets.

The jet energy resolution was measured in Run 1 data and simulation as a function of the jet pT and

rapidity using dijet events. They were found to agree within 10% [126]. Additional uncertainties have been

assessed in the extrapolation from Run 1 to Run 2 conditions [125]. The combined uncertainty is propagated

by smearing the jet pT in the simulation.

Additional small uncertainties associated with the modeling of the underlying event, in particular its

impact on the pT scale and resolution of unclustered energy, are also taken into account.

9.4.2.3 Double b-tagging

As mentioned in section refsub:results, pT dependent scale factors were derived from g→ bb events to correct

MC double tagging efficiency for either (b, b) or (b, `) reclustered jets. Four major sources of uncertainty

contribute to affect the SF systematics. Two sources come from the varying the jet energy scale (1 variation

for each component of the JES uncertainty) and the track smearing and measuring the direct impact on the

SF. Another source comes from the fact that the dijet MC samples used to make the SF measurement had

unreliable flavor fractions. A separate measurement to correct the dijet MC flavor fractions was performed,

and the error of this measurement was propagated through to the SF measurement. The final source of

uncertainty is due to the g → bb sample being biased in the tagging efficiency due to the event selection

requiring the g → bb reclustered jet candidate having one muon ∆R matched to enrich bb purity. The full
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SF measurement was repeated requiring 2 muons in the candidate jet and the average fractional difference

between the nominal SF of the single and double muon sets was taken as an overall uncertainty to account

for the bias.

To properly handle the correlations between the various sources of uncertainty across pT bins and flavor,

a 12 × 12 total covariance matrix was constructed by summing the statistical covariance matrix and the

covariance matrix for each aforementioned systematic. Each element for a given systematic covariance

matrix is computed with:

Cij =
∑

α∈JES
(Nomi − JESαi )(Nomj − JESαj ) (9.6)

where Nomi is a nominally measured SF and JESαi is a SF measured after varying a given systematic. It

is assumed that each covariance matrix element has a correlation of 1. For the muon bias uncertainty, the

average fractional difference was applied to each SF and added to the diagonals of the matrix.

After getting the total covariance matrix, the matrix is diagonalized to yield 12 eigenvalues and eigen-

vectors. These result in 12 variations that can be applied to the SF when used in the analysis by applying:

√
(λm)Eigenvector[m][flavor] (9.7)

where m is between 1 through 12, λm is the m-th eigenvalue, and Eigenvector[m][flavor] is the component

of the m-th eigenvector associated to the SF based on flavor, pT , and WP. Each of the 12 variations from all

the eigenvectors were considered as separate systematics. Figures 9.7,9.8,9.9, show the statistical correlation

matrix, the total correlation matrix, and the resulting eigenvectors used, respectively.

9.4.3 Background and signal modeling

9.4.3.1 tt̄ +jets

A number of systematic uncertainties affecting the modeling of the tt̄+jets background are considered. A

free floating parameter is used for the inclusive tt̄ NNLO+NNLL production cross-section [98], including

effects from varying the factorization and renormalization scales, the PDF, αS, and the top quark mass.

Additional uncertainties related to the choice of NLO generator, PS and hadronization model, are assessed

by comparing the nominal tt̄ samples with alternative predictions produced by different MC generators.

Any differences between samples predicted yields are taken as uncertainties. The normalization of tt̄+cc̄ is

conservatively allowed to vary within a 50% in the fit as well.
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Figure 9.7: The statistical correlation between all components corresponding to the proper flavor, pT bin,
and WP as labeled.

9.4.3.2 Z+jets

For the normalization of Z+jets, the uncertainty on the global normalization is left as a free parameter in

the profile-likelihood fit. The choice of signal and control regions is sensitive to the b-quark multiplicity in

the Z+jets background events. Specifically, the use of the loose WP enriches the Z+jets sample with jets

with 1 b-quark, while the tight WP enriches the Z+jets sample with jets with 2 b-quarks. Since both WP are

used to define the signal and control regions, the contributions of Z+jets with different b-quark multiplicities

will vary from region to region. In other words, the control region using two loose double tagged jets will

typically have less total b-quarks compared to the signal regions using the tight WP to double tag jets. Thus,

uncertainties were applied to events based on truth b-quark multiplicity in bins from 0 to 2 inclusively and

greater than 2. Both samples split by b-quark multiplicity were each allowed to vary by 30% in the fit.
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Figure 9.8: The total correlation between all components corresponding to the proper flavor, pT bin, and
WP as labeled.

9.4.3.3 Other simulated backgrounds

An uncertainty of +5%
−4% is used on the total cross-section for single-top production [119–121]. An additional

uncertainty on initial- and final-state radiation is evaluated in a manner similar to that used for tt̄. The

uncertainty on the interference between Wt and tt̄ production at NLO [127] is assessed by comparing the

default “diagram removal” scheme to an alternative “diagram subtraction” scheme. A 50% normalization

uncertainty on the diboson background is used, which includes uncertainties on the inclusive cross-section

and additional jet production [128]. The uncertainty on the tt̄V NLO cross-section prediction is 15% [88].

A total 50% normalization uncertainty is used on the 4-top background.
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Figure 9.9: The resulting eigenvectors (bottom). Eigenvectors are reported as columns with each component
corresponding to the proper flavor, pT bin, and WP as labeled.

9.4.3.4 Signal

An uncertainty associated to the acceptance of the signal in the different regions due to different scale and

PDF choices is also considered, and found to affect the normalization of the processes in the different regions

by approximately ±4%.

Finally, the effect on the acceptance due to the choice of parton shower is also accounted for, and found

to be ±6% in all regions. In this case, the effect of using Herwig7 instead of the nominal Pythia8 has been

parameterized as function of the pT of the V H (where V is a W or Z) system in V H, H → bb̄ samples, and

the effect propagated to the H → 2a→ 4b signal samples1. Figure 9.11 shows the parameterization of this

uncertainty.

1The H → 2a → 4b decay is not available in Herwig7.
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Figure 9.10: Correlation matrix between all systematics and normalization factors.

Figure 9.11: Comparison of the pT spectra of the V H system when considering Pythia8 or Herwig7 parton
showers.
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9.5 Statistical analysis

Total yields in each of the regions considered (control and signal regions) are combined to test for the presence

of a signal. The statistical analysis is based what is described in chapter 5. A likelihood function L(µ, θ)

constructed as a product of Poisson probability terms over all bins defined from the signal and control regions

described in section 9.3. This function depends on the signal-strength parameter µ, a multiplicative factor

to the theoretical signal production cross section (for ZH production), and θ, a set of nuisance parameters

that encode the effect of statistical or systematic uncertainties on the signal and background expectations

and that are implemented in the likelihood function as log-normal or Gaussian priors, respectively.

The normalization of each background is determined from the fit simultaneously with µ, constrained by

the uncertainties of the respective theoretical calculations, the uncertainty on the luminosity, and the data

themselves. Statistical uncertainties in each bin of the discriminant distributions are taken into account by

dedicated parameters in the fit.

Systematic uncertainties are pruned away and smoothed in order to reduce the CPU time for fitting and

make the minimization more stable. The shape and the normalization of systematics are pruned separately

per region and per sample. The pruning algorithm removes systematic uncertainties that have a ≤1% impact

on normalization or those that cause a negligibly small impact on the shape of the final discriminant (all

bins are within 1% of the nominal shape).

The test statistic used is the one described in section 5.4 and is used to measure the compatibility of

the observed data with the signal plus background hypothesis (i.e. the exclusion test). For a given signal

scenario, values of the branching fractions of H → 2a→ 4b (parameterized by µ) yielding CLs<0.05, where

CLs is computed using the asymptotic approximation [129, 130], are excluded at ≥95% CL.

Detailed validation studies of the fitting procedure have been performed using the simulation. To verify

the improved background prediction, fits are performed under the background-only hypothesis. Statistical

uncertainties in each bin of the discriminant distributions are also taken into account by dedicated parameters

in the fit.

For the final result, a simultaneous fit to the data is performed on the distributions of the discriminants

in 6 regions each with one bin. The fits are performed under a signal-plus-background hypothesis, where

the signal-strength parameter µ is the parameter of interest in the fit, allowed to float freely but correlated

through all regions.
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9.6 Results

Chapter 5 describes how a binned likelihood fit is used to search for the signal in general, while section 9.5

outlines the specifics for the H → 2a → 4b analysis. As explained in Sec. 9.3, the dilepton channel was

examined by looking for double b-jets and investigating mass distributions of the tagged reclustered jets.

The total yields in both the signal and control regions are fit.

The fit is performed separately for each signal considered, corresponding to a different mass for the new

spin-zero particle, ma. The results for the ma = 20 GeV signal mass hypothesis are described in this section,

while the fit results for the other mass hypotheses considered are included in Appendix A. The results for

the various signal mass hypotheses are consistent with each other.

9.6.1 Fit inputs

The basic comparison of data and MC yields are checked in background-enriched regions (control and

validation) with full systematic uncertainties. Figure 9.12 shows the data and MC yields in all the regions

in the analysis except the signal regions. The signal regions are blinded, i.e. the data in the signal regions is

not shown. The blinding consists of removing the bins in the signal region distributions with a signal-over-

background larger than 1% when the signal is normalized to the SM cross section ZH production. This

blinding has also been found to be independent of the mass of the a-boson.

The yield agreement in all unblinded control regions is reasonable and within expected errors. The large

uncertainties are mostly attributed to the uncertainty on the applied double b-tagging SF.

9.6.2 Fits to the Asimov dataset

This section shows the signal+background fits to the Asimov dataset for the aforementioned regions. The

fitted regions are shown in Figure 9.13 Figure 9.14 show the fitted nuisance parameters, normalization factors

and gamma parameters to the Asimov dataset. The expected background is fitted to the Asimov dataset

(the nuisance parameters are set at 0 while the normalization factors are set at 1, by definition) under the

signal+background hypothesis.

Figure 9.14 shows the fitted nuisance parameters, normalization factors and gamma parameters to the

Asimov dataset. Nearly all of the systematics remain unconstrained except for the tt̄+light-jets generator

and one double b-tagging eigenvector. The tt̄+light-jets generator systematics are done by producing an

alternative sample and comparing the differences between the nominal as described in section 9.4.3.1. These

alternative samples are produced with less statistics than the nominal and as a result, very little statistics
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Figure 9.12: Signal and control regions (left) and validation regions (right) for the analysis showing the
background composition and the expected signal yield for the ma = 20 GeV mass hypothesis assuming the
SM production cross section for σZH and BR(a → bb) = 1. The data and MC yields are compared in the
control and validation regions, while the signal regions are blinded and no data is shown.
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Figure 9.13: Signal and control regions showing the predicted yields in simulation (left) before and (right)
after the fit to the Asimov dataset. The expected signal yield for the ma = 20 GeV mass hypothesis assuming
the SM production cross section for σZH and BR(a→ bb) = 1 is shown before the fit, while the signal yields
set to 0 in the fit (background-only hypothesis).

remain after requiring the selections for the signal and control regions. The statistical fluctuations cause an

overestimation in the prior fed into the fit.

The third eigenvector is dominated by the tight WP (b, `) flavor 90 − 140 GeV bin component, which

can be seen in Fig 9.9. This particular component is well represented in each region, providing sufficient

statistics to have constraint.

Figure 9.14 also shows the effect of the different nuisance parameters on the parameter of interest. The
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Figure 9.14: Nuisance parameters and normalization factors (top), gamma parameters (bottom left) and
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set of systematics.

parameters are ordered by post-fit ∆µ. Nuisance parameters related to the double b-tagging as well as the

background normalization and modeling uncertainties have the largest effect on the signal strength.
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9.6.3 Fits to blinded data

This section shows results for the analysis using full background-only fits to data with the blinded signal

regions. Figure 9.15 shows a comparison of the yields in data and simulation for the control regions before

and after the blinded fit to data. The yields from simulation in the signal regions are also shown. These

plots show how the shaded area representing the total statistical and systematic uncertainties is reduced due

to the profiling of the fit, and the improvement of the data/MC agreement.
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Figure 9.15: Predicted yields for the signal and control regions in the blinded fit to data (left) before and
(right) after the fit. The data and simulated yields are compared in the control regions, while only the
simulated yields are shown in the signal regions. The expected signal yield for the ma = 20 GeV mass
hypothesis assuming the SM production cross section for σZH and BR(a→ bb) = 1 is shown before the fit,
while the signal yields set to 0 in the fit (background-only hypothesis).

The nuisance parameters, as well as the normalization factors and the gamma parameters for the

background-only fit are shown in Figure 9.15. The constraints in the different nuisance parameters are

consistent with those found in the Asimov fits, but since these fits are with real data, some pulls are ob-

served. This is expected since the data is not in perfect agreement with the MC prediction. However, all

pulled systematics have errors that comfortably cover the nominal values.

9.6.4 Fits to unblinded data

This section shows results for the analysis using full signal+background fits to data with the unblinded

signal regions. Figure 9.17 shows a comparison of the yields in data and simulation for all regions before

and after the unblinded fit to data. These plots show how the shaded area representing the total statistical

and systematic uncertainties is reduced due to the profiling of the fit, and the improvement of the data/MC
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Figure 9.16: Nuisance parameters and normalization factors (top), gamma parameters (bottom) for the
blinded data fit using the full set of systematics.

agreement.

The nuisance parameters, as well as the normalization factors and the gamma parameters for the sig-

nal+background fit are shown in Figure 9.17. The constraints in the different nuisance parameters are

consistent with those found in the Asimov fits and background-only fits with data.
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Figure 9.17: Predicted yields for the signal and control regions in the unblinded fit to data (left) before
and (right) after the fit. The data and simulated yields are compared in the control regions, while only
the simulated yields are shown in the signal regions. The expected signal yield for the ma = 20 GeV mass
hypothesis assuming the SM production cross section for σZH and BR(a→ bb) = 1 is shown before the fit,
while the signal yields set to the best fit signal strength in the fit (signal+background hypothesis).

9.6.5 Cross section limits on H → 2a→ 4b production

Prior to unblinding the analysis, the fit to the Asimov dataset can be used to derive expected upper limits on

the H → 2a→ 4b production cross section times branching fraction. The results are shown in Figure 9.19 for

the mass range 15 < ma < 30 GeV. The total signal cross section is parameterized in terms of the associated

Higgs boson production cross section σZH ,

σ4b = C2
4b × σZH , (9.8)

where

C2
4b = κ2

HZZ × BR(H → 2a)× BR(a→ 2b)2. (9.9)

Figure 9.20 shows the previous resolved analysis results on the ZH production cross section times branch-

ing fraction again for ease of comparison. The previous results had an expected limit of 1.2 pb and observed

limit of 1.6 pb at the 20 GeV mass point. The new strategy using the double b-tagger and the updated

analysis strategy yields an expected limit of 0.34 pb, improving the previous result by more than a factor

of two. For reference, the cross-section of SM ZH production is 0.88 pb. A comparison of the expected

limits from the strategy using the double tagger and the previous results are shown in Fig 9.21. The mass

points at 30 GeV and above are very similar.
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Figure 9.18: Nuisance parameters and normalization factors (top), gamma parameters (bottom) for the
unblinded data fit using the full set of systematics.

The improved results indicate that the double b-tagger does indeed improve the sensitivity of the search

for low mass signatures decaying into collimated b-quarks. Thus, a range of masses from 15 < ma < 25 GeV

is covered by the merged search, while masses of 30 GeV and above are covered by the dedicated resolved

analysis.

The observed result and limits can be seen and compared to the expected limits after unblinding. Fig-
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ure 9.22 shows the observed limits for all the considered mass points after the unblinded fit. No significant

excess of data events is observed in the signal regions and thus the measurement constrains the H → 2a→ 4b

production cross section times branching fraction.
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Figure 9.19: Expected 95% CL upper limits on the ZH, H → 2a → 4b cross section times branching
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Chapter 10

Summary and conclusion

This thesis presented a search for H → 2a→ 4b in the low ma regime using the pp data set at
√
s = 13 TeV

recorded by the ATLAS detector during 2015 and 2016. The Higgs production mode investigated was

associated production with a Z boson to have leptons to trigger on. At low ma, the decaying b-quarks

become collimated and traditional ATLAS reconstruction techniques are not sensitive to the signature.

Thus, the major challenge for this analysis was developing a strategy to identify the a→ bb resonances.

The development of a new, dedicated low mass double b-tagger designed to address this challenge was

presented. A sample of truth labeled jets from MC samples of ma = 20 GeV H → 2a→ 4b and tt̄ processes

was used to train a BDT classifier to identify low pT large radius, reclustered jets that carry two b-hadrons.

After performing an exhaustive search for potential discriminatory variables, the tagger was chosen to use

variables derived from track subjets created from the exclusive-kT algorithm. The subjet kinematics and

b-tagging variables were used as inputs to the BDT.

After sufficient optimization of the BDT classifier, work on the calibration was done. The efficiency for

reclustered jets with (b, b) and (b, `) flavors was investigated and compared between data and MC. Scale

factors and full consideration of their uncertainties were derived to correct the MC to behave like data.

These scale factors were then used in the low mass H → 2a → 4b search. Signal and control regions

were defined by finding events with two leptons and two double b-tagged reclustered jets. The WP used

for tagging varied depending on if the signal or control region was being defined since the looser definition

allows for fakes to enrich backgrounds for modeling. The mass was reconstructed for the lepton pair and the

tagged reclustered jets to reconstruct the Z mass, a-boson mass, and Higgs mass, respectively. Mass cuts

were applied to identify these objects.

After defining all the signal and control regions, the yields were used as inputs into a profile likelihood

ratio. The profile likelihood ratio was fit and calibrate the backgrounds and measure the signal strength while

profiling the sytematics. The major systematics considered come from the Z+jets MC sample modeling, tt̄

MC sample modeling, and uncertainty from the double b-tagging scale factor measurement. After performing

a fit using an Asimov dataset, expected limits were found to improve the result from the previous resolved
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analysis by more than a factor of two, thus indicating that the double tagging analysis strategy is working

as designed. The observed limits were also obtained after performing an unblinded fit to all regions. A

small one σ excess of data events was found in the dominant signal region causing the observed limits to

be roughly one σ above the expected limits. This is not considered a significant excess for discovery of a

new signal and so the measurement constrains the H → 2a → 4b production cross section times branching

fraction.
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Appendix A

Fit results for other Signal Mass
Hypotheses

This section includes the fit results for the other a-boson mass hypotheses considered, ma = 15 GeV and

ma = 25 GeV. The fit results are consistent with those obtained for the ma = 20 GeV mass hypothesis

included discussed in Section 9.6.

A.1 Fits to the Asimov dataset

This section shows the signal plus background fits to the Asimov dataset for the regions described previously.

In this case, the expected background is fitted to the Asimov dataset (the nuisance parameters are set at 0

while the normalization factors are set at 1, by definition) under the signal-plus-background hypothesis. The

fitted regions are shown in Figures A.1 and A.2. Figures A.3 and A.4 shows the fitted nuisance parameters,

normalization factors and gamma parameters to the Asimov dataset, as well as the effect of the different

nuisance parameters on the parameter of interest.
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Figure A.1: Signal and control regions showing the predicted yields in simulation (left) before and (right)
after the fit to the Asimov dataset. The expected signal yield for the ma = 15 GeV mass hypothesis assuming
the SM production cross section for σZH and BR(a→ bb) = 1 is shown before the fit, while the signal yields
set to 0 in the fit (background-only hypothesis).
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Figure A.2: Signal and control regions showing the predicted yields in simulation (left) before and (right)
after the fit to the Asimov dataset. The expected signal yield for the ma = 25 GeV mass hypothesis assuming
the SM production cross section for σZH and BR(a→ bb) = 1 is shown before the fit, while the signal yields
set to 0 in the fit (background-only hypothesis).
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Figure A.3: Nuisance parameters and normalization factors (top), gamma parameters (bottom left) and
rankings based on the impact on the signal strength (bottom right) for the Asimov data fit for the signal
hypothesis with ma = 15 GeV using the full set of systematics.
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Figure A.4: Nuisance parameters and normalization factors (top), gamma parameters (bottom left) and
rankings based on the impact on the signal strength (bottom right) for the Asimov data fit for the signal
hypothesis with ma = 25 GeV using the full set of systematics.

124



A.2 Fits to blinded data

This section shows results for the analysis using full background-only fits to data with the blinded signal

regions. Figures A.5 and A.6 show a comparison of the yields in data and simulation for the control regions

before and after the blinded fit to data. The yields from simulation in the signal regions are also shown.
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Figure A.5: Predicted yields for the signal and control regions in the blinded fit to data (left) before and
(right) after the fit. The data and simulated yields are compared in the control regions, while only the
simulated yields are shown in the signal regions. The expected signal yield for the ma = 15 GeV mass
hypothesis assuming the SM production cross section for σZH and BR(a→ bb) = 1 is shown before the fit,
while the signal yields set to 0 in the fit (background-only hypothesis).

The nuisance parameters, as well as the normalization factors and the gamma parameters for the

background-only fit are shown in Figures A.7 and A.8. The constraints in the different nuisance param-

eters are consistent with those found in the Asimov fit, but since these fits are with real data, some pulls

are observed.
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(right) after the fit. The data and simulated yields are compared in the control regions, while only the
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while the signal yields set to 0 in the fit (background-only hypothesis).
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Figure A.7: Nuisance parameters and normalization factors (top), gamma parameters (bottom) for the
blinded data fit for the ma = 15 GeV signal hypothesis using the full set of systematics.
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Figure A.8: Nuisance parameters and normalization factors (top), gamma parameters (bottom) for the
blinded data fit for the ma = 25 GeV signal hypothesis using the full set of systematics.
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