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The redox flow battery is a promising energy storage technology for managing the inherent uncertainty of renewable energy sources.
At present, however, they are too expensive and thus economically unattractive. Optimizing flow batteries is thus an active area of
research, with the aim of reducing cost by maximizing performance. This work addresses microstructural electrode optimizations
by providing a modeling framework based on pore-networks to study the multiphysics involved in a flow battery, with a specific
focus on pore-scale structure and its impact on transport processes. The proposed pore network approach was extremely cheap in
computation cost (compared to direct numerical simulation) and therefore was used for parametric sweeps to search for optimum
electrode structures in a reasonable time. It was found that that increasing porosity generally helps performance by increasing the
permeability and flow rate at a given pressure drop, despite reducing reactive surface area per unit volume. As a more nuanced
structural study, it was found that aligning fibers in the direction of flow helps performance by increasing permeability but showed
diminishing returns beyond slight alignment. The proposed model was demonstrated in the context of a hydrogen bromine flow
battery but could be applied to any system of interest.
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Solar and wind are the most prominent renewable energy sources
and are increasingly being deployed at a surprising growth rate of
3% per year.1 However, these sources are intermittent and it has been
shown that consequently, integration of more than 20% renewable en-
ergies in the current aging grid endangers its stability.2 Furthermore,
renewable energy sources are active mostly during daytime whereas
power consumption peaks during the evenings. Therefore, the gen-
erated power from renewable energy sources is often wasted due to
lack of customer demand at the time of generation. To this end, en-
ergy storage technologies are actively being considered to alleviate
the unpredictability and variability of renewable energy sources.3–5

During the past decades, much of the focus of energy storage re-
search has been in the areas of transportation and portable power
where space/volume requirements are the limiting design factors, lead-
ing to advanced Li-ion batteries and hydrogen fuel cells.6 However,
these requirements are less critical in grid storage applications. More-
over, large-scale application of batteries in grid storage necessitates
a reasonable number of charge/discharge cycles, ability to scale-up,
and acceptable capital costs. Redox flow battery (RFB) technology
has been demonstrated as a promising solution that meets many of
these requisites.7 The RFB can be viewed as a conventional recharge-
able battery except the fuel is decoupled from the reaction sites and
is pumped through the electrodes on demand. Similarly, a typical
RFB cell consists of a cathode, an anode, and a membrane that con-
nects the two electrodes and ensures electroneutrality while preventing
cross-mixing.

Despite the advances in the RFB technology, they are not eco-
nomically feasible yet and require further optimization for large-scale
commercial deployment. Major losses in the RFB have been identified
to be those related to mass transport limitations, rather than sluggish
kinetics. Having said that, finding new redox pairs and catalysts is still
an active area of research.8–13 Unfortunately, since typical RFB elec-
trodes are only a few hundred microns thick, the local concentration of
species and the electric potential of the electrolyte cannot be reliably
measured. To this end, modeling has proven to be useful in improv-
ing the electrode design and eventually to minimize the mass transfer
losses. There have been numerous and extensive studies on modeling
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the RFB performance, ranging from control-oriented14–16 to numeri-
cal models including mostly continuum17–24 and only recently detailed
pore-scale models.25–27 In the modeling literature to date, the vast ma-
jority of papers focus on developing accurate continuum macroscopic
models, which by their very nature are insensitive to the microstructure
of the RFB electrodes. Though these models are helpful in predicting
the effect of macroscopic features such as flow configuration, channel
dimensions, and operating conditions on the RFB performance, they
cannot be used to predict how the microscopic features such as the
internal structure of the electrode affects the RFB performance.

Qiu et al. (2012) for the first time introduced a multiphysics pore-
scale model to study a vanadium RFB.28 They used the lattice Boltz-
mann method (LBM) to obtain the velocity field in a digitally recon-
structed electrode, and eventually used a finite volume-based solver to
obtain the local concentrations of species and the electric potential of
the electrolyte. In follow-up work, they used the model to study how
electrolyte flow rate and electrode porosity affects the overall perfor-
mance of the RFB.29 Recently, Chen et al. (2017) published a similar
study with a few differences.27 First, they used LBM to solve both mo-
mentum and mass transport equations. Second, they did not include
electrochemistry as a separate coupled physics, but rather assumed a
constant fixed overpotential throughout their simulations. The major
contribution of their work, however, is that for the first time they con-
sidered bubble formation in the electrode caused by oxygen evolution
side reaction. This is important since it directly impacts macroscopic
properties such as the effective diffusivity of species and can poten-
tially be used for upscaling to continuum models. Finally, Fetyan and
Banerjee et al. very recently published two on pore-scale characteriza-
tion of carbon-carbon composite electrospun RFB electrodes in which
they used pore-network modeling to compute effective transport prop-
erties of the electrode.30,31 However, their study is focused on charac-
terization of RFB electrodes rather than investigating the pore-scale
effects of overall performance. A similar study has also been reported
by Kok et al. but is also limited to computing effective mass transfer
coefficients of flow battery electrodes using LBM simulations.32 To the
best of our knowledge, no other original work has been published on
pore-scale simulation of the RFB, while continuum-based modeling
and optimization of the RFBs are still being actively pursued.33–36

This gap in the modeling literature is partly attributed to the lack
of a general pore-scale modeling framework with feasible computing
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requirements. Both the works of Qiu et al. (2012) and Chen et al.
(2017) is based on direct numerical simulation (DNS), i.e. solving the
governing equations for the exact reconstructed geometry of the elec-
trode. DNS by its very nature requires enormous computing resources
and therefore both these studies only simulated a small fraction of an
actual RFB electrode that while providing some useful insights, it is
not necessarily representative. Furthermore, even for a relatively small
domain like those in these works, optimization or parametric studies
become extremely time-consuming as the governing equations need to
be solved repeatedly. Finally, Qiu et al. (2012) only studied the effect of
porosity on the RFB performance. There are other important structural
features such as pore size distribution, fiber alignment, etc. that could
potentially improve RFB performance that are yet to be discovered. In
this study, we first introduce a new modeling framework to study the
RFB at pore-scale with minimal computing resources. This framework
is based on pore networks which has been previously demonstrated to
reduce the simulation time by 4 to 5 orders of magnitudes compared
to that of the LBM.37 We then demonstrate the developed model in
the context of a hydrogen-bromine RFB and explore how different
microstructural features affect the overall RFB performance.

Model Development

Problem formulation.—The present study focuses on the cathode
half-cell of a hydrogen bromine RFB with interdigitated flow con-
figuration operating under steady-state conditions. One advantage of
modeling this system is that the anode side could be neglected in the
simulations as hydrogen oxidation is facile and therefore contributes
little to the overall performance of the flow battery.38,39 It should be
emphasized that the insights obtained with the model can be translated
to any RFB chemistry, of which many are currently under considera-
tion. Figure 1a illustrates the schematic of a hydrogen-bromine flow
battery. At the anode side, hydrogen gas H2 is oxidized to form protons
H+ which then travel through the membrane to the cathode side where
they react with bromine Br2 to form hydrobromic acid HBr under the
following electrochemical reaction.

Br2 + 2H+ + 2e− → 2 HBr, E 0 = 1.098 V [1]

Figure 1b shows the cross-section view of the cathode compartment,
which is comprised of several repeated units of flow channels for dis-
tributing bromine and hydrobromic acid, and ribs for collecting the
generated current. Due to symmetry, the computational domain was
chosen to be a half channel of bromine, a full rib, and a half chan-
nel of hydrobromic acid, as shown in Figure 1c. Here, the compu-
tational domain is only the porous electrode, and the flow channels,
rib, and the membrane define the boundary conditions. Note that the
flow channels are interdigitated, meaning that the bromine concentra-
tion remains constant along the channel, allowing constant Dirichlet
boundary condition for concentration of bromine at inlet.

Pore network modeling.—Briefly, pore network modeling is map-
ping the porous domain onto a network of pores, which represent
the void space, interconnected with arbitrary throats.40 While this ap-
proach leads to loss of information at pore level, it enables the study of
much larger porous domains with limited computing power that oth-
erwise would be impossible if a full 3D finite element/volume method
(FEM/FVM) had been employed to solve the governing equations.41

This advantage of the pore network approach has recently made it an
attractive alternative for studying how the microstructure affects the
macroscopic properties of porous materials, which has been demon-
strated in a few recent studies.42–44 The basic assumption behind pore
network modeling is that each pore is a well-mixed entity, i.e. within
the pores, intensive properties such as pressure and concentration vary
only slightly, if at all. This assumption is reasonably valid under a wide
range of flow and transport regimes, including those in typical flow
battery electrodes, and have been demonstrated in numerous studies.
A recent study by Yang et al. is a good example in which the validity
of this assumption is verified by comparison to experimental data and
two independent direct numerical simulations using FEM and LBM.45

Network generation.—A cubic pore network model was employed
to represent the flow battery electrode. The network was assumed to be
fully-connected, i.e. the coordination number of the internal pores is 6,
and is equally spaced in x, y, and z, directions with a uniform center-
to-center spacing of about 65 microns. A log-normal bimodal pore
size distribution (PSD) based on the work of Zenyuk et al. (2016) was
used, which reasonably represents the porous structure of SGL 25AA,
a commercial gas diffusion layers that is widely used in flow battery
testing.46 Figure 2a shows a representative pore network model used
in this study. Pores and throats are signified by spheres and cylinders,
respectively, and the color legend shows the pore size distribution in
the network. Figure 2b shows the histogram plots representing the
pore/throat size distributions. Note that for the subsequent sensitivity
analyses on structural features such as porosity, the structure of SGL
25AA was used as the base network and then modified accordingly to
accommodate the requirements of that specific study.

Mathematical modeling.—The physics involved in the flow bat-
tery electrode at the cathode side are advection-diffusion of bromine,
conduction of protons/electrons, and reaction of bromine and protons
at the internal surface of the electrode. We also assume that the elec-
trolyte is dilute enough and therefore, species transport does not affect
the flow field. For simplicity, we also assume that the reaction is only
taking place inside the pores and not throughout the connecting throats.
This assumption allows for easier calculation of the flux between two
adjacent pores. The introduced error due to underestimation of the
active reaction area can be circumvented by adding half the surface
area of the throat to each of the adjacent pores.

Figure 1. (a) Schematic of a hydrogen-bromine flow battery, and (b) cross-section view of the cathode compartment.
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Figure 2. (a) Typical pore network model used in this study as a representative of the flow battery electrode, (b) Pore size distributions of the pore network model,
adopted from Zenyuk et al. (2016).

Stokes flow.—Conssider an arbitrary pore i in a pore network
model. Under steady state conditions, writing a total mass balance
around pore i gives

−
Ni∑
j=1

ρui jSi j = 0 [2]

where ρ is the density of the electrolyte, Ni is the number of neigh-
bour pores to pore i, and finally ui j and Si j are the fluid velocity from
pore i to j, and the cross-section area of the connecting throat, re-
spectively. Assuming incompressible laminar flow, Hagen-Poiseuille
equation can be used to express ui j based on pore pressures as defined
by

ui j = αi j

(
pi − pj

)
[3]

Where pi and pj are the respective pressures at pore i and j, and
αi j = Si j/8πμ�i j is the hydraulic conductance of the connecting throat
of length �i j . As for the boundary conditions, inlet flow rate, Qin, and
discharge pressure pout = 0 were enforced at the inlet and outlet
boundaries, respectively. No-flux condition was applied to the rest of
the boundaries.

Bromine transport.—Writing the conservation of species for
bromine around pore i gives

−
Ni∑
j=1

mi jSi j = Ri = κici [4]

where Ri is the net reaction rate of bromine in pore i, κi is the apparent
rate constant, and mi j is the mass flux of bromine flowing from pore
i to j which comprises both advective and diffusive terms. Normally
in pore network models, the advective flux is discretized based on the
first order upwind differencing scheme. Recently, we have demon-
strated that this approach could be erroneous and developed a new
pore-scale model based on the exact solution of 1D advection-diffusion
in throats.47 Based on their approach, the mass flux flowing from pore
i to j is expressed by the following equation

mi j = ui j

(
ci + ci − c j

exp (Pe) − 1

)
[5]

where ci and c j are concentrations of bromine at pore i and j, respec-
tively, and Pe = ui j�i j/D is the local Peclet number at the connecting
throat. For boundary conditions, the concentration of bromine at the
inlet was held constant at cin, while no-flux condition was applied to
the rest of the boundaries. Note that the reaction rate of bromine is
coupled with generated current within the electrode and therefore, the
apparent rate constant is not truly a constant. Once proton/electron
transport is explained, a relationship for calculating κi based on rele-
vant variables will be derived.

Proton/Electron transport.—Finally, writing a charge balance
around pore i gives the governing equation for transport of protons
as

−
Ni∑
j=1

Ii jSi j = Rp
i [6]

where Ii j is the charge flux flowing from pore i to j, and Rp
i is the

net reaction rate of protons in pore i. The charge flux Ii j is linearly
proportional to the potential difference between the two pores, and
therefore can be replaced with

Ii j = βi j

(
φi − φ j

)
[7]

where φi and φ j are the electric potential of the electrolyte at pore
i and j, respectively, and βi j = σ�/�i j is the electrical conductance
of the connecting throat where σ� is the bulk electrical conductivity
of the electrolyte, and is a weak function of concentration for strong
acids such as HBr. The charge generation rate Rp

i was calculated using
Butler-Volmer kinetics defined by

Rp
i = j0Ai

(
ci

c0

) [
exp

(
αa

zF

RT
ηc

)
− exp

(
−αc

zF

RT
ηc

)]
[8]

where j0 is the exchange current density, αc and αa are transfer coef-
ficients for cathode and anode, respectively, where αa + αc = 1, Ai is
the internal surface area of pore i, ci is the concentration of bromine
at pore i, c0 is the reference concentration of bromine at which the
open-circuit voltage Voc was measured, z is the number of electrons
involved in the cathodic reaction, R is the universal gas constant, and
T is the operating temperature. ηc is the overpotential at the cathode
side and is defined as the potential difference between the solid phase
and the liquid phase:

ηc = φs − φ� − Voc [9]

As explained previously, we assumed that the anode side contributes
little activation polarization and IR loss. Accordingly, the voltage at
the membrane should be roughly around φ� = 0 V . However, since the
electric conductivity of the membrane is on the order of O(10) S.m−1,
which is relatively low, the voltage loss across the membrane might
not be negligible, specially when the electrode is operating far from
equilibrium, i.e. Vcell � Voc. To resolve this issue, we considered an
average voltage loss of �φm across the membrane and therefore, the
boundary condition at the membrane interface becomes φ� = �φm.
For calculating �φm, one could write the Ohm’s law across the mem-
brane as defined by

�φm = RmIm [10]

where Rm is the ohmic resistance, and Im is the net current passing
through the membrane. Since the electrode is operating at steady state
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Table I. Summary of the variables used in this study.

Variable Units Description

Qi j m3.s−1 Flow rate from pore i to j
Si j m2 Throat cross-section area
pi Pa Pressure at pore i
αi j m3.Pa−1.s−1 Throat hydraulic conductance
Ni - # of neighbor pores to pore i
mi j kg.m−2.s−1 Mass flux from pore i to j
Ri kg.s−1 Reaction rate in pore i
ci mol.m−3 Concentration of bromine at pore i
Pe - Péclet number
φi V Electric potential of electrolyte
Ii j A.m−2 Charge flux from pore i to j
Rp

i A Current generation at pore i

conditions, all protons passing through the membrane must get con-
sumed somewhere within the electrode. Therefore, Im can be calculated
by summing the proton consumption rate Rp

i over all internal pores:

Im =
∑

i

Rp
i [11]

Finally, the ohmic resistance of the membrane Rm can be related to its
conductance σm through the Pouillet’s law as defined by

Rm = δm

σmAm
[12]

where δm and Am are the thickness and the cross-section area of the
membrane, respectively. Note that the electrolyte voltage boundary
condition at the membrane interface depends of the value of Im, and yet
Im cannot be determined until after the simulation is finished. Hence,
an iterative scheme is required, which is explained in section 0. For the
rest of the boundaries, no-flux condition was applied. As for electron
transport, since the electric conductance of the solid phase is on the
order of O(103) S.m−1, which is relatively high, we did not solve the
electron conservation equation to lower the computation time even
further. The electric potential of the solid phase was thus assumed to
be constant throughout the electrode and equal to the applied voltage
to the rib φs = Vcell . Finally, for calculating the apparent rate constant
κi, note that the proton consumption rate Rp

i is linearly proportional
to the reaction rate of bromine Ri through the Faraday constant F as
described by the equation

Ri = Rp
i

zF
[13]

Combining Eqs. 4, 8, and 13, one could simply solve for the apparent
rate constant κi to obtain

κi = 1

zF

j0Ai

c0

[
exp

(
αa

zF

RT
ηc

)
− exp

(
−αc

zF

RT
ηc

)]
[14]

The variables and parameters used in this study and their respective
units, values, and descriptions are summarized in Tables I and II, re-

Table II. Summary of the parameters used in this study. Values
taken from Kok et al. (2016).18

Parameter Value Units Description

ρ 1,000 kg.m−3 Density of the electrolyte
αc 0.5 - Cathodic transfer coefficient
σ� 33.5 S.m−1 Electrical conductivity of 1M HBr
σs 1,000 S.m−1 Electrical conductivity carbon
Voc 1.098 V Open-circuit voltage of Br2 half-cell
D 1.15 × 10−9 m2.s−1 Diffusivity of Br2 in 1M HBr
pout 0 Pa Outlet pressure
cin 900 mol.m−3 Concentration of Br2 at inlet
c0 1,000 mol.m−3 Ref. concentration of Br2 half cell

Figure 3. Flowchart of the solution algorithm. Numbers in circles refer to
equation in the text.

spectively. The parameters’ values were taken from a continuum mod-
eling study of hydrogen-bromine RFB system by Kok et al. (2016).18

Numerical solution.—The fluid flow in the electrode is governed
by Eq. 2, which describes how pressure changes for each individual
pore and its neighbors. Written for every pore in the network, the
resulting system of linear equations can be readily solved to obtain
the pressure field. Note that since the electrolyte was assumed to be
dilute, fluid flow is not coupled with other transport mechanisms and
therefore, can be solved separately. As for the bromine and proton
transport, writing Eqs. 4 and 6 for every pore in the network results in
two nonlinear systems of equations that need to be solved to obtain the
concentration of bromine and the electric potential of the electrolyte,
respectively. Note that since current generation is limited by reaction
of bromine, the two systems of equations are coupled. An iterative
scheme based on separately yet consecutively solving the two systems
of equations was employed to handle the coupling between the two
physics, in which the overpotential ηc is initially guessed and then
refined during each iteration. A detailed flowchart of this algorithm is
illustrated in Figure 3. In the flowchart, the blue circles at the bottom
right of each box refers to the corresponding equation for that step.

It is worth mentioning that the charge transport equation is highly
nonlinear due to the exponential dependence of the current generation
term on overpotential, and therefore the proposed explicit algorithm
diverges quickly if the initial guess is not close to the correct solu-
tion. A relaxation factor ω was used to mitigate this issue such that
φk+1

i ← φk+1
i ω+φk

i (1 − ω), where k is the iteration number. Further-
more, the coupling between the mass transport and charge transport
equations is relatively weak when the cell is operating at close to the
open-circuit voltage. Under such circumstances, the kinetic driving
force ηc is relatively small, leading to a low reaction rate and conse-
quently an almost uniform concentration of bromine within the elec-
trode. Hence, the two physics are weakly coupled and consequently,
even with a relatively high relaxation factor, i.e. close to 1, convergence
is guaranteed.

However, as the applied cell voltage deviates further from its open-
circuit value, the coupling between the two physics becomes progres-
sively stronger and a smaller relaxation factor is required to guarantee
convergence. While the optimal value for the relaxation factor is a
matter of trial and error and depends on several parameters such as
the exchange current density, size of the electrode, etc., for the special
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Table III. Recommended relaxation factors to guarantee
convergence.

Applied voltage (V c) Relaxation factor (ω)

0.0 ≤ Vc < 0.4 0.1
0.4 ≤ Vc < 0.6 0.2
0.6 ≤ Vc < 0.8 0.4
0.8 ≤ Vc < Voc 0.7

case that was studied in this paper, we recommend using the values
reported in Table III.

Inferring fiber size in cubic networks.—Flow battery electrodes
are typically made of fibrous materials. In this work, regular pore
networks were used to model the porous domain, where pores are
placed at the vertices of a regular cubic lattice. Therefore, since such
networks are constructed using information about the void space, i.e.
pores/throats, information related to the solid phase such as the av-
erage fiber diameter must be somehow inferred. Figure 4a shows a
2D cross-section of a sample cubic network, where pores, throats, and
the solid phase, i.e. fibers, are shown in white, light blue, and black.
Based on this figure, the cross-section of each individual fiber was de-
fined to be the region colored in black enclosed by the pores on each
of the square lattices. The total cross-sectional area of the fibers, Af ,
was then calculated using an image-based approach assuming spheri-
cal pores and cylindrical throats. Finally, assuming cylindrical fibers,
their approximate average diameter was calculated using the following
formula

〈df 〉 =
√

Af

πNf
[15]

where Nf is the total number of fibers (as defined above) visible in the
2D cross-section of the network. Note that depending of which cross-
section of the network is used, the calculated value for average fiber
diameter slightly changes, but since the pore size was randomly dis-
tributed, the changes are insignificant across different cross-sections.

When studying the effect of porosity, one needs to keep the fiber
diameter relatively constant since the varying porosity is usually a
result of physical compression, hence fiber diameter is not affected.
Varying the porosity while maintaining a relatively constant fiber di-
ameter is not trivial in cubic networks. Figure 4 is a demonstration
of how this can be achieved, where a 2D cross-section of a cubic
network is undergone a series of topological manipulation to achieve
different microstructural properties. Here, 〈dp〉 is the average pore di-

ameter, 〈df 〉 the average fiber diameter, δ the network spacing, and φ
the porosity of the network. Note that for fair comparison, the macro-
scopic dimensions of all the five networks in this figure were kept
constant at 400 μm by 400 μm. Based on Fig. 4b, increasing network
spacing while keeping other parameters constant, leads to an increase
in fiber diameter and a decrease in porosity. This is because when the
spacing is increased, fewer pores can occupy the same area, which
leads to a decrease in porosity and consequently an increase in the
average fiber diameter. On the other hand, increasing the pore size
while keeping other parameters constant, increases the porosity and
therefore, decreases the average fiber diameter as shown in Figure 4c.
Therefore, by carefully increasing both the spacing and the pore size,
one could achieve different porosities while maintaining a fixed fiber
diameter. This trial-and-error process is demonstrated in 4d and 4e,
where two different porosities of φ = 59% and 49% were achieved at
a fixed fiber diameter of df = 36 μm.

Results and Discussion

Rather than performing a specific case study, the scope of this
study was to introduce the use of pore network models for studying
microstructural effects on the performance of RFBs. Nevertheless, we
show that with no forced calibration, the results from our model agree
very well with experimental data in the literature. As an example,
we compared the results from our model with those extracted from
an experimental study on a high-performance hydrogen bromine flow
battery by Cho et al. (2012) under the same parameters, as shown in
Figure 5a.

The only calibration applied was tuning the effective conductivity
of the membrane as it was not reported by the reference article. Note
that a volume-averaged continuum model “could” have achieved the
same accuracy except in that case, one needs to either experimentally
measured the effective properties such as tortuosity, permeability, con-
ductivity, and active surface area or use them as fitting parameters to
be able to match the results of an actual experiment. On the other
hand, a pore network model does not rely on effective properties since
it resolves the physics at pore scale. In fact, such properties can of-
ten be estimated from a pore network simulation, which can later be
used as input parameters in a volume-averaged continuum model. Fur-
thermore, the alternative method to capture the physics at pore scale
is to run direct numerical simulations on 3D tomography images. If
on average every pore in the tomography data is represented by 10 to
20 voxels in each direction, such simulations take roughly 3 to 4 orders
of magnitude longer to finish. Besides, 3D tomography images are not
always readily available. Conversely, pore network models are much
quicker and only require an estimation of the pore size distribution

Figure 4. Topological manipulations on 2D cross-section of a sample cubic network (a) to achieve different microstructural properties: (b) increasing network
spacing by 60%, (c) increasing pore size by 33%, (d) increasing the network spacing by 33% and pore size by 140%, and finally (e) increasing network spacing by
14% and pore size by 70%. The macroscopic dimensions of the network (length, width) were kept constant at 400 μm by 400 μm in all the five networks. Pores,
throats, and the solid phase (fibers) are shown in white, light blue, and black.
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of the material. We concede that these advantages come at the cost
of accuracy. Nonetheless, it enables us to study much larger domains
in a reasonable timeframe. Therefore, we believe that the advantages
of pore network models over direct numerical simulations outweigh
their relatively small loss in accuracy.

Finally, one might object that comparing macroscopic features such
as the polarization curve is not sufficient for validating a pore-scale
simulation, and that ideally, pore-scale concentration profiles should
also be compared to fully validate the model. While this objection
is valid, obtaining pore-scale concentration profiles from lab experi-
ments is very difficult – if not impossible – due to the extremely small
thickness of RFB electrodes, which are typically only a few hundred
microns thick. In principle, it is possible to compare to direct numer-
ical simulation (DNS) on tomography images, but the present model
is based on a cubic geometry, so a direct comparison would not be
helpful.

The results of this study are presented in the format of a series
of sensitivity analyses on how the microstructural features of the flow
battery electrode namely porosity (at constant fiber diameter) and fiber
alignment affect its overall performance. Typical results obtained from
the simulations are shown in Figure 5a and Figure 5b in form of polar-
ization and power curves and plane-averaged heatmaps for concentra-
tion of bromine and electrolyte voltage. The concentration and voltage
heatmaps shown in Figure 5b refer to an electrode with a porosity of
ε ≈ 50%, plotted at four different operating voltages Vc between 0.9
and 0 V with an exchange current density of j0 = 0.5 A.m−2. In the
following subsections, the effect of porosity and fiber alignment on
the overall performance of the electrode are presented and discussed
in detail.

Effect of porosity.—Figure 6 shows how porosity affects electrode
polarization and its power density. For a fair comparison, the elec-
trode dimensions were held constant. Also note that varying poros-
ity often is a result of different levels of compression and there-

Table IV. Summary of the networks constructed at different
porosities.

ε (%) Nx Ny Nz δ (μm) 〈d f 〉 (μm)

42 48 48 12 41.7 ≈ 21
53 40 40 10 50.0 ≈ 20
65 32 32 8 62.5 ≈ 19

fore, the fiber diameter should also remain constant. To accommodate
these requirements, different networks were constructed by the pro-
cedure explained in Sec. 0 by varying the network spacing, the num-
ber of pores in each direction, and finally the pore size distribution
parameters, such that neither the electrode dimensions nor the fiber
diameter change.

Table IV provides a summary of the networks constructed at each
porosity, where Ni is the number of pores along the i-axis.

According to Figure 6a, as the porosity increases, more current is
drawn from the electrode at a fixed voltage and therefore, the polariza-
tion curve shifts toward higher current densities. One could attribute
this effect to higher reaction surface area of the electrode with higher
porosity. However, this is not true since the networks were constructed
such that the fiber diameter remains constant, which means varying
porosity corresponds to different levels of compression of the same
material. Therefore, since the electrode dimensions were also held
constant, the electrode with lower porosity consists of more fibers
and consequently has higher reaction surface area. Nevertheless, the
electrode with lower porosity has a considerably lower permeability,
which negatively affects the mass transfer, causing the polarization
curve to rapidly plateau to a limiting current density. This effect can
be observed in Figure 6a, where at relatively high porosities, the polar-
ization curve does not plateau to a limiting current density, indicating a
superior mass transfer compared to that at low porosities. The reason

Figure 5. (a) Polarization and power density curves obtained from the model (solid lines), and from an experimental study by Cho et al. (2012) (markers).50 Model
parameters are the same as those of the experiment, (b) typical contour plots for concentration of bromine and overpotential in the electrolyte phase for an electrode
operating at Vc ∈ {0.9, 0.6, 0.3, 0.0} V , ε ≈ 50%, and j0 = 0.5 A.m−2.
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Figure 6. Effect of electrode porosity on (a) polarization and (b) power density. j0 = 0.2 A.m−2, CR = 0.75, �P = 70 Pa.

Figure 7. Effect of electrode porosity on the cell voltage with maximum power
density. j0 = 0.2 A.m−2, CR = 0.75, �P = 70 Pa.

that the negative effect of lower permeability at low porosity over-
whelms the positive effect of higher reaction surface area is that flow
rate is quadratically proportional to the pore diameter. Therefore, a
10% decrease in porosity, while increasing the reaction surface area
by 10%, decreases the flow rate by 19%. Figure 6b shows a similar
trend, where the electrode with higher porosity shows superior per-
formance in terms of power density, compared to those with lower
porosity.

A subtle, yet interesting feature of Figure 6b is that as porosity
increases, the locus of the maximum power density tends to shift to-
ward higher overpotentials. Figure 7 further illustrates this feature
and shows that the maximum power density occurs at higher operat-
ing voltage for electrodes of higher porosity. According to this figure,
as the porosity increases, the electrode must operate at higher over-
potentials to reach the peak power density. Note that the kinetic and
concentration driving forces balance out each other such that an in-
crease in the former indirectly decreases the latter. For instance, as
the kinetic driving force increases, the concentration driving force
starts to decrease because of the increased reaction rate. However, at
relatively high porosities, the improved mass transfer enables the elec-
trode to operate at relatively higher overpotentials before the effects
of mass transfer limitations show. Therefore, as the porosity increases,
the locus of the maximum power density shifts toward higher over-
potentials, i.e. cell voltages farther from Voc. Nevertheless, while the
electrode with higher porosity provides higher power density, it must
operate at a higher overpotential to reach its peak point, leading to a
worse voltage efficiency. Hence, the higher power density of highly
porous electrodes could be misleading. In fact, flow batteries are rec-
ommended to operate at only a fraction of their peak power density to
minimize such losses. Nevertheless, at a constant flow rate, the elec-
trode with higher porosity would reduce the pumping costs because
of its higher permeability.

Note that the curve plateaus at relatively high porosities. This sug-
gests that the overpotential where peak power occurs becomes inde-
pendent of porosity. This is because at relatively high porosities, mass
transfer is no longer the limiting step and therefore the distribution of

Figure 8. Perspective and top views of four electrodes (CR = 0.75, ε = 53%) with different degrees of fiber alignment along y-axis. β is the correlation distance.
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Figure 9. Effect of fiber alignment along y-axis on power density of the
electrode. β is the correlation distance. j0 = 0.2 A.m−2, ε = 53%, CR = 0.75,
�P = 70 Pa.

bromine is determined purely by kinetics rather than the hydrodynamic
features of the electrode, i.e. porosity. Hence, further increasing the
porosity does not significantly impact the locus of maximum power
density.

Finally, it should be noted that these results are based on the hy-
drogen bromine RFB system, which undergoes fast kinetics. For those
with sluggish kinetics such as the all-vanadium RFB system, the re-
duction in active surface area per unit volume due to an increase in
porosity and the subsequent performance loss could overshadow the
gain due to the increased permeability. We hesitate to definitively make
such conclusions, but still would like to emphasize that the trade-off
between mass transfer and kinetics in such systems is more delicate
and needs to be separately investigated.

Effect of fiber alignment.—Another microstructural feature of
porous electrodes is directional anisotropy. For this study, we are inter-
ested specifically in capturing the effect of fiber alignment in different
directions on the overall performance of the electrode. To incorporate
the fiber alignment in the pore network model, a method developed
by Gostick et al. (2007) was used in which pores with similar size are
correlated and grouped along the desired direction.48 Their method
involves a tuning parameter β to control the degree of alignment and
is defined as the number of adjacent pores affected by the correlation.
A correlation distance of β = 0 indicates no alignment and therefore,
represents a random fibrous electrode. We compared four different
electrodes with different degrees of alignment as determined by the

correlation distance parameter β. The perspective and top views of
these electrodes are shown in Figure 8.

Since the problem in inherently symmetric with respect to the x-
axis, we only studied the effect of alignment along the y-axis, i.e. per-
pendicular to the flow channels. We then evaluated their performance
in terms of power density and plotted the results in Figure 9.

Based on this figure, fiber alignment has improved the maximum
power density by a considerable amount of 33%. The increase in power
density can be attributed to the fact that the aligned electrode has higher
permeability along the alignment axis and therefore, has higher mass
transfer coefficient due to the resulting higher flow rate under a fixed
pressure drop. This effect has been previously verified experimentally
by Kok et al. where they observed that electrospun electrodes produced
with different degrees of anisotropy, by using higher collector drum
rotation speeds, show increased permeability and diffusivity along the
aligned axis.49

Figure 10 further illustrates the effect of fiber alignment by com-
paring the concentration contours of bromine at different degrees of
alignment. The red line in this figure indicates the longitudinal posi-
tion at which the average concentration of bromine is 90% of its value
at the inlet.

Based on this figure, fiber alignment causes the location of the
red line to shift toward the outlet. Therefore, in the electrode with
aligned fibers, more pores are operating at concentrations closer to
that at the inlet, leading to a higher reaction rate and thus a higher
power density. Although alignment appears to help the situation, it
can be seen in Figure 9 that beyond a correlation distance β = 2
further aligning the electrode fibers (β > 2) does not further boost its
performance. This is rather confusing since the extra fiber alignment
should expectedly increase the permeability, improve the advective
mass transport and consequently, the electrode should perform much
better. To explain this observation, consider the permeability of the
electrode at different degrees of fiber alignment shown in Figure 11. As
can be seen, increasing the correlation distance beyond β = 2 does not
significantly increase the permeability, and explaining the diminishing
performance gains of the electrodes with a greater correlation distance.

Conclusions

In this work, a pore-scale model was developed based on pore
networks, to study the multiphysics transport in redox flow batteries.
To the best of our knowledge, this is the first time that pore network
methodology is applied to study flow battery performance, though
pore-network characterization of structural parameters has recently
been reported.30,31 The use of pore network approach enabled us to
study a large domain spanning the entire thickness of the electrode,
that is otherwise infeasible using direct numerical simulations such as

Figure 10. Effect of fiber alignment along y-axis on the distribution of bromine in the electrode. The red line in each diagram shows the location of the cross-section
at which the average concentration of bromine is 90% of its value at the inlet. β is the correlation distance. j0 = 0.2 A.m−2, ε = 53%, CR = 0.75, �P = 70 Pa.
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Figure 11. Absolute permeability of the electrode (CR = 0.75, ε = 53%) at
different degrees of alignment. β is the correlation distance.

finite element or lattice Boltzmann methods. Therefore, the proposed
framework is an ideal candidate to perform geometry optimizations at
pore scale in a reasonable time. The model was demonstrated in the
context of a hydrogen-bromine flow battery and was validated against
the experimental data with the pore size distribution parameters as the
only calibration tool but can be readily applied to any RFB chemistry.
The effect of porosity at constant fiber diameter, and fiber alignment
on electrode performance was studied. As for porosity, it was found
that increasing the porosity at constant fiber diameter decreases the re-
action surface area but increases permeability more significantly and
therefore the overall performance monotonically increases. Having
said that, it was also shown that as porosity increases, the loci of max-
imum power density is shifted toward higher overpotentials. Thus,
the higher performance comes at the cost of lower voltage efficiency,
which might not necessarily translate to a more economically feasi-
ble electrode. Finally, it was shown that electrodes with fibers aligned
along the flow direction have better performance. However, the perfor-
mance gain was shown to experience diminishing returns as the degree
of alignment was increased. This was explained by the slower increase
in permeability as a function of fiber alignment, which further empha-
sizes the importance of permeability among other key parameters. The
effect of other microstructural features such as pore size distribution
and inclusion of rigorous efficiency calculations including pumping
costs is highly suggested to be studied as an extension to this work.

Acknowledgments

The work described here was financially supported by the Natu-
ral Science and Engineering Research Council (NSERC) of Canada,
CANARIE, and Ballard Power Systems.

ORCID

Mohammad Amin Sadeghi
https://orcid.org/0000-0002-6756-9117
Mehrez Aganou https://orcid.org/0000-0002-6635-080X
Matthew Kok https://orcid.org/0000-0001-8410-9748
Jake Barralet https://orcid.org/0000-0003-3543-6042
Jeff Gostick https://orcid.org/0000-0001-7736-7124

References

1. N. Apergis and J. E. Payne, “Renewable energy consumption and economic growth:
Evidence from a panel of OECD countries.” Energy Policy, 38, 656 (2010).

2. N. R. Council, Sciences D on E and P, Systems B on E and E, Future C for TNAS
on AE. The National Academies Summit on America’s Energy Future: Summary of a
Meeting., National Academies Press; 2008.

3. X. Luo, J. Wang, M. Dooner, and J. Clarke, “Overview of current development in
electrical energy storage technologies and the application potential in power system
operation.” Appl Energy, 137, 511 (2015).

4. M. Beaudin, H. Zareipour, A. Schellenberglabe, and W. Rosehart, “Energy storage
for mitigating the variability of renewable electricity sources: An updated review.”
Energy Sustain Dev, 14, 302 (2010).

5. N. K. C. Nair and N. Garimella, “Battery energy storage systems: Assessment for
small-scale renewable energy integration.” Energy Build, 42, 2124 (2010).

6. O. Gröger, H. A. Gasteiger, and J.-P. Suchsland, “Electromobility: Batteries or fuel
cells?” J Electrochem Soc, 162, A2605 (2015).

7. A. Z. Weber, M. M. Mench, J. P. Meyers, P. N. Ross, J. T. Gostick, and Q. Liu, “Redox
flow batteries: a review.” J Appl Electrochem, 41, 1137 (2011).

8. M. H. Chakrabarti, E. P. L. Roberts, C. Bae, and M. Saleem, “Ruthenium based redox
flow battery for solar energy storage.” Energy Convers Manag, 52, 2501 (2011).

9. P. Han, H. Wang, Z. Liu, X. Chen, W. Ma, J. Yao et al. “Graphene oxide nanoplatelets
as excellent electrochemical active materials for VO2+/VO2+ and V2+/V3+ redox
couples for a vanadium redox flow battery.” Carbon, 49, 693 (2011).

10. B. Huskinson, M. P. Marshak, C. Suh, S. Er, M. R. Gerhardt, C. J. Galvin et al. “A
metal-free organic–inorganic aqueous flow battery.” Nature, 505, 195 (2014).

11. B. Yang, L. Hoober-Burkhardt, F. Wang, G. S. Prakash, and S. R. Narayanan, “An
inexpensive aqueous flow battery for large-scale electrical energy storage based on
water-soluble organic redox couples.” J Electrochem Soc, 161, A1371 (2014).

12. O. Di Blasi, N. Briguglio, C. Busacca, M. Ferraro, V. Antonucci, and A. Di Blasi,
“Electrochemical investigation of thermically treated graphene oxides as electrode
materials for vanadium redox flow battery.” Appl Energy, 147, 74 (2015).

13. A. Di Blasi, C. Busaccaa, O. Di Blasia, N. Briguglioa, G. Squadritoa, and
V. Antonuccia, “Synthesis of flexible electrodes based on electrospun carbon
nanofibers with Mn3O4 nanoparticles for vanadium redox flow battery application.”
Appl Energy, 190, 165 (2017).

14. Z. Wei, A. Bhattarai, C. Zou, S. Meng, T. M. Lim, and M. Skyllas-Kazacos, “Real-
time monitoring of capacity loss for vanadium redox flow battery.” J Power Sources,
390, 261 (2018).

15. Z. Wei, T. M. Lim, M. Skyllas-Kazacos, N. Wai, and K. J. Tseng, “Online state of
charge and model parameter co-estimation based on a novel multi-timescale estimator
for vanadium redox flow battery.” Appl Energy, 172, 169 (2016).

16. Z. Wei, K. J. Tseng, N. Wai, T. M. Lim, and M. Skyllas-Kazacos, “Adaptive estimation
of state of charge and capacity with online identified battery model for vanadium redox
flow battery". J Power Sources, 332, 389 (2016).

17. M. R. Mohamed, P. K. Leung, and M. H. Sulaiman, “Performance characterization of
a vanadium redox flow battery at different operating parameters under a standardized
test-bed system.” Appl Energy, 137, 402 (2015).

18. M. D. Kok, A. Khalifa, and J. T. Gostick, “Multiphysics simulation of the flow battery
cathode: cell architecture and electrode optimization.” J Electrochem Soc, 163, A1408
(2016).

19. Q. Zheng, H. Zhang, F. Xing, X. Ma, X. Li, and G. Ning, “A three-dimensional
model for thermal analysis in a vanadium flow battery.” Appl Energy, 113, 1675
(2014).

20. X. Binyu, Z. Jiyun, and L. Jinbin, Modeling of an all-vanadium redox flow battery and
optimization of flow rates., Power Energy Soc. Gen. Meet. PES 2013 IEEE, IEEE;
p. 1, 2013.

21. R. M. Darling and M. L. Perry, “The influence of electrode and channel configurations
on flow battery performance.” J Electrochem Soc, 161, A1381 (2014).

22. A. Tang, J. Bao, and M. Skyllas-Kazacos, “Studies on pressure losses and flow
rate optimization in vanadium redox flow battery.” J Power Sources, 248, 154
(2014).

23. M. R. Mohamed, P. K. Leung, and M. H. Sulaiman, “Performance characterization of
a vanadium redox flow battery at different operating parameters under a standardized
test-bed system.” Appl Energy, 137, 402 (2015).

24. X. Ma, H. Zhang, and F. Xing, “A three-dimensional model for negative half cell of
the vanadium redox flow battery.” Electrochimica Acta, 58, 238 (2011).

25. G. Qiu, C. R. Dennison, K. W. Knehr, E. C. Kumbur, and Y. Sun, “Pore-scale analysis
of effects of electrode morphology and electrolyte flow conditions on performance of
vanadium redox flow batteries.” J Power Sources, 219, 223 (2012).

26. G. Qiu, A. S. Joshi, C. R. Dennison, K. W. Knehr, E. C. Kumbur, and Y. Sun, “3-D
pore-scale resolved model for coupled species/charge/fluid transport in a vanadium
redox flow battery.” Electrochimica Acta, 64, 46 (2012).

27. L. Chen, Y. He, W.-Q. Tao, P. Zelenay, R. Mukundan, and Q. Kang, “Pore-scale
study of multiphase reactive transport in fibrous electrodes of vanadium redox flow
batteries.” Electrochimica Acta, 248, 425 (2017).

28. G. Qiu, A. S. Joshi, C. R. Dennison, K. W. Knehr, E. C. Kumbur, and Y. Sun, “3-D
pore-scale resolved model for coupled species/charge/fluid transport in a vanadium
redox flow battery.” Electrochimica Acta, 64, 46 (2012).

29. G. Qiu, C. R. Dennison, K. W. Knehr, E. C. Kumbur, and Y. Sun, “Pore-scale analysis
of effects of electrode morphology and electrolyte flow conditions on performance of
vanadium redox flow batteries.” J Power Sources, 219, 223 (2012).

30. A. Fetyan, J. Schneider, M. Schnucklake, G. A. El-Nagar, R. Banerjee, N. Bevilacqua
et al. “Comparison of Electrospun Carbon−Carbon Composite and Commercial Felt
for Their Activity and Electrolyte Utilization in Vanadium Redox Flow Batteries.”
ChemElectroChem, 6, 130 (2019).

31. R. Banerjee, N. Bevilacqua, L. Eifert, and R. Zeis, “Characterization of carbon felt
electrodes for vanadium redox flow batteries – A pore network modeling approach.”
J Energy Storage, 21, 163 (2019).

32. M. D. R. Kok, R. Jervis, T. G. Tranter, M. A. Sadeghi, D. J. L. Brett, P. R. Shearing
et al. “Mass transfer in fibrous media with varying anisotropy for flow battery elec-
trodes: Direct numerical simulations with 3D X-ray computed tomography.” Chem
Eng Sci, 196, 104 (2019).

33. W. Wang, G. Shu, H. Tian, and X. Zhu, “A numerical model for a thermally-
regenerative ammonia-based flow battery using for low grade waste heat recovery.”
J Power Sources, 388, 32 (2018).

) unless CC License in place (see abstract).  ecsdl.org/site/terms_use address. Redistribution subject to ECS terms of use (see 128.41.35.179Downloaded on 2019-07-09 to IP 

https://orcid.org/0000-0002-6756-9117
https://orcid.org/0000-0002-6635-080X
https://orcid.org/0000-0001-8410-9748
https://orcid.org/0000-0003-3543-6042
https://orcid.org/0000-0001-7736-7124
http://dx.doi.org/10.1016/j.enpol.2009.09.002
http://dx.doi.org/10.1016/j.apenergy.2014.09.081
http://dx.doi.org/10.1016/j.esd.2010.09.007
http://dx.doi.org/10.1016/j.enbuild.2010.07.002
http://dx.doi.org/10.1149/2.0211514jes
http://dx.doi.org/10.1007/s10800-011-0348-2
http://dx.doi.org/10.1016/j.enconman.2011.01.012
http://dx.doi.org/10.1016/j.carbon.2010.10.022
http://dx.doi.org/10.1038/nature12909
http://dx.doi.org/10.1149/2.1001409jes
http://dx.doi.org/10.1016/j.apenergy.2015.02.073
http://dx.doi.org/10.1016/j.apenergy.2016.12.129
http://dx.doi.org/10.1016/j.jpowsour.2018.04.063
http://dx.doi.org/10.1016/j.apenergy.2016.03.103
http://dx.doi.org/10.1016/j.jpowsour.2016.09.123
http://dx.doi.org/10.1016/j.apenergy.2014.10.042
http://dx.doi.org/10.1149/2.1281607jes
http://dx.doi.org/10.1016/j.apenergy.2013.09.021
http://dx.doi.org/10.1149/2.0941409jes
http://dx.doi.org/10.1016/j.jpowsour.2013.09.071
http://dx.doi.org/10.1016/j.apenergy.2014.10.042
http://dx.doi.org/10.1016/j.electacta.2011.09.042
http://dx.doi.org/10.1016/j.jpowsour.2012.07.042
http://dx.doi.org/10.1016/j.electacta.2011.12.065
http://dx.doi.org/10.1016/j.electacta.2017.07.086
http://dx.doi.org/10.1016/j.electacta.2011.12.065
http://dx.doi.org/10.1016/j.jpowsour.2012.07.042
http://dx.doi.org/10.1002/celc.201801128
http://dx.doi.org/10.1016/j.est.2018.11.014
http://dx.doi.org/10.1016/j.ces.2018.10.049
http://dx.doi.org/10.1016/j.jpowsour.2018.03.070
http://ecsdl.org/site/terms_use


A2130 Journal of The Electrochemical Society, 166 (10) A2121-A2130 (2019)

34. S. König, M. R. Suriyah, and T. Leibfried, “Validating and improving a zero-
dimensional stack voltage model of the Vanadium Redox Flow Battery.” J Power
Sources, 378, 10 (2018).

35. M. Yue, Q. Zheng, F. Xing, H. Zhang, X. Li, and X. Ma, “Flow field design and
optimization of high power density vanadium flow batteries: A novel trapezoid flow
battery.” AIChE J, 64, 782 (2018).

36. Q. Wang, Z. G. Qu, Z. Y. Jiang, and W. W. Yang, “Numerical study on vanadium redox
flow battery performance with non-uniformly compressed electrode and serpentine
flow field.” Appl Energy, 220, 106 (2018).

37. H.-J. Vogel, J. Tölke, V. P. Schulz, M. Krafczyk, and K. Roth, “Comparison of a
lattice-Boltzmann model, a full-morphology model, and a pore network model for de-
termining capillary pressure–saturation relationships.” Vadose Zone J, 4, 380 (2005).

38. T. E. Springer, M. S. Wilson, and S. Gottesfeld, “Modeling and Experimental Diag-
nostics in Polymer Electrolyte Fuel Cells.” J Electrochem Soc, 140, 3513 (1993).

39. W. Sheng, H. A. Gasteiger, and Y. Shao-Horn, “Hydrogen Oxidation and Evolution
Reaction Kinetics on Platinum: Acid vs Alkaline Electrolytes.” J Electrochem Soc,
157, B1529 (2010).

40. M. J. Blunt, “Flow in porous media—pore-network models and multiphase flow.”
Curr Opin Colloid Interface Sci, 6, 197 (2001).

41. M. J. Blunt, M. D. Jackson, M. Piri, and P. H. Valvatne, “Detailed physics, predictive
capabilities and macroscopic consequences for pore-network models of multiphase
flow.” Adv Water Resour, 25, 1069 (2002).

42. H. Dashtian, S. Bakhshian, S. Hajirezaie, J.-P. Nicot, and S. A. Hosseini, “Convection-
diffusion-reaction of CO2-enriched brine in porous media: A pore-scale study.”
Comput Geosci, 125, 19 (2019).

43. M. A. Sadeghi, M. Aghighi, J. Barralet, and J. T. Gostick, “Pore network modeling
of reaction-diffusion in hierarchical porous particles: The effects of microstructure.”
Chem Eng J, 330, 1002 (2017).

44. T. G. Tranter, J. T. Gostick, A. D. Burns, and W. F. Gale, “Pore Network Model-
ing of Compressed Fuel Cell Components with OpenPNM.” Fuel Cells, 16, 504
(2016).

45. X. Yang, Y. Mehmani, W. A. Perkins, A. Pasquali, M. Schönherr, K. Kim et al.
“Intercomparison of 3D pore-scale flow and solute transport simulation methods.”
Adv Water Resour, 95, 176 (2016).

46. I. V. Zenyuk, D. Y. Parkinson, L. G. Connolly, and A. Z. Weber, “Gas-diffusion-layer
structural properties under compression via X-ray tomography.” J Power Sources,
328, 364 (2016).

47. M. A. Sadeghi, M. Agnaou, J. Barralet, and J. T. Gostick, Dispersion modeling in
pore networks: a comparison of common pore-scale models and a new approach,
Manuscr Submitt Publ n.d.

48. J. T. Gostick, M. A. Ioannidis, M. W. Fowler, and M. D. Pritzker, “Pore network
modeling of fibrous gas diffusion layers for polymer electrolyte membrane fuel cells.”
J Power Sources, 173, 277 (2007).

49. M. D. R. Kok and J. T. Gostick, “Transport properties of electrospun fi-
brous membranes with controlled anisotropy.” J Membr Sci, 473, 237
(2015).

50. K. T. Cho, P. Ridgway, A. Z. Weber, S. Haussener, V. Battaglia, and
V. Srinivasan, “High Performance Hydrogen/Bromine Redox Flow Bat-
tery for Grid-Scale Energy Storage.” J Electrochem Soc, 159, A1806
(2012).

) unless CC License in place (see abstract).  ecsdl.org/site/terms_use address. Redistribution subject to ECS terms of use (see 128.41.35.179Downloaded on 2019-07-09 to IP 

http://dx.doi.org/10.1016/j.jpowsour.2017.12.014
http://dx.doi.org/10.1002/aic.15959
http://dx.doi.org/10.1016/j.apenergy.2018.03.058
http://dx.doi.org/10.2136/vzj2004.0114
http://dx.doi.org/10.1149/1.2221120
http://dx.doi.org/10.1149/1.3483106
http://dx.doi.org/10.1016/S1359-0294(01)00084-X
http://dx.doi.org/10.1016/S0309-1708(02)00049-0
http://dx.doi.org/10.1016/j.cageo.2019.01.009
http://dx.doi.org/10.1016/j.cej.2017.07.139
http://dx.doi.org/10.1002/fuce.201500168
http://dx.doi.org/10.1016/j.advwatres.2015.09.015
http://dx.doi.org/10.1016/j.jpowsour.2016.08.020
http://dx.doi.org/10.1016/j.jpowsour.2007.04.059
http://dx.doi.org/10.1016/j.memsci.2014.09.017
http://dx.doi.org/10.1149/2.018211jes
http://ecsdl.org/site/terms_use

