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B-SPLINES FOR SPARSE GRIDS
In simulation technology, computationally expensive objective functions are often replaced by cheap surrogates, which can be obtained by interpolation. Full grid interpolation methods suffer from the so-called curse of dimensionality, rendering them infeasible if the parameter domain of the function is higher-dimensional (four or more parameters). Sparse grids constitute a discretization method that drastically eases the curse, while the approximation quality deteriorates only insignificantly. However, conventional basis functions such as piecewise linear functions are not smooth (continuously differentiable). Hence, these basis functions are unsuitable for applications in which gradients are required. One example for such an application is gradient-based optimization, in which the availability of gradients greatly improves the speed of convergence and the accuracy of the results.
This thesis demonstrates that hierarchical B-splines on sparse grids are well-suited for obtaining smooth interpolants for higher dimensionalities. The thesis is organized in two main parts: In the first part, we derive new B-spline bases on sparse grids and study their implications on theory and algorithms. In the second part, we consider three real-world applications in optimization: topology optimization, biomechanical continuummechanics, and dynamic portfolio choice models in finance. The results reveal that the optimization problems of these applications can be solved accurately and efficiently with hierarchical B-splines on sparse grids.
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# Abstract/Kurzzusammenfassung 


#### Abstract

In simulation technology, computationally expensive objective functions are often replaced by cheap surrogates, which can be obtained by interpolation. Full grid interpolation methods suffer from the so-called curse of dimensionality, rendering them infeasible if the parameter domain of the function is higher-dimensional (four or more parameters). Sparse grids constitute a discretization method that drastically eases the curse, while the approximation quality deteriorates only insignificantly. However, conventional basis functions such as piecewise linear functions are not smooth (continuously differentiable). Hence, these basis functions are unsuitable for applications in which gradients are required. One example for such an application is gradient-based optimization, in which the availability of gradients greatly improves the speed of convergence and the accuracy of the results.

This thesis demonstrates that hierarchical B-splines on sparse grids are well-suited for obtaining smooth interpolants for higher dimensionalities. The thesis is organized in two main parts: In the first part, we derive new B-spline bases on sparse grids and study their implications on theory and algorithms. In the second part, we consider three realworld applications in optimization: topology optimization, biomechanical continuummechanics, and dynamic portfolio choice models in finance. The results reveal that the optimization problems of these applications can be solved accurately and efficiently with hierarchical B-splines on sparse grids.


## Kurzzusammenfassung

In der Simulationstechnik werden zeitaufwendige Zielfunktionen oft durch einfache Surrogate ersetzt, die durch Interpolation gewonnen werden können. Vollgitter-Interpolationsmethoden leiden unter dem sogenannten Fluch der Dimensionalität, der sie unbrauchbar macht, falls der Parameterbereich der Funktion höherdimensional ist (vier oder mehr Parameter). Dünne Gitter sind eine Diskretisierungsmethode, die den Fluch drastisch lindert und die Approximationsqualität nur leicht verschlechtert. Leider sind konventionelle Basisfunktionen wie die stückweise linearen Funktionen nicht glatt (stetig differenzierbar). Daher sind sie für Anwendungen ungeeignet, in denen Gradienten benötigt werden. Ein Beispiel für eine solche Anwendung ist gradientenbasierte Optimierung, in der die Verfügbarkeit von Gradienten die Konvergenzgeschwindigkeit und die Ergebnisgenauigkeit deutlich verbessert.

Diese Dissertation demonstriert, dass hierarchische B-Splines auf dünnen Gittern hervorragend geeignet sind, um glatte Interpolierende für höhere Dimensionalitäten zu erhalten. Die Dissertation ist in zwei Hauptteile gegliedert: Der erste Teil leitet neue B-Spline-Basen auf dünnen Gittern her und untersucht ihre Implikationen bezüglich Theorie und Algorithmen. Der zweite Teil behandelt drei Realwelt-Anwendungen aus der Optimierung: Topologieoptimierung, biomechanische Kontinuumsmechanik und Modelle der dynamischen Portfolio-Wahl in der Finanzmathematik. Die Ergebnisse zeigen, dass die Optimierungsprobleme dieser Anwendungen durch hierarchische B-Splines auf dünnen Gittern genau und effizient gelöst werden können.
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There is a fine line between wrong and visionary. Unfortunately, you have to be a visionary to see it.
— Sheldon Cooper (The Big Bang Theory)

Before simulation became available as a widespread tool, knowledge in science and engineering could only advance through theoretical or experimental considerations. Nowadays, processes can be simulated that would be too complicated or even impossible to be studied theoretically or experimentally, justifying that simulation is widely viewed as the "third pillar in knowledge acquisition" besides theory and experiments [Bun14].

However, simulations cannot be performed without constructing a suitable model beforehand (e.g., based on first principles). Such a model often depends on a number of uncertain or unknown parameters. Simulations can only represent the real-world circumstances well if the parameters are well-chosen. The problem of determining appropriate values for these parameters, given experimental data, is known as the inverse problem. Unfortunately, the solution process of such an inverse problem is non-trivial: Inverse problems are equivalent to optimization problems of the form

$$
\begin{equation*}
\min f(x), \quad x \in \mathbb{R}^{d} \text { s.t. } g(x) \leq \mathbf{0}, \tag{1.1}
\end{equation*}
$$

where $f(x)$ gives, for instance, a measure for the error between the simulation for the
model with the parameter $\boldsymbol{x}$ and experimental real-world data and $\boldsymbol{g}$ constrains the set of feasible parameters. Since simulations are often time-consuming, exhaustive search fails if the dimensionality $d$ is already moderately large ( $d>4$ ): Full grid approaches sample each dimension of the domain independently and construct the Cartesian product of the univariate samples. The number of resulting full grid points grows exponentially in the dimensionality $d$, which is known as the curse of dimensionality [Bel61].

Inverse problems are a motivating example for optimization problems of the form (1.1), which we will consider in this thesis as our main application. The curse affects not only optimization, but also various tasks such as interpolation, quadrature, and regression, which play a vital role in numerics and computational science.

Sparse grid surrogates. The surrogate-based approach we pursue in this thesis is simple and yet powerful: Instead of directly optimizing the expensive objective function $f$, we replace it with a surrogate $f^{s}$ that can be evaluated cheaply. We choose interpolation as our method to construct the surrogates, although other methods such as quasi-interpolation [Höl13] or regression [Pfl10] exist. Again, conventional full grid interpolation schemes are afflicted by the curse of dimensionality, which rules them out for our purposes.

This is where sparse grids come into play. In their simplest form, sparse grids give an a priori selection of full grid points and corresponding basis functions such that the exponential dependency of the grid size on the dimensionality is removed, while not deteriorating the $L^{2}$ interpolation error too much [Bun04]. However, sparse grids can also be employed spatially adaptively, where grid points are refined a posteriori according to suitable refinement criteria. This is of particular interest for the scope of this thesis, as spatial adaptivity enables us to increase the accuracy in regions of interest, simultaneously keeping the number of grid points at an acceptable level.

B-splines. Conventional basis functions for sparse grids (most common are piecewise linear functions) are not continuously differentiable. This poses problems for gradientbased optimization algorithms, which use the gradient $\nabla_{x} f$ of the objective function $f$ to update the search direction. Employing finite differences as a remedy is time-consuming and introduces new error sources.

Previous studies [Pfl10; Sic11; Vale14] suggest that hierarchical B-splines as sparse grid basis functions may significantly improve results. B-splines of degree $p$ are ( $p-1$ ) times continuously differentiable piecewise polynomials of degree $p$ that form a basis of the space of splines. As the derivatives of B-splines can be evaluated fast and explicitly, the convergence of gradient-based optimization techniques is greatly accelerated. Additionally, the higher order of B-splines increases the accuracy of surrogates obtained by interpolation when compared to piecewise linear bases.

Main goals. So far, there is no work that brings sparse grids and B-splines together, thoroughly examining the theoretical implications on algorithms and assessing the practical performance in real-world applications. This thesis addresses this very intersection of theory and practice of $B$-splines for sparse grids. The main goals of the thesis are

- to establish a consistent notational and theoretical framework for sparse grids with general basis functions,
- to construct new algorithmically efficient B-spline-based basis function types for sparse grids,
- to study the algorithmic properties of the new bases and to formulate suitable new algorithms, while proving their formal correctness, and
- to apply the new bases and algorithms to different real-world optimization scenarios.

These goals set the agenda for the outline of the rest of the thesis, which is described in the following.

Outline. We start in Chap. 2 by defining sparse grids for arbitrary tensor product basis functions. The advantage of introducing the notation independently of the type of basis functions is that different hierarchical B-spline bases can be substituted easily for the following chapters. We first define sparse grids with points on the boundary of the domain and then study options for the boundary treatment (as opposed to some literature [Bun04; Pfl10]).

In Chap. 3, we define the standard hierarchical B-spline basis for sparse grids. In addition, we construct various new hierarchical B-spline basis types, such as non-uniform B-splines (e.g., Clenshaw-Curtis B-splines) and modified B-splines. A mismatch of dimensions between the uniform spline space and the hierarchical B-spline space implies that, surprisingly, polynomials cannot be replicated by the standard hierarchical B-spline basis. Hence, we have to incorporate specific boundary conditions (not-a-knot conditions) into the hierarchical B-splines, which we explain in the second half of Chap. 3.

The new hierarchical B-spline bases call for novel algorithmic approaches to solve numerical tasks such as hierarchization (interpolation) on sparse grids. In Chap. 4, we show new algorithms for spatially adaptive sparse grids with the example problem of hierarchization based on existing algorithms, which work for B-splines only in specific special cases. In the course of Chap. 4, we construct several new hierarchical B-spline basis types to enable the applicability of the new algorithms. As mentioned above, we prove the formal correctness of every algorithm that we repeat from the literature or develop from scratch.

Chapter 5 shows how to apply B-splines on sparse grids to gradient-based optimization problems. We briefly discuss different optimization scenarios and how to solve them with various gradient-free and gradient-based optimization techniques. Numerical results are given for a number of test scenarios as well as for an example application from fuzzy arithmetic.

Three real-world applications follow in Chapters 6 to 8 . In these chapters, the theoretical knowledge gained in the first half of the thesis is applied to the solution of the three real-world optimization problems:

First, in Chap. 6, we study topology optimization via a homogenized two-scale approach. For this application, the key ingredient is an interpolation scheme that preserves both the positive definiteness of the interpolated tensors and their explicit differentiability.

Second, in Chap. 7, we consider a biomechanical application in which the interpolated data values are the result of very expensive continuum-mechanical calculations. The optimization problems posed in this chapter ask for muscle activation levels such that a specific joint angle is attained, which is a recurring problem in medicine and robotics. B-spline surrogates on sparse grids decrease the necessary computing time significantly.

Third, in Chap. 8, we examine dynamic portfolio choice models. This financial application features some peculiarities that have to be considered when solving the corresponding optimization problems. For instance, it is necessary to evaluate interpolants outside their domain and calculate integrals due to random factors such as stock returns.

Chapter 9 concludes the thesis by summarizing its results and giving an overview of possible future work. In the appendix, one can find supplementary information such as technical proofs that are too verbose to be included in the main text.

Original contribution. This thesis is written to be largely self-contained. Therefore, it is necessary that some introductory definitions and results are repeated from the literature, which is properly attributed in the respective chapters. In addition, some new results have already been published. Whenever a publication is co-authored by collaborators, the original contribution of the author of this thesis is highlighted at the beginning of the respective chapters or sections.

Notation. The notation of this thesis should be intuitive and suggestive. It is designed to be as natural as possible (i.e., not distracting) and as unambiguous as necessary. One example is that vectors are written in bold face, which leads to very similar formulas for the univariate and the multivariate cases. For instance, $[0,1]$ and $\sum_{\ell=0}^{n}$ become $[\mathbf{0}, \mathbf{1}]=$ $[0,1]^{d}$ and $\sum_{\ell=0}^{n}=\sum_{\ell_{1}=0}^{n_{1}} \cdots \sum_{\ell_{d}=0}^{n_{d}}$, respectively. This and other necessary notation is introduced in the text when needed. If a symbol or an abbreviation is unclear, it is likely explained in the glossary at the beginning of the thesis.

## e

# Sparse Grids with Arbitrary Tensor Product Bases 

We combine two sparse grid approximations and call it "deep sparse grids," because everything is deep today!

- In a talk at the 5th Workshop on Sparse Grids and Applications

Sparse grids are a versatile tool in numerics and scientific computing. As already mentioned in Chap. 1, their motivation is to ease the curse of dimensionality, which states that the number of full grid points grows exponentially in the dimensionality $d$ of the underlying domain. Their general formulation and the possibility to employ sparse grids in a regular, dimensionally adaptive, or spatially adaptive fashion opens a broad field of theoretical and practical applications to sparse grids.

Sparse grids have been known for at least half a century, albeit not under this name. A paper by Smolyak [Smo63] is usually regarded as the first modern treatment of sparse grids in the form of the combination technique [Gar13]. Additionally, there are close connections to hyperbolic crosses [Tem82] and to Boolean interpolation operators [Delv82; Delv89]. The term sparse grids was coined by Zenger in 1991 [Zen91]. Some important subsequent work for hierarchical bases was done by Bungartz and Griebel [Bun92; Gri92; Bun98; Bun04]. Since then, sparse grids have been applied to various fields, for instance,
data mining [Gar01; Pan08; Pfl10], interpolation [Sic11], quadrature [Ger98], density estimation [Gri10; Peh14], PDEs [Ba194; Bun98; Nob16], and optimization [Fere05; Don09; Vale16]. Various software toolboxes for sparse grids have been developed [Kli05; Pfl10; Stoy18]. For a general introduction to sparse grids, see the tutorial by Garcke [Gar13] or the more extensive survey by Bungartz and Griebel [Bun04].

This chapter provides a consistent notational framework for the definition of sparse grids with general basis functions. The reason not to employ specific bases such as the common hat functions or B-splines of higher degrees is two-fold: First, we will define various new "flavors" of B-splines, which is easier if the choice of basis is left open. Second, most of the statements and theorems that we will make in this thesis will hold for general basis functions (in some cases with additional assumptions) and not just for B-splines.

Besides the derivation of sparse grids with coarser boundary points in Sec. 2.4.1, this section is mostly a repetition of the definition of sparse grids with general basis functions. Our notation and presentation will roughly follow [Pfl10] and [Gar13]. A more detailed introduction to sparse grids can be found in [Bun04]. Original contributions of the thesis in this chapter are the formalization of the hierarchical splitting for arbitrary basis functions in Sections 2.1 and $\underline{2.2}$ and the definition of sparse grids with coarse boundary in Sec. 2.4.1.

### 2.1 Nodal Basis and Nodal Space

### 2.1.1 Univariate Case

Grid and basis functions. In this thesis, we consider uni-

## IN THIS SECTION

2.1.1 Univariate Case (p. 26)
2.1.2 Multivariate Case (p. 27) variate functions that are defined on the unit interval $[0,1]$.
We discretize this domain by splitting it into $2^{\ell}$ equally-sized segments, where $\ell \in \mathbb{N}_{0}$ is the level. The resulting $2^{\ell}+1$ grid points $x_{\ell, i}$ are given by

$$
\begin{equation*}
x_{\ell, i}:=i \cdot h_{\ell}, \quad i=0, \ldots, 2^{\ell} \tag{2.1}
\end{equation*}
$$

where $i$ is the index and $h_{\ell}:=2^{-\ell}$ is the mesh size. ${ }^{1}$ Every grid point is associated with a basis function

$$
\begin{equation*}
\varphi_{\ell, i}:[0,1] \rightarrow \mathbb{R} \tag{2.2}
\end{equation*}
$$

[^0]We assume $\varphi_{\ell, i}$ to be arbitrary, satisfying required assumptions when needed and stated. However, it helps for both the theory and the intuition to have a specific example of basis functions in mind. The so-called hat functions (linear B-splines) are the most common choice for $\varphi_{\ell, i}$ :

$$
\begin{equation*}
\varphi_{\ell, i}^{1}(x):=\max \left(1-\left|\frac{x}{h_{\ell}}-i\right|, 0\right) . \tag{2.3}
\end{equation*}
$$

Here and in the following, the superscript " 1 " stands for the degree of the linear B-spline and is not to be read as an exponent. We generalize this notation to B-splines $\varphi_{\ell, i}^{p}$ of arbitrary degrees $p$ in Chap. 3.

Nodal space. The nodal space $V_{\ell}$ of level $\ell$ is defined as the linear span of all basis functions $\varphi_{\ell, i}$ :

$$
\begin{equation*}
V_{\ell}:=\operatorname{span}\left\{\varphi_{\ell, i} \mid i=0, \ldots, 2^{\ell}\right\} . \tag{2.4}
\end{equation*}
$$

We assume that the functions $\varphi_{\ell, i}$ form a basis of $V_{\ell}$, i.e., they are linearly independent. Consequently, every linear combination of these functions is unique. This ensures that for every objective function $f:[0,1] \rightarrow \mathbb{R}$, there is a unique function $f_{\ell}:[0,1] \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
f_{\ell}=\sum_{i=0}^{2^{\ell}} c_{\ell, i} \varphi_{\ell, i}, \quad \forall_{i=0, \ldots, 2^{\ell}} f_{\ell}\left(x_{\ell, i}\right)=f\left(x_{\ell, i}\right), \tag{2.5}
\end{equation*}
$$

for some $c_{\ell, i} \in \mathbb{R}$. In this case, $f_{\ell}$ is called interpolant of $f$ in $V_{\ell}$. The nodal space $V_{\ell}^{1}$ is defined analogously to $V_{\ell}$ as the span of the hat functions $\varphi_{\ell, i}^{1}$. It is the space of all linear splines, that is, the space of all continuous functions on $[0,1]$ that are piecewise linear polynomials on $\left[x_{\ell, i}, x_{\ell, i+1}\right.$ ] for $i=0, \ldots, 2^{\ell}-1$ [Höl13]. The nodal hat function basis of level $\ell=3$ and a linear combination are shown in Fig. 2.1.

### 2.1.2 Multivariate Case

Cartesian and tensor products. For the multivariate case with $d \in \mathbb{N}$ dimensions, we employ a tensor product approach, for which we replace all indices, points, and functions with multi-indices, Cartesian products, and tensor products, respectively. Therefore, the domain is now $[0,1]:=[0,1]^{d}$, which can be partitioned into $\prod_{t=1}^{d} 2^{\ell_{t}}=2^{\|\ell\|_{1}}$ equallysized hyper-rectangles, where $\ell=\left(\ell_{1}, \ldots, \ell_{d}\right) \in \mathbb{N}_{0}^{d}$ is the $d$-dimensional level and $\|\ell\|_{1}:=$


A Basis functions $\varphi_{\ell, i}^{1}\left(i=0, \ldots, 2^{\ell}\right)$ and grid points $x_{\ell, i}$ (dots).


B Piecewise linear interpolant $f_{\ell}$ of some function data $f\left(x_{\ell, i}\right)$ as a weighted sum of the nodal hat functions.

FIGURE 2.1 Univariate nodal hat functions of level $\ell=3$.
$\sum_{t=1}^{d}\left|\ell_{t}\right|$ is the level sum. The corners of the hyper-rectangles are given by the grid points

$$
\begin{equation*}
x_{\ell, i}:=i \cdot h_{\ell}, \quad i=0, \ldots, 2^{\ell} . \tag{2.6}
\end{equation*}
$$

Relations and operations with vectors in bold face are to be read coordinate-wise in this thesis, unless stated otherwise. Bold-faced numbers like $\mathbf{0}$ are defined to be the vector $(0, \ldots, 0)$ in which every entry is equal to that number. This is to allow a somewhat intuitive and suggestive notation. For example, (2.6) is equivalent to the much longer formula

$$
\begin{equation*}
x_{\ell, i}:=\left(i_{1} h_{\ell_{1}}, \ldots, i_{d} h_{\ell_{d}}\right), \quad i_{t}=0, \ldots, 2^{\ell_{t}}, \quad t=1, \ldots, d, \tag{2.7}
\end{equation*}
$$

with the $d$-dimensional mesh size $\boldsymbol{h}_{\ell}:=\mathbf{2}^{-\ell}=\left(h_{\ell_{1}}, \ldots, h_{\ell_{d}}\right)$. Again, every grid point is associated with a basis function that is defined as the tensor product of the univariate functions: ${ }^{2}$

$$
\begin{equation*}
\varphi_{\ell, i}:[\mathbf{0}, \mathbf{1}] \rightarrow \mathbb{R}, \quad \varphi_{\ell, i}(\boldsymbol{x}):=\prod_{t=1}^{d} \varphi_{\ell_{t}, i_{t}}\left(x_{t}\right) . \tag{2.8}
\end{equation*}
$$

Fig. 2.2 shows an example of a bivariate nodal hat function $\varphi_{\ell, i}^{1}$.

[^1]

```
FIGURE 2.2
Bivariate nodal hat function of level \(\ell=(2,1)\) and index \(i=(1,1)\) as the tensor product of two univariate nodal hat functions.
```

Multivariate nodal space. The multivariate nodal space $V_{\ell}$ is defined analogously to the univariate case:

$$
\begin{equation*}
V_{\ell}:=\operatorname{span}\left\{\varphi_{\ell, i} \mid \boldsymbol{i}=\mathbf{0}, \ldots, \mathbf{2}^{\ell}\right\} . \tag{2.9}
\end{equation*}
$$

In the case of hat functions $\varphi_{\ell, i}^{1}$, the nodal space $V_{\ell}^{1}$ is the $d$-linear spline space [Höl13], i.e., the space of all continuous functions on $[\mathbf{0}, \mathbf{1}]$ that are piecewise $d$-linear polynomials on all hyper-rectangles

$$
\begin{equation*}
\left[x_{\ell, i}, x_{\ell, i+1}\right]:=\left[x_{\ell_{1}, i_{1}}, x_{\ell_{1}, i_{1}+1}\right] \times \cdots \times\left[x_{\ell_{d}, i_{d}}, x_{\ell_{d}, i_{d}+1}\right], \quad i=0, \ldots, \mathbf{2}^{\ell}-\mathbf{1} . \tag{2.10}
\end{equation*}
$$

Analogously to (2.5), we can interpolate objective functions $f:[0,1] \rightarrow \mathbb{R}$ in the nodal space $V_{\ell}$ with $f_{\ell}:[\mathbf{0}, \mathbf{1}] \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
f_{\ell}=\sum_{i=0}^{2^{\ell}} c_{\ell, i} \varphi_{\ell, i}, \quad \forall_{i=0, \ldots, 2^{\ell}} f_{\ell}\left(x_{\ell, i}\right)=f\left(x_{\ell, i}\right), \tag{2.11}
\end{equation*}
$$

where $c_{\ell, i} \in \mathbb{R}$ and the sum is over all $\boldsymbol{i}=0, \ldots, 2^{\ell}$ (i.e., $i_{t}=0, \ldots, 2^{\ell_{t}}, t=1, \ldots, d$ ). To ensure that the coefficients $c_{\ell, i}$ exist for every objective function $f$ and are uniquely determined by the values at the grid points

$$
\begin{equation*}
\Omega_{\ell}:=\left\{x_{\ell, i} \mid i=0, \ldots, 2^{\ell}\right\} \tag{2.12}
\end{equation*}
$$

we prove the following statement:

LEMMA 2.1 (linear independence of tensor products)
The functions $\varphi_{\ell, i}\left(\boldsymbol{i}=\mathbf{0}, \ldots, \mathbf{2}^{\ell}\right)$ form a basis of $V_{\ell}$, if the univariate functions $\varphi_{\ell_{t}, i_{t}}$ $\left(i_{t}=0, \ldots, 2^{\ell_{t}}\right.$ ) form a basis of the univariate nodal space $V_{\ell_{t}}$ for $t=1, \ldots, d$.

PROOF Assume that $c_{\ell, i} \in \mathbb{R}$ are chosen in (2.11) such that $f_{\ell} \equiv 0$. Then for all $\boldsymbol{i}^{\prime}=$ $\mathbf{0}, \ldots, \mathbf{2}^{\ell}$, we can evaluate (2.11) at $\boldsymbol{x}_{\ell, i^{\prime}}$ to obtain

$$
\begin{equation*}
\sum_{i_{1}=0}^{2^{\ell_{1}}}\left(\sum_{i_{2}=0}^{2^{\ell_{2}}} \cdots\left(\sum_{i_{d}=0}^{2^{\ell_{d}}} c_{\ell, i} \varphi_{\ell_{d}, i_{d}}\left(x_{\ell_{d}, i_{d}^{\prime}}\right)\right) \cdots \varphi_{\ell_{2}, i_{2}}\left(x_{\ell_{2}, i_{2}^{\prime}}\right)\right) \varphi_{\ell_{1}, i_{1}}\left(x_{\ell_{1}, i_{1}^{\prime}}\right)=0 . \tag{2.13}
\end{equation*}
$$

We apply the univariate linear independence ( $x_{1}$ direction) to infer that the sum over $i_{2}$ must vanish for all $i_{1}=0, \ldots, 2^{\ell_{1}}$. Repeating this argument for all dimensions, we have $c_{\ell, i}=0$ for all $\boldsymbol{i}=\mathbf{0}, \ldots, \mathbf{2}^{\ell}$, implying the linear independence of the functions $\varphi_{\ell, i}$.

A common choice for the level $\ell$ is $n \cdot \mathbf{1}$ for some $n \in \mathbb{N}_{0}$. In this case, we replace " $\ell$ " in the subscripts with " $n, d$ " (for example, $V_{n, d}:=V_{n \cdot 1}$ ). For the hat function basis $\varphi_{\ell, i}^{1}$, it can be shown that the $L^{2}$ interpolation error of the interpolant $f_{n, d} \in V_{n, d}$ is given by

$$
\begin{equation*}
\left\|f-f_{n, d}\right\|_{L^{2}}=\mathscr{O}\left(h_{n}^{2}\right) \tag{2.14}
\end{equation*}
$$

i.e., the order of the interpolation error is quadratic in the mesh size [Höl13; Bun04].

### 2.2 Hierarchical Basis and Hierarchical Subspace

The dimension of the nodal space $V_{\ell}$ is given by

$$
\begin{equation*}
\operatorname{dim} V_{\ell}=\left|\Omega_{\ell}\right|=\prod_{t=1}^{d}\left(2^{\ell_{t}}+1\right) \tag{2.15}
\end{equation*}
$$

## IN THIS SECTION

2.2.1 Hierarchical Splitting in the Univariate Case (p. 31)
2.2.2 Hierarchical Splitting in the Multivariate Case (p. 33)

If we choose the same level $n \in \mathbb{N}_{0}$ in all dimensions, then the dimension of $V_{n, d}$ and the number of grid points grow at least as fast as $2^{n d}=\left(h_{n}^{-1}\right)^{d}$. This exponential dependency between $\operatorname{dim} V_{n, d}$ and $d$ is known as the curse of dimensionality [Bel61]. The curse makes interpolation on $V_{\ell}$ computationally infeasible for dimensionalities $d>4$, as we would have to calculate and store $\operatorname{dim}\left(V_{\ell}\right)$-many coefficients $c_{\ell, i}$.


FIGURE 2.3
The set of grid points $\Omega_{\ell}$ of level $\ell=4$ (top) decomposes into hierarchical grids of level $\ell^{\prime} \leq \ell$, whose grid points $x_{\ell^{\prime}, i^{\prime}}$ have odd indices $i^{\prime} \in I_{\ell^{\prime}}$ ( $x_{0,0}$ being the only exception).

### 2.2.1 Hierarchical Splitting in the Univariate Case

Hierarchical subspaces. In order to reduce the computational effort, we first split $V_{\ell}$ into smaller subspaces and then identify subspaces that we can omit at the cost of a slightly larger error. In the univariate case, the key observation is that a grid point of a level $\ell$ can be written as a grid point of a higher level $\ell^{\prime}$ :

$$
\begin{equation*}
x_{\ell, i}=x_{\ell^{\prime}, i^{\prime}}, \quad \ell^{\prime} \geq \ell, \quad i^{\prime}=2^{\ell^{\prime}-\ell} i . \tag{2.16}
\end{equation*}
$$

Conversely, this implies that every grid point $x_{\ell, i}$ of level $\ell \geq 1$ and index $i \geq 1$ can be uniquely written as a grid point of a coarser level $\ell^{\prime}$ (or $\ell^{\prime}=\ell$ ) and an odd index $i^{\prime}$ :

$$
\begin{equation*}
x_{\ell, i}=x_{\ell^{\prime}, i^{\prime}}, \quad \ell^{\prime}=\ell-\left[\log _{2}(\operatorname{xor}(i, i-1)+1)-1\right], \quad i^{\prime}=2^{\ell^{\prime}-\ell} i, \tag{2.17}
\end{equation*}
$$

where xor is the bitwise "exclusive or" function. The term in square brackets is the exponent of the highest power of two that divides $i$. The two boundary points zero and one are obtained by inserting an additional level $\ell^{\prime}=0$ with indices $i^{\prime} \in\{0,1\}$. As shown in Fig. 2.3, this implies that $\Omega_{\ell}$ decomposes into

$$
\Omega_{\ell}=\bigcup_{\ell^{\prime}=0}^{\ell}\left\{x_{\ell^{\prime}, i^{\prime}} \mid i^{\prime} \in I_{\ell^{\prime}}\right\}, \quad I_{\ell^{\prime}}:= \begin{cases}\left\{i^{\prime}=0, \ldots, 2^{\ell^{\prime}} \mid i^{\prime} \text { odd }\right\}, & \ell^{\prime}>0,  \tag{2.18}\\ \{0,1\}, & \ell^{\prime}=0,\end{cases}
$$

where $\cup$ indicates the disjoint union. We call the spaces spanned by the basis functions that correspond to the index sets $I_{\ell^{\prime}}$ hierarchical subspaces $W_{\ell^{\prime}}$ :

$$
\begin{equation*}
W_{\ell^{\prime}}:=\operatorname{span}\left\{\varphi_{\ell^{\prime}, i^{\prime}} \mid i^{\prime} \in I_{\ell^{\prime}}\right\} . \tag{2.19}
\end{equation*}
$$

The corresponding basis functions $\varphi_{\ell^{\prime}, i^{\prime}}, \ell^{\prime}=0, \ldots, \ell, i^{\prime} \in I_{\ell^{\prime}}$, are called hierarchical basis functions. The hierarchical hat function basis is shown in Fig. 2.4.


A Basis functions $\varphi_{\ell^{\prime}, i^{\prime}}^{1}\left(\ell^{\prime} \leq \ell, i^{\prime} \in I_{\ell^{\prime}}\right)$ and grid points $x_{\ell^{\prime}, i^{\prime}}$ (dots). The domain is the unit interval $[0,1]$.


B Piecewise linear interpolant $f_{\ell}$ of some function data $f\left(\boldsymbol{x}_{\ell, i}\right)$ as a linear combination of hierarchical hat functions (stacked). The two boundary functions are combined to a single function (blue) for simplicity.

FIGURE 2.4 Univariate hierarchical hat functions up to level $\ell=3$.

Hierarchical splitting. For the hat function basis $\varphi_{\ell, i}^{1}$ and other basis types, we can prove that the corresponding nodal space decomposes into the direct sum of all hierarchical subspaces of coarser levels or the same level, i.e.,

$$
\begin{equation*}
V_{\ell} \stackrel{?}{\rightleftharpoons} \bigoplus_{\ell^{\prime}=0}^{\ell} W_{\ell^{\prime}} . \tag{2.20}
\end{equation*}
$$

We call this relation hierarchical splitting. Here, the direct sum $\oplus$ is the vector space sum that additionally indicates that the dimension of the sum $\sum_{\ell^{\prime}=0}^{\ell} W_{\ell^{\prime}}$ is the sum of the dimensions of the summands $W_{\ell^{\prime}}$ (analogously to $\left|\Omega_{\ell}\right|=\sum_{\ell^{\prime}=0}^{\ell}\left|\left\{x_{\ell^{\prime}, i^{\prime}} \mid i^{\prime} \in I_{\ell^{\prime}}\right\}\right|$, where $\Omega_{\ell}$ is the disjoint union of the sets $\left\{x_{\ell^{\prime}, i^{\prime}} \mid i^{\prime} \in I_{\ell^{\prime}}\right\}$ ). In general, (2.20) may not be true, depending on the type of basis functions. The following lemma provides a characterization that can be used to prove (2.20) for hat functions.

LEMMA 2.2 (univariate hierarchical splitting characterization)
Equation (2.20) is equivalent to the satisfaction of both of the following conditions:

- The hierarchical subspaces $W_{\ell^{\prime}}\left(\ell^{\prime} \leq \ell\right)$ are subspaces of $V_{\ell}$.
- The hierarchical functions $\varphi_{\ell^{\prime}, i^{\prime}}\left(\ell^{\prime} \leq \ell, i^{\prime} \in I_{\ell^{\prime}}\right)$ are linearly independent.

PROOF The first condition is equivalent to $\sum_{\ell^{\prime}=0}^{\ell} W_{\ell^{\prime}} \subseteq V_{\ell}$. The second condition is equivalent to $\operatorname{dim} \sum_{\ell^{\prime}=0}^{\ell} W_{\ell^{\prime}}=\sum_{\ell^{\prime}=0}^{\ell} \operatorname{dim} W_{\ell^{\prime}}$, i.e., to the directness of the sum. Therefore, the logical conjunction of both is equivalent to $\bigoplus_{\ell^{\prime}=0}^{\ell} W_{\ell^{\prime}} \subseteq V_{\ell}$. If the sum is direct, the dimension of the sum is equal to $2+\sum_{\ell^{\prime}=1}^{\ell} 2^{\ell^{\prime}-1}=2^{\ell}+1$ (due to $\operatorname{dim} W_{\ell^{\prime}}=\left|I_{\ell^{\prime}}\right|=2^{\ell^{\prime}-1}$ for $\ell^{\prime}>0$ and $\operatorname{dim} W_{\ell^{\prime}}=2$ for $\ell^{\prime}=0$ ), which is also the dimension of $V_{\ell}$. The only subspace of $V_{\ell}$ that has the same dimension as $V_{\ell}$ is $V_{\ell}$ itself, so we infer $\bigoplus_{\ell^{\prime}=0}^{\ell} W_{\ell^{\prime}}=V_{\ell}$.

COROLLARY 2.3 (univariate hierarchical splitting for hat functions)
The hierarchical splitting (2.20) holds for the hat function basis.

PROOF The first condition of Lemma 2.2 is satisfied as piecewise linear splines of level $\ell^{\prime}$ are also piecewise linear splines of higher levels $\ell \geq \ell^{\prime}$. We can prove the linear independence for the second condition by induction over $\ell$ : If a linear combination of $\varphi_{\ell^{\prime}, i^{\prime}}^{1}$ ( $\ell^{\prime} \leq \ell, i^{\prime} \in I_{\ell^{\prime}}$ ) vanishes everywhere, then the coefficients of level $\ell$ must be zero, as otherwise the basis functions $\varphi_{\ell, i^{\prime}}^{1}\left(i^{\prime} \in I_{\ell}\right)$ would introduce kinks at $x_{\ell, i^{\prime}}$, which the zero function does not have. This means that we have a zero linear combination of $\varphi_{\ell^{\prime}, i^{\prime}}^{1}$ for $\ell^{\prime} \leq \ell-1, i^{\prime} \in I_{\ell^{\prime}}$, and by the induction hypothesis, the other coefficients also vanish.

### 2.2.2 Hierarchical Splitting in the Multivariate Case

Multivariate hierarchical subspaces are defined analogously to the univariate case:

$$
\begin{equation*}
W_{\ell}:=\operatorname{span}\left\{\varphi_{\ell, i} \mid \boldsymbol{i} \in I_{\ell}\right\}, \quad I_{\ell}:=I_{\ell_{1}} \times \cdots \times I_{\ell_{d}}, \quad \ell \in \mathbb{N}_{0}^{d} . \tag{2.21}
\end{equation*}
$$

The univariate hierarchical splitting $\underline{(2.20)}^{\text {can }}$ now be generalized to

$$
\begin{equation*}
V_{\ell} \stackrel{?}{\rightleftharpoons} \bigoplus_{\ell^{\prime}=0}^{\ell} W_{\ell^{\prime}} \tag{2.22}
\end{equation*}
$$

Again, this relation does not hold in general. We use a multivariate counterpart of Lemma 2.2 (univariate hierarchical splitting characterization) to prove that (2.22) holds if the corresponding univariate relation (2.20) holds for all dimensions:

LEMMA 2.4 (multivariate hierarchical splitting characterization)
Equation (2.22) is equivalent to the satisfaction of both of the following conditions:

- The hierarchical subspaces $W_{\ell^{\prime}}\left(\ell^{\prime} \leq \ell\right)$ are subspaces of $V_{\ell}$.
- The basis functions $\varphi_{\ell^{\prime}, i^{\prime}}\left(\ell^{\prime} \leq \ell, i^{\prime} \in I_{\ell^{\prime}}\right)$ are linearly independent.

PROOF If the sum is direct, then its dimension is given by

$$
\begin{equation*}
\operatorname{dim} \sum_{\ell^{\prime}=0}^{\ell} W_{\ell^{\prime}}=\sum_{\ell_{1}^{\prime}=0}^{\ell_{1}} \cdots \sum_{\ell_{d}^{\prime}=0}^{\ell_{d}} \prod_{t=1}^{d} \operatorname{dim} W_{\ell_{t}^{\prime}}=\prod_{t=1}^{d} \sum_{\ell_{t}^{\prime}=0}^{\ell_{t}} \operatorname{dim} W_{\ell_{t}^{\prime}}=\prod_{t=1}^{d}\left(2^{\ell_{t}}+1\right)=\operatorname{dim} V_{\ell} \tag{2.23}
\end{equation*}
$$

using (2.15). The rest is analogous to the proof of Lemma 2.2.

PROPOSITION 2.5 (from univariate to multivariate splitting)
If univariate splitting (2.20) holds for every dimension, then the multivariate splitting (2.22) holds as well.

PROOF We check the two conditions of Lemma 2.4 given the two univariate conditions of Lemma 2.2:

1. The hierarchical basis functions $\varphi_{\ell^{\prime}, i^{\prime}}$ of $W_{\ell^{\prime}}\left(\boldsymbol{\ell}^{\prime} \leq \boldsymbol{\ell}, \boldsymbol{i}^{\prime} \in I_{\ell^{\prime}}\right)$ are tensor products of functions $\varphi_{\ell_{t}^{\prime}, i_{t}}$. According to the first condition of Lemma 2.2, each $\varphi_{\ell_{1}^{\prime}, i_{t}^{\prime}}$ can be written as a linear combination of the nodal basis $\varphi_{\ell_{t}, i_{t}}\left(i_{t}=0, \ldots, 2^{\ell_{t}}\right)$. We can expand the tensor product to a linear combination of tensor products of the univariate nodal basis functions. Therefore, $\varphi_{\ell^{\prime}, i^{\prime}}$ is a linear combination of multivariate nodal functions, i.e., $\varphi_{\ell^{\prime}, i^{\prime}} \in V_{\ell}$. As this is true for all $i^{\prime} \in I_{\ell^{\prime}}$, we obtain $W_{\ell^{\prime}} \subseteq V_{\ell}$.
2. The linear independence of the hierarchical functions $\varphi_{\ell^{\prime}, i^{\prime}}\left(\ell^{\prime} \leq \boldsymbol{\ell}, \boldsymbol{i}^{\prime} \in I_{\ell^{\prime}}\right)$ can be shown completely analogously to the proof of Lemma 2.1 (linear independence of tensor products).
According to Lemma 2.4, the multivariate splitting (2.22) holds.

A direct consequence of Prop. 2.5 is that the hierarchical splitting holds for the hierarchical hat function basis.

COROLLARY 2.6 (multivariate hierarchical splitting for hat functions)
The multivariate hierarchical splitting (2.22) holds for the hat function basis.

PROOF Follows directly by applying Cor. 2.3 (univariate hierarchical splitting for hat functions) to Prop. 2.5.

### 2.3 Sparse Grids

The idea of sparse grids is to use the hierarchical splitting (2.22) to keep only the most important hierarchical subspaces, omitting the remaining ones. There are three main "flavors" of sparse grids: regular, dimensionally adaptive, and spatially adaptive.

## IN THIS SECTION

2.3.1 Regular Sparse Grids (p. 35)
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Sparse Grids (p. 37)
2.3.3 Spatially Adaptive
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### 2.3.1 Regular Sparse Grids

Hierarchical contributions. To assess the importance of a subspace, we consider again the interpolant $f_{\ell} \in V_{\ell}$ of a function $f:[\mathbf{0}, \mathbf{1}] \rightarrow \mathbb{R}$. According to the splitting (2.22), the interpolant can be written as

$$
\begin{equation*}
f_{\ell}=\sum_{\ell^{\prime}=0}^{\ell} \sum_{i^{\prime} \in I_{\ell^{\prime}}} \alpha_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}, \quad \forall_{i=0, \ldots, 2^{\ell}} f_{\ell}\left(x_{\ell, i}\right)=f\left(x_{\ell, i}\right) . \tag{2.24}
\end{equation*}
$$

The coefficients $\alpha_{\ell^{\prime}, i^{\prime}}$ with respect to the hierarchical basis $\varphi_{\ell^{\prime}, i^{\prime}}$ are the hierarchical surpluses. When using the hat function basis $\varphi_{\ell, i}^{1}$, one can prove the following representation for the corresponding surpluses [Bun04; Gar13]:

$$
\begin{equation*}
\alpha_{\ell^{\prime}, i^{\prime}}=(-1)^{d} 2^{-\left\|\ell^{\prime}+1\right\|_{1}} \int_{0}^{1} \varphi_{\ell^{\prime}, i^{\prime}}^{1}(x) \frac{\partial^{2 d}}{\partial x_{1}^{2} \cdots \partial x_{d}^{2}} f(x) \mathrm{d} x, \tag{2.25}
\end{equation*}
$$

if $\ell \geq \mathbf{1}$ and $f$ is twice continuously differentiable in every dimension simultaneously, i.e., $\frac{\partial^{2 d}}{\partial x_{1}^{2} \cdots \partial x_{d}^{2}} f$ exists and is continuous. ${ }^{3,4}$ Consequently, the contribution of the summand of

[^2]level $\ell$ can be estimated by
\[

$$
\begin{equation*}
\left\|\sum_{i^{\prime} \in I_{\ell^{\prime}}} \alpha_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}^{1}\right\|_{L^{2}} \leq 3^{-d} \cdot 2^{-2\|\ell\|_{1}} \cdot\left\|\frac{\partial^{2 d}}{\partial x_{1}^{2} \cdots \partial x_{d}^{2}} f\right\|_{L^{2}} \tag{2.26}
\end{equation*}
$$

\]

for the hat function surpluses $\alpha_{\ell^{\prime}, i^{\prime}}$ [Bun04; Gar13].
Definition of regular sparse grids. Equation (2.26) motivates to omit those summands from the sum (2.24) whose level sum $\|\ell\|_{1}$ exceeds a certain value $n \in \mathbb{N}_{0}$, as their contribution can be neglected compared to the summands with coarser level sums. More formally, the selection of the relevant subspaces can be formulated as a continuous knapsack problem [Bun04], assuming homogeneous boundary conditions. This motivates

$$
\begin{equation*}
V_{n, d}^{\mathrm{s}}:=\bigoplus_{\|\ell\|_{1} \leq n} W_{\ell}, \quad \Omega_{n, d}^{s}:=\bigcup_{\|\ell\|_{1} \leq n}^{\dot{u}}\left\{\boldsymbol{x}_{\ell, i} \mid \boldsymbol{i} \in I_{\ell}\right\} \tag{2.27}
\end{equation*}
$$

as the definitions for the regular sparse grid space and regular sparse grid of level $n$, respectively. The functions $f_{n, d}^{s}$ contained in $V_{n, d}^{s}$ have the form

$$
\begin{equation*}
f_{n, d}^{s}=\sum_{\|\ell\|_{1} \leq n} \sum_{i \in I_{\ell}} \alpha_{\ell, i} \varphi_{\ell, i} . \tag{2.28}
\end{equation*}
$$

To better distinguish the different grids, we call the grids corresponding to the nodal spaces full grids. We generalize the definition to arbitrary bases $\varphi_{\ell, i}$, although sparse grids have been motivated using the hat function basis $\varphi_{\ell, i}^{1}$ (the estimate (2.26) does not hold anymore in the general case). Figure 2.5 shows the construction of a regular sparse grid in two dimensions.

Grid size and interpolation error. One can prove that for homogeneous boundary conditions $\left.f\right|_{\partial[0,1]} \equiv 0$, the number of required inner grid points ( $\boldsymbol{x}_{\ell, i} \in \Omega_{n, d}^{\mathrm{s}}$ where $\ell \geq 1$ ) grows like $\mathscr{O}\left(h_{n}^{-1}\left(\log _{2} h_{n}^{-1}\right)^{d-1}\right)$ [Bun04; Gar13], which is much less than the corresponding number $\mathscr{O}\left(\left(h_{n}^{-1}\right)^{d}\right)$ in the full grid case (see (2.15)). The $L^{2}$ error of the sparse grid interpolant $f_{n, d}^{s} \in V_{n, d}^{\mathrm{s}}$ using hat functions (still assuming homogeneous boundary conditions) decays like

$$
\begin{equation*}
\left\|f-f_{n, d}^{s}\right\|_{L^{2}}=\mathscr{O}\left(h_{n}^{2}\left(\log _{2} h_{n}^{-1}\right)^{d-1}\right) \tag{2.29}
\end{equation*}
$$

which is only slightly worse than the full grid error by the factor of $\left(\log _{2} h_{n}^{-1}\right)^{d-1}$ [Bun04; Gar13].


FIGURE 2.5 Regular sparse grid of level $n=3$ in two dimensions.

### 2.3.2 Dimensionally Adaptive Sparse Grids

The idea of dimensional adaptivity is to spend more grid points along specific dimensions depending on the objective function. Different criteria for the choice of dimensions exist, for example the maximal absolute value of the linear hierarchical surpluses. To incorporate dimensional adaptivity into sparse grids, one has to generalize the symmetric choice of subspaces in the definition of regular sparse grids to allow asymmetric preferences. Generally, function spaces $V^{s}$ and grid sets $\Omega^{s}$ of dimensionally adaptive sparse grids have the form

$$
\begin{equation*}
V^{s}=\bigoplus_{\ell \in L} W_{\ell}, \quad \Omega^{s}=\bigcup_{\ell \in L}^{\dot{~}}\left\{\boldsymbol{x}_{\ell, i} \mid i \in I_{\ell}\right\}, \tag{2.30}
\end{equation*}
$$

where $L$ is a downward closed set, i.e., a finite subset $L \subseteq \mathbb{N}_{0}^{d}$ for which $\forall_{\ell \in L} \forall_{\ell^{\prime} \leq \ell} \ell^{\prime} \in L$. Regular sparse grids are a special case by setting $L=\left\{\ell \in \mathbb{N}_{0}^{d} \mid\|\ell\|_{1} \leq n\right\}$.

Combination technique. The key advantage of dimensionally adaptive sparse grids over spatially adaptive approaches is the so-called combination technique. For regular

FIGURE 2.6
The combination technique combines nodal subspaces in a weighted sum to form a regular sparse grid space of level $n=3$ in two dimensions. The red subspaces ( $q=1$ in (2.31)) are subtracted from the sum of the green subspaces ( $q=0$ ).

sparse grids, one can show that the sparse grid interpolant $f_{n, d}^{s}$ can be written as

$$
\begin{equation*}
f_{n, d}^{s}=\sum_{q=0}^{d-1}(-1)^{q}\binom{d-1}{q} \sum_{\|\ell\|_{1}=n-q} \sum_{i=0}^{2^{\ell}} c_{\ell, i} \varphi_{\ell, i}, \tag{2.31}
\end{equation*}
$$

where the $c_{\ell, i} \in \mathbb{R}\left(\mathbf{i}=\mathbf{0}, \ldots, \mathbf{2}^{\ell}\right)$ are the interpolation coefficients on the full grid $\Omega_{\ell}$ of level $\ell$, i.e., $\forall_{i^{\prime}=0, \ldots, 2^{\ell}} \sum_{i=0}^{2^{\ell}} c_{\ell, i} \varphi_{\ell, i}\left(x_{\ell, i^{\prime}}\right)=f\left(\boldsymbol{x}_{\ell, i^{\prime}}\right)$ [Smo63; Zen91]. For general dimensionally adaptive sparse grids, a similar formula exists [Nob16]. The combination formula (2.31) splits the sparse grid interpolant into a weighted sum of full grid interpolants (see Fig. 2.6). In applications, each grid can be processed in parallel, drastically speeding up computations like the solution of partial differential equations (PDEs) [Hee18]. In addition, existing code working on nodal bases does not have to be rewritten in terms of implementing hierarchical functions, which means that the combination technique allows sparse grids to be employed in existing software in a minimally invasive way.

### 2.3.3 Spatially Adaptive Sparse Grids

Dimensional adaptivity does not suffice to resolve local features of the objective function. Especially in some applications, it is crucial for the interpolant to be highly accurate in specific regions of the domain. For instance in optimization, it is not necessary to have a small global interpolation error. Instead, high accuracy near the optima is important.


A Hierarchical splitting and grid point selection. The rectangles indicate again the support of the bivariate hat basis functions.


B Resulting spatially adaptive sparse grid.

FIGURE 2.7 Spatially adaptive sparse grid in two dimensions. More grid points were generated in the top right corner, which can help to resolve fine oscillations of the objective function.

This can be achieved by spatially adaptive sparse grids, on which this thesis focuses. Generally, their function spaces $V^{s}$ and grid sets $\Omega^{\mathrm{s}}$ have the form

$$
\begin{equation*}
V^{s}=\operatorname{span}\left\{\varphi_{\ell, i} \mid(\ell, i) \in K\right\}, \quad \Omega^{s}=\left\{\boldsymbol{x}_{\ell, i} \mid(\ell, \boldsymbol{i}) \in K\right\} \tag{2.32}
\end{equation*}
$$

where $K$ is a finite set of level-index pairs ( $\boldsymbol{\ell}, \boldsymbol{i}$ ) with $\boldsymbol{\ell} \in \mathbb{N}_{0}^{d}$ and $\boldsymbol{i} \in I_{\ell}$. An example for a spatially adaptive sparse grid is shown in Fig. 2.7.

Algorithms for sparse grids often make specific assumptions about $K$. If they are not met, then the algorithms do not produce the correct results. For example when working with hat functions $\varphi_{\ell, i}^{1}$, the grid should contain the hierarchical ancestors of every grid point. Otherwise, the so-called unidirectional principle [Bal94], which is used for instance to efficiently calculate hierarchical surpluses, does not hold in general. However, as we will see in Chap. 4, the unidirectional principle cannot be applied to B-splines of general degree, even if the hierarchical ancestors exist. Hence, for most of our considerations, we will not restrict the choice of $K$.

### 2.4 Boundary Treatment

One issue of regular sparse grids $\Omega_{n, d}^{s}$ is that the number of grid points still grows very fast with the level $n$ and the dimensionality $d$ [Pfl10]. This is mainly because the finest mesh size $h_{n}$ on the boundary of the domain $[0,1]$ is finer than the

## IN THIS SECTION

2.4.1 Sparse Grids with Coarser Boundaries (p. 41)
2.4.2 Sparse Grids Without Boundary Points and Modified Bases (p. 45) finest mesh size $h_{n-d+1}$ that can be found in the interior. If we define $\Omega_{n, d}^{s}$ as the set of interior grid points in $\Omega_{n, d}^{\mathrm{s}}{ }^{5}$ i.e.,

$$
\begin{equation*}
\left.\stackrel{\circ}{\Omega}_{n, d}^{\mathrm{s}}:=\Omega_{n, d}^{\mathrm{s}} \cap\right] \mathbf{0 , 1}\left[=\left\{\boldsymbol{x}_{\ell, i} \in \Omega_{n, d}^{\mathrm{s}} \mid \ell \geq \mathbf{1}\right\},\right. \tag{2.33}
\end{equation*}
$$

then the following relation about the number of grid points of $\Omega_{n, d}^{s}$ can be shown:
LEMMA 2.7 (number of regular sparse grid points)

$$
\begin{equation*}
\left|\Omega_{n, d}^{s}\right|=\sum_{q=0}^{d} 2^{q}\binom{d}{q}\left|\Omega_{n, d-q}^{s}\right| \tag{2.34}
\end{equation*}
$$

PROOF See [Bun04].
Here, we define zero-dimensional grids to contain exactly one grid point such that $\left|\AA_{n, 0}^{s}\right|=$

1. The number of interior grid points can be calculated as follows:

LEMMA 2.8 (number of interior regular sparse grid points)

$$
\begin{equation*}
\left|\Omega_{n, d}^{s}\right|=\sum_{q=0}^{n-d} 2^{q}\binom{d-1+q}{d-1} \tag{2.35}
\end{equation*}
$$

PROOF See [Bun04].
Intuitively, Lemma 2.7 splits the sparse grid $\Omega_{n, d}^{\mathrm{s}}$ into lower-dimensional sparse grids $\AA_{n, d-q}^{s}$ of the same level, but without boundary points. The factor $2^{q}\binom{d}{q}$ is the number of $(d-q)$-dimensional faces of the $d$-dimensional unit hyper-cube. In the three-dimensional example of Fig. 2.8, the unit cube $[0,1]^{3}$ decomposes into

- $2^{0}\binom{3}{0}=1$ interior cube $] 0,1\left[^{3}\right.$,
- $2^{1}\binom{3}{1}=6$ sides (two-dimensional faces) like $] 0,1\left[{ }^{2} \times\{0\}\right.$,
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FIGURE 2.8 Decomposition of the three-dimensional sparse grid $\Omega_{n, d}^{\mathrm{s}}(n=4, d=3)$ into lower-dimensional sparse sub-grids. The main axes (axis-parallel lines through $0.5 \cdot 1$, dashed) serve as a visual aid.

- $2^{2}\binom{3}{2}=12$ edges (one-dimensional faces) like $] 0,1[\times\{(0,0)\}$, and
- $2^{3}\binom{3}{3}=8$ corners (zero-dimensional faces) like ( $0,0,0$ ).

On each of these $(d-q)$-dimensional faces, the sparse grid $\Omega_{n, d}^{s}$ contains the interior of a sparse grid of level $n$ and dimensionality $d-q$, the size of which grows like $\mathscr{O}\left(2^{n} n^{d-q-1}\right)$. As the number of boundary faces increases exponentially with the dimensionality $d$, the size of $\Omega_{n, d}^{\mathrm{s}}$ quickly exhausts the available computational memory. To deal with this issue, there are mainly two solutions, which are described below.

### 2.4.1 Sparse Grids with Coarser Boundaries

Inserting boundary points at higher levels. The first solution is to insert the boundary level functions and grid points at a higher level than at level zero. A popular choice is the insertion at level one, which corresponds to

$$
\begin{equation*}
\Omega_{n, d}^{s(1)}:=\bigcup_{\ell \in L_{n, d}^{s(1)}}\left\{\boldsymbol{x}_{\ell, i} \mid i \in I_{\ell}\right\}, \quad L_{n, d}^{s(1)}:=\left\{\ell \in \mathbb{N}_{0}^{d} \mid\|\max (\ell, 1)\|_{1} \leq n\right\} \tag{2.36}
\end{equation*}
$$

where max is to be read coordinate-wise as usual. This choice is equivalent to treating zero-level components as level one in the subspace selection. This ensures that the finest mesh sizes in the interior of $[\mathbf{0}, \mathbf{1}]$ and on its boundary coincide to be $h_{n-d+1}$, which reduces the number of grid points on the boundary significantly.

Another solution that can be found in the literature of sparse grids with hat functions [Baa15] is to start with the "constant one" function on level zero with corresponding grid point 0.5 , then employ the two boundary functions and points on level one, and finally proceed as usual for the higher levels $\geq 2$. Apart from a constant shift of the resulting sparse grid levels, this is equivalent to inserting the boundary functions and points at level two. This solution leads to even less grid points than the previous approach, as now
the mesh size is finer in the interior of the domain than on the boundary. However, for very high dimensionalities this might still lead to computationally infeasible sparse grids.

Regular sparse grids with coarse boundary. We generalize these two solutions to the definition of a sparse grid $\Omega_{n, d}^{s(b)}$ that is equivalent to inserting the boundary functions and points at an arbitrary level $b \in \mathbb{N}$ :

## DEFINITION 2.9 (regular sparse grid with coarse boundary)

The regular sparse grid of level $n \in \mathbb{N}$, dimensionality $d \leq n$, and boundary parameter $b \in \mathbb{N}$ is defined as

$$
\begin{equation*}
\Omega_{n, d}^{s(b)}:=\bigcup_{\ell \in L_{n, d}^{s(b)}}\left\{x_{\ell, i} \mid i \in I_{\ell}\right\} \tag{2.37a}
\end{equation*}
$$

$$
L_{n, d}^{s(b)}:=\left\{\ell \in \mathbb{N}^{d} \mid\|\ell\|_{1} \leq n\right\}
$$

$$
\dot{\cup}\left(\left\{\ell \in \mathbb{N}_{0}^{d} \backslash \mathbb{N}^{d} \mid\|\max (\ell, 1)\|_{1} \leq n-b+1\right\} \cup\{0\}\right) .
$$

For convenience, we define $\Omega_{n, d}^{s(0)}:=\Omega_{n, d}^{\mathrm{s}}$.

The definition is motivated by partitioning the levels $\ell \in \mathbb{N}_{0}^{d}$ into interior levels $\left(\ell \in \mathbb{N}^{d}\right)$ and boundary levels $\left(\ell \in \mathbb{N}_{0}^{d} \backslash \mathbb{N}^{d}\right)$. By including the levels of the interior grid $\Omega_{n, d}^{s}$, the mesh size in the interior is the same as before $\left(h_{n-d+1}\right)$. Like in (2.36), we treat boundary levels as level one, but we subtract $b-1$ from the upper bound to ensure the correct mesh size $h_{n-d-b+2}$ on the boundary. We append $\mathbf{0}$ to the level set to ensure that at least the $2^{d}$ corner points are included in the resulting sparse grid. Note that this definition is consistent with $\underline{(2.36)}$ as $L_{n, d}^{s(b)}=\left\{\ell \in \mathbb{N}_{0}^{d} \mid\|\max (\ell, 1)\|_{1} \leq n\right\}$ for $b=1$. Examples of $\Omega_{n, d}^{s(b)}$ are shown in Fig. 2.9. The flip book animation in the bottom right corner of the odd-numbered pages of this thesis visualizes $\Omega_{n, d}^{s(b)}$ for $n=4, d=3$, and $b=1$.

The number of grid points of $\Omega_{n, d}^{s(b)}$ can be calculated as follows:
PROPOSITION 2.10 (number of regular sparse grid points with coarse boundary)

$$
\begin{equation*}
\left|\Omega_{n, d}^{s(b)}\right|=\left|\Omega_{n, d}^{s}\right|+\sum_{q=1}^{d} 2^{q}\binom{d}{q}\left|\AA_{n-q-b+1, d-q}^{s}\right|, \quad b \in \mathbb{N} \tag{2.38}
\end{equation*}
$$

PROOF See Appendix A.1.1.
As can be seen in Tab. 2.1 for three dimensions and in Tab. 2.2 for ten dimensions, the number of grid points decreases drastically for increasing values of $b$, especially when compared with $\Omega_{n, d}^{\mathrm{s}}=\Omega_{n, d}^{s(0)}$.

|  |  | $\left\|\Omega_{n, d}^{s(b)}\right\| / / \Omega_{n, d}^{\mathrm{s}} \mid$ |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
|  | $\left\|\AA_{n, d}^{\mathrm{s}}\right\|$ | $b=0$ | $b=1$ | $b=2$ | $b=3$ | $b=4$ | $b=5$ |  |
| $n=3$ | 1 | 123.0 | 27.0 | 9.00 | 9.00 | 9.00 | 9.00 |  |
| $n=4$ | 7 | 42.4 | 11.6 | 4.71 | 2.14 | 2.14 | 2.14 |  |
| $n=5$ | 31 | 22.7 | 7.3 | 3.39 | 1.84 | 1.26 | 1.26 |  |
| $n=6$ | 111 | 14.9 | 5.3 | 2.75 | 1.67 | 1.23 | 1.07 |  |
| $n=7$ | 351 | 10.9 | 4.3 | 2.37 | 1.55 | 1.21 | 1.07 |  |
| $n=8$ | 1023 | 8.5 | 3.6 | 2.13 | 1.47 | 1.19 | 1.07 |  |
| $n=9$ | 2815 | 7.0 | 3.2 | 1.96 | 1.41 | 1.17 | 1.07 |  |
| $n=10$ | 7423 | 6.0 | 2.9 | 1.83 | 1.36 | 1.16 | 1.06 |  |

TABLE 2.1 For $d=3$ : Grid size of the interior grid $\AA_{n, d}^{s}$ (second column) and ratios $\left|\Omega_{n, d}^{s(b)}\right| /\left|\Omega_{n, d}^{s}\right|$ (beginning with the third column) of the sizes of the grid $\Omega_{n, d}^{s(b)}$ with boundary points to the size of the interior grid of the same level. The table starts with the first level $n=3$ for which the interior grid $\Omega_{n, d}^{\mathrm{s}}$ is not empty.

|  |  |  | $\left\|\Omega_{n, d}^{s(b)}\right\| /\left\|\Omega_{n, d}^{s}\right\|$ |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
|  | $\left\|\Omega_{n, d}^{s}\right\|$ | $b=0$ | $b=1$ | $b=2$ | $b=3$ | $b=4$ | $b=5$ |  |
| $n=10$ | 1 | $3.3 \cdot 10^{8}$ | 59049 | 1025 | 1025.0 | 1025.0 | 1025.0 |  |
| $n=11$ | 21 | $4.3 \cdot 10^{7}$ | 21558 | 2813 | 49.8 | 49.8 | 49.8 |  |
| $n=12$ | 241 | $1.0 \cdot 10^{7}$ | 10046 | 1879 | 246.0 | 5.2 | 5.2 |  |
| $n=13$ | 2001 | $3.4 \cdot 10^{6}$ | 5407 | 1211 | 227.2 | 30.5 | 1.5 |  |
| $n=14$ | 13441 | $1.3 \cdot 10^{6}$ | 3213 | 806 | 181.1 | 34.7 | 5.4 |  |
| $n=15$ | 77505 | $6.2 \cdot 10^{5}$ | 2054 | 558 | 140.6 | 32.2 | 6.8 |  |
| $n=16$ | 397825 | $3.1 \cdot 10^{5}$ | 1390 | 401 | 109.5 | 28.2 | 7.1 |  |
| $n=17$ | 1862145 | $1.7 \cdot 10^{5}$ | 984 | 298 | 86.5 | 24.2 | 6.8 |  |

TABLE 2.2 For $d=10$ : Grid size of the interior grid $\AA_{n, d}^{s}$ (second column) and ratios $\left|\Omega_{n, d}^{s(b)}\right| /\left|\Omega_{n, d}^{s}\right|$ (beginning with the third column) of the sizes of the grid $\Omega_{n, d}^{s(b)}$ with boundary points to the size of the interior grid of the same level. The table starts with the first level $n=10$ for which the interior grid $\Omega_{n, d}^{\mathrm{s}}$ is not empty.

```
function \(L_{n, d}^{s(b)}=\) computeSGCoarseBoundary \((n, d, b)\)
    \(L^{(1)} \leftarrow\{0,1, \ldots, n-d+1\} \quad m \not\) one-dimensional grid
    for \(t=2, \ldots, d\) do
        \(L^{(t)} \leftarrow \emptyset \quad m\) t-dimensional grid
        for \(\ell \in L^{(t-1)}\) do
            if \(\|\max (\ell, 1)\|_{1} \leq n-d+t-b\) or \(\boldsymbol{\ell}=\mathbf{0}\) then
                \(L^{(t)} \leftarrow L^{(t)} \cup\{(\ell, 0)\} \quad\) m add corners (with \((\ell, 0):=\left(\ell_{1}, \ldots, \ell_{t-1}, 0\right)\) )
            if \(\ell \in \mathbb{N}^{t-1}\) then
                    \(\ell^{*} \leftarrow n-d+t-\|\ell\|_{1} \quad m\) add interior points
            else
                \(\ell^{*} \leftarrow n-d+t-b+1-\|\max (\ell, 1)\|_{1} \quad \leadsto \rightarrow\) add boundary points
            \(L^{(t)} \leftarrow L^{(t)} \cup\left\{\left(\ell, \ell_{t}\right) \mid \ell_{t}=1, \ldots, \ell^{*}\right\} \quad \rightsquigarrow \rightarrow \operatorname{with}\left(\ell, \ell_{t}\right):=\left(\ell_{1}, \ldots, \ell_{t-1}, \ell_{t}\right)\)
    \(L_{n, d}^{s(b)} \leftarrow L^{(d)}\)
```

ALGORITHM 2.1 Generation of the sparse grid $\Omega_{n, d}^{s(b)}$ with coarse boundary. Inputs are the level $n \in \mathbb{N}$, the dimensionality $d \leq n$, and the boundary parameter $b \in \mathbb{N}$. Output is the level set $L_{n, d}^{s(b)}$ that corresponds to $\Omega_{n, d}^{\mathrm{s}(b)}$.

Algorithm 2.1 shows how to generate the necessary set of hierarchical levels. Its correctness can be formally proven with the following invariant:

PROPOSITION 2.11 (invariant of SG generation with coarse boundary)
After iteration $t$ of Alg. $2.1(t=1, \ldots, d)$, it holds

$$
\begin{align*}
L^{(t)}= & \left\{\boldsymbol{\ell} \in \mathbb{N}^{t} \mid\|\boldsymbol{\ell}\|_{1} \leq n-d+t\right\} \\
& \dot{\cup}\left(\left\{\boldsymbol{\ell} \in \mathbb{N}_{0}^{t} \backslash \mathbb{N}^{t} \mid\|\max (\boldsymbol{\ell}, \mathbf{1})\|_{1} \leq n-d+t-b+1\right\} \cup\{\mathbf{0}\}\right) . \tag{2.39}
\end{align*}
$$

PROOF See Appendix A.1.2.
COROLLARY 2.12 Algorithm 2.1 is correct.

PROOF Follows immediately from Prop. 2.11 by setting $t=d$, as then (2.39) becomes (2.37b) from Def. 2.9 (regular sparse grid with coarse boundary).

Hierarchization and other algorithms. An important implication of the regular sparse grids $\Omega_{n, d}^{s(b)}$ as defined in Def. 2.9 is that, in general, the unidirectional principle cannot be directly applied anymore. For example, this is relevant when calculating hierarchical surpluses for the hat function basis. As we mostly deal with B-splines, for which the unidirectional principle cannot be applied even on regular sparse grids, this issue is not important in the scope of this thesis.


FIGURE 2.9 Sparse grids $\Omega_{n, d}^{s(b)}$ of level $n=4$ in two and three dimensions for different values of the boundary parameter $b$. For constant $d$ and $n$, the points in the interior of $[\mathbf{0}, \mathbf{1}]$ (black) are the same, while the points on the boundary of $[\mathbf{0}, \mathbf{1}]$ (blue) become coarser for increasing values of $b$. The main axes (axis-parallel lines through $0.5 \cdot 1$, dashed) serve as a visual aid.

However, it is possible to calculate the hierarchical surpluses of hat functions on $\Omega_{n, d}^{s(b)}$ in a three-step algorithm. First, we compute the surpluses of the boundary grid $\Omega_{n, d}^{s(b)} \backslash \Omega_{n, d}^{s}$. Second, we subtract the values of the resulting "boundary interpolant" at the inner grid points $\Omega_{n, d}^{s}$. Third, we calculate the surpluses of the inner grid points as usual with the unidirectional principle. As the corresponding "inner interpolant" vanishes on the boundary, this does not influence the interpolated values in the first step.

### 2.4.2 Sparse Grids Without Boundary Points and Modified Bases

Omitting boundary points. The second solution to reduce the number of grid points on the boundary is to omit the boundary points and the basis functions altogether. For the hat function basis $\varphi_{\ell, i}^{1}$, this is a feasible option if the objective function $f:[\mathbf{0}, \mathbf{1}] \rightarrow \mathbb{R}$ satisfies homogeneous boundary conditions $\left.f\right|_{\partial[0,1]} \equiv 0$, as $\varphi_{\ell, i}^{1}$ vanishes on the boundary if and only if $\ell \geq 1$, i.e., if the basis function corresponds to an inner grid point. Consequently, the surpluses corresponding to boundary points vanish for a grid with boundary points and homogeneous boundary conditions, implying that these points can be removed from the grid.

FIGURE 2.10
Modified hierarchical hat functions $\varphi_{\ell^{\prime}, i^{\prime}}^{1, \bmod }\left(\ell^{\prime} \leq \ell, i^{\prime} \in\right.$ $I_{\ell^{\prime}}$ ) up to level $\ell=3$.




Modified linear basis. Of course, this approach is not viable for functions with non-zero boundary values or general hierarchical bases, making it necessary to change the basis. For hat functions, Pflüger modified the leftmost and rightmost univariate basis function of each level (with indices $i=1$ and $i=2^{\ell}-1$ respectively) such that the modified functions extrapolate the inner values linearly towards the boundary [Pfl10]. The basis function on level one is replaced by the "constant one" function. All other basis functions remain unchanged. The resulting modified hat functions $\varphi_{\ell, i}^{1, \text { mod }}:[0,1] \rightarrow \mathbb{R}$ are shown in Fig. 2.10 and defined as follows:

$$
\varphi_{\ell, i}^{1, \bmod }(x):=\left\{\begin{array}{lll}
1, & \ell=1, & i=1  \tag{2.40}\\
\max \left(2-\frac{x}{h_{\ell}}, 0\right), & \ell \geq 2, & i=1 \\
\varphi_{\ell, i}^{1}(x), & \ell \geq 2, & i \in I_{\ell} \backslash\left\{1,2^{\ell}-1\right\} \\
\varphi_{\ell, 1}^{1, \bmod }(1-x), & \ell \geq 2, & i=2^{\ell}-1
\end{array}\right.
$$

The modified linear basis provides "reasonable" boundary values without the need to insert basis functions and grid points on the boundary. For other bases such as B-splines, similar modifications are possible, which we will discuss when we introduce the corresponding unmodified functions (see Chapters 3 and 4).

# Hierarchical B-Splines 

$B$-splines are not enough!

- In a talk at the 2017 SIAM Conference on Computational Science and Engineering

Piecewise linear "hat functions" $\varphi_{\ell, i}^{1}$, which served in the previous chapter as the motivation to define sparse grids for arbitrary tensor product basis functions, are not continuously differentiable. This has two implications. First, the approximation order of hat functions is lower than the order of other basis function types such as higher-degree splines [Sic11] or the piecewise polynomial basis by Bungartz [Bun98]. Second, we cannot compute globally continuous gradients of the interpolant of a smooth objective function if we use non-smooth basis functions ${ }^{1}$. However, the availability of continuous gradients is crucial in gradient-based optimization, which is highly important in the scope of simulation technology (see Chap. 1) and which we target in this thesis. In this chapter, we define the hierarchical and higher-order B-spline basis as a generalization of the well-known hat functions to obtain both higher-order approximations and continuous derivatives.

The first to study B-splines was Schoenberg in 1946 [Schoenb46], but he claimed that they had already been known to Laplace [Boor76]. It was also Schoenberg who

[^4]coined the term "B-splines," which is short for "basis splines" [Schoenb67]. De Boor pioneered B-splines, developed basic algorithms, and proved fundamental theoretical results [Boor72]. Research and industry recognized the possibilities of B-splines when the finite element method (FEM) emerged in the 1960s. The FEM remains one of the driving forces behind the research of B-splines [Höl03] as the recent rise of isogeometric analysis (IGA) shows [Cot09; Höl12]. Researchers have also applied B-splines to geometric modeling with non-uniform rational B-splines (NURBS) [Coh01; Höl13], financial mathematics [Pfl10], molecular and atomic physics [Bac01; McC04], and numerous other scientific and industrial areas [Vale12; Mar17]. Theoretical and practical aspects of B-splines on sparse grids have also been studied before [Pan08; Pfl10; Sic11; Vale16].

In this chapter, we define hierarchical B-splines on sparse grids. The chapter is divided into two sections: First, we define hierarchical B-splines for both uniform and non-uniform knot sequences in Sec. 3.1. Second, we learn in Sec. 3.2 that the boundary behavior of the standard uniform B-spline basis is problematic. Incorporating not-aknot boundary conditions into the B-spline basis mitigates the problems caused by the boundary behavior.

Section 3.1.1 is a repetition of the definition of nodal B-splines [Höl03; Höl13] and hierarchical B-splines [Pfl10; Vale14]. Original contributions of the thesis in this chapter are the proof of the linear independence of hierarchical B-splines in Sec. 3.1.2 (improved version of [Vale14], published in [Vale16]), the modified hierarchical Clenshaw-Curtis B-splines in Sec. 3.1.4, and the hierarchical not-a-knot B-spline basis in Sec. 3.2.

### 3.1 Uniform and Non-Uniform Hierarchical B-Splines

In this section, we mainly follow the presentation of [Pfl10; Vale14; Vale16] to define hierarchical B-splines starting from the well-known nodal B-spline basis [Höl03; Höl13; Qua16]. Note that thanks to the groundwork laid in Chap. 2, especially Lemma 2.1 (linear independence of tensor products) and Prop. 2.5 (from univariate to multivariate splitting), it suffices to study the univariate case of all bases that will be defined in the rest of this thesis. The multivariate case is treated canonically by tensor products.


### 3.1.1 Uniform Hierarchical B-Splines

Cardinal B-splines. The cardinal B-spline $b^{p}: \mathbb{R} \rightarrow \mathbb{R}$ of degree $p \in \mathbb{N}_{0}$ is defined by

$$
b^{p}(x):= \begin{cases}\int_{0}^{1} b^{p-1}(x-y) \mathrm{d} y, & p \geq 1  \tag{3.1}\\ \chi_{[0,1[ }(x), & p=0\end{cases}
$$

where $\chi_{[0,1[ }$ is the characteristic function of the half-open unit interval [0, 1 (see [Höl13]). The cardinal B-spline $b^{p}$ has the following properties [Höl03], which are shown in Fig. 3.1:

1. Compact support: The support of $b^{p}$ is given by supp $b^{p}=[0, p+1]$.
2. Bounds and symmetry: The cardinal B-spline $b^{p}$ is non-negative and bounded from above by one. It is symmetric with respect to $x=\frac{p+1}{2}$, i.e., $b^{p}(x)=b^{p}(p+1-x)$.
3. Recursion: The cardinal B-spline $b^{p}(p \geq 1)$ satisfies the following recurrence relation (which can be used as an alternative definition):

$$
\begin{equation*}
b^{p}(x)=\frac{x}{p} b^{p-1}(x)+\frac{p+1-x}{p} b^{p-1}(x-1) . \tag{3.2}
\end{equation*}
$$

4. Spline: On every knot interval $\left[k, k+1\left[\right.\right.$ for $k=0, \ldots, p, b^{p}$ is a polynomial of degree $p$, i.e., $b^{p}$ is a spline of degree $p$ (piecewise polynomial).
5. Derivative: At the knots $k=0, \ldots, p+1, b^{p}$ is ( $p-1$ ) times continuously differentiable (if $p \geq 1$ ). The derivative can be computed by differentiating (3.1):

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x} b^{p}(x)=b^{p-1}(x)-b^{p-1}(x-1), \quad x \in \mathbb{R} \tag{3.3}
\end{equation*}
$$

6. Integral: The B-spline $b^{p}$ has unit integral, i.e., $\int_{\mathbb{R}} b^{p}(x) \mathrm{d} x=1$.
7. Convolution: The integral in the definition of $b^{p}$ is the convolution $b^{p-1} * b^{0}$ of the $B$-spline $b^{p-1}$ of degree $p-1$ with the $B$-spline $b^{0}$ of degree zero.
8. Generalization: As a special case, $b^{1}$ is a hat function, interpolating the data $\left\{\left(k, \delta_{k, 1}\right) \mid\right.$ $k \in \mathbb{Z}\}$. For $p \rightarrow \infty$, the normalized cardinal B-splines converge pointwise to the standard Gaussian function $b^{\infty}(x):=(2 \pi)^{-1 / 2} \exp \left(-x^{2} / 2\right)$ [Uns92]: ${ }^{2}$

$$
\begin{equation*}
\lim _{p \rightarrow \infty} c^{p} b^{p}\left(c^{p} x+\frac{p+1}{2}\right)=b^{\infty}(x), \quad c^{p}:=\sqrt{\frac{p+1}{12}}, \quad x \in \mathbb{R} . \tag{3.4}
\end{equation*}
$$

[^5]

FIGURE 3.1 Eight properties of cardinal B-splines using the quadratic case $p=2$ as an example.

1. $b^{p}$ is compactly supported on $[0, p+1]$.
2. $b^{p}$ is symmetric and $0 \leq b^{p} \leq 1$.
3. $b^{p}$ is a weighted combination of $b^{p-1}$ (blue) and $b^{p-1}(\cdot-1)$ (red).
4. $b^{p}$ is a piecewise polynomial of degree $p$.
5. $\frac{\mathrm{d}}{\mathrm{d} x} b^{p}$ (dashed) is the difference of $b^{p-1}$ (blue) and $b^{p-1}(\cdot-1)$ (red).
6. $b^{p}$ has unit integral.
7. $b^{p}$ is the convolution of $b^{p-1}$ (blue) and $b^{0}$.
8. Hat function (blue) and Gaussian function (red) are special cases of $b^{p}$.


The cardinal B-splines of the first degrees are shown in Fig. 3.2. Due to the convolution property, cardinal B-splines of degree $p \geq 2$ are "smoothed versions" of the hat function. This is shown in the flip book animation in the bottom left corner of the even-numbered pages of this thesis.

Definition of uniform hierarchical B-splines. As for the hat functions in Chap. 2, we can use the cardinal B-spline $b^{p}$ as a "parent function" to define the uniform hierarchical B-spline $\varphi_{\ell, i}^{p}:[0,1] \rightarrow \mathbb{R}$ of level $\ell \in \mathbb{N}_{0}$ and index $i \in I_{\ell}$ via an affine parameter transformation [Pfl10]:

$$
\begin{equation*}
\varphi_{\ell, i}^{p}(x):=b^{p}\left(\frac{x}{h_{\ell}}+\frac{p+1}{2}-i\right) . \tag{3.5}
\end{equation*}
$$

The support of $\varphi_{\ell, i}^{p}$ is given by $\operatorname{supp} \varphi_{\ell, i}^{p}=[0,1] \cap\left[x_{\ell, i-(p+1) / 2}, x_{\ell, i+(p+1) / 2}\right]$. The hat function basis $\varphi_{\ell, i}^{1}$ defined in (2.3) is a special case of (3.5) for $p=1$, which allows us to use the same notation $\varphi_{\ell, i}^{p}$ for both. Note that due to the translation invariance of $\varphi_{\ell, i}^{p}$ i.e., the basis functions are the same up to scaling and translation), it suffices to precompute and implement the polynomial pieces of $b^{p}$ to enable evaluations of all hierarchical B-splines $\varphi_{\ell, i}^{p}\left(\ell \in \mathbb{N}_{0}, i \in I_{\ell}\right)$.

Odd and even degrees. In this thesis, we will only allow odd degrees $p=1,3,5, \ldots$ for hierarchical B-splines. Many theoretical considerations fail for even degrees. The basic reason is that for odd degrees, the knots of $\varphi_{\ell, i}^{p}$ coincide with the grid points [Vale14]

$$
\begin{equation*}
x_{\ell, i-(p+1) / 2}, \quad \ldots, \quad x_{\ell, i}, \quad \ldots, \quad x_{\ell, i+(p+1) / 2} \tag{3.6}
\end{equation*}
$$

For even degrees $p$, the knots of $\varphi_{\ell, i}^{p}$ lie exactly in the middle between two subsequent grid points:

$$
\begin{equation*}
x_{\ell, i-p / 2}-\frac{h_{\ell}}{2}, \quad \ldots, \quad x_{\ell, i}-\frac{h_{\ell}}{2}, \quad x_{\ell, i}+\frac{h_{\ell}}{2}, \quad \ldots, \quad x_{\ell, i+p / 2}+\frac{h_{\ell}}{2} . \tag{3.7}
\end{equation*}
$$



FIGURE 3.3 Univariate nodal and hierarchical cubic B-splines $(p=3)$ up to level $\ell=3$. When restricting all functions to $D_{\ell}^{p}$ (thick black line), the nodal space $\left.V_{\ell}^{p}\right|_{D_{\ell}^{p}}$ decomposes into the direct sum of the hierarchical subspaces $\left.W_{\ell^{\prime}}^{p}\right|_{D_{\ell}^{p}}\left(\ell^{\prime} \leq \ell\right)$.

This fact has many adverse implications on the hierarchical basis. The most crucial implication is that for even degrees $p$, the hierarchical splitting (2.20) does not hold. Furthermore, we would not be able to define non-uniform hierarchical B-splines as simple as for odd degrees and fundamental splines would not be defined at all (as we will see in Sec. 4.4.3). Additionally, odd degrees include the hat function case ( $p=1$ ) and the most commonly applied cubic degree ( $p=3$ ). Therefore, it is reasonable to restrict ourselves to odd degrees for the rest of the thesis.

### 3.1.2 Non-Uniform B-Splines and Proof of the Hierarchical Splitting

Non-uniform B-splines and spline space. With the hierarchical B-splines $\varphi_{\ell, i}^{p}$, we can define the nodal spaces $V_{\ell}^{p}$ and hierarchical subspaces $W_{\ell}^{p}$ as in Chap. 2. However, in order for the hierarchical splitting $\underline{(2.20)}$ to be correct, we have to prove that the conditions of Lemma 2.2 (univariate hierarchical splitting characterization) are satisfied. To investigate how the nodal space $V_{\ell}^{p}$ looks like, we introduce the notion of non-uniform B-splines.

DEFINITION 3.1 (non-uniform B-splines)
Let $m, p \in \mathbb{N}_{0}$ and $\xi=\left(\xi_{0}, \ldots, \xi_{m+p}\right)$ be an increasing sequence of real numbers (knot sequence). For $k=0, \ldots, m-1$, the (non-uniform) $B$-spline $b_{k, \xi}^{p}$ of degree $p$ with knots $\xi$ and index $k$ is defined by the Cox-de Boor recurrence [Cox72; Boor72; Höl13]

$$
b_{k, \xi}^{p}(x):= \begin{cases}\frac{x-\xi_{k}}{\xi_{k+p}-\xi_{k}} b_{k, \xi}^{p-1}(x)+\frac{\xi_{k+p+1}-x}{\xi_{k+p+1}-\xi_{k+1}} b_{k+1, \xi}^{p-1}(x), & p \geq 1  \tag{3.8}\\ \chi_{\left[\xi_{k}, \xi_{k+1}\right.}(x), & p=0\end{cases}
$$

Note that when choosing $\xi=(0,1, \ldots, p+1)$ and $k=0$, we obtain the cardinal B-spline $b^{p}$. Definition 3.1 can be used to characterize the nodal space $V_{\ell}^{p}$ :

## PROPOSITION 3.2 (spline space)

Let $\xi=\left(\xi_{0}, \ldots, \xi_{m+p}\right)$ be a knot sequence. Then, the $B$-splines $b_{k, \xi}^{p}(k=0, \ldots, m-1)$ form a basis of the spline space

$$
\begin{equation*}
S_{\xi}^{p}:=\operatorname{span}\left\{b_{k, \xi}^{p} \mid k=0, \ldots, m-1\right\} . \tag{3.9}
\end{equation*}
$$

$S_{\xi}^{p}$ contains exactly those functions that are continuous on $D_{\xi}^{p}:=\left[\xi_{p}, \xi_{m}\right]$, polynomials of degree $\leq p$ on every knot interval $\left[\xi_{k}, \xi_{k+1}\left[\right.\right.$ in $D_{\xi}^{p}(k=p, \ldots, m-1)$ and at least $(p-1)$ times continuously differentiable at every knot $\xi_{k}$ in the interior of $D_{\xi}^{p}(k=$ $p+1, \ldots, m-1)$.

## PROOF See [Höl13].

This proposition gives the reason for the letter "B" in "B-splines," which stands for "basis" (of the space of splines) [Schoenb67]. One example of a knot sequence and the corresponding B-splines is given in Fig. 3.4. The key observation is that B-splines of a knot sequence $\xi$ do not form a basis of the spline space on the union $\left[\xi_{0}, \xi_{m+p}\right.$ ] of the $B$-spline supports. Instead, they form a basis of the spline space on a proper sub-interval $D_{\xi}^{p}$. Intuitively, for every point in $D_{\xi}^{p}$ that is not a knot, exactly $p+1 \mathrm{~B}$-splines must be relevant (i.e., non-zero) to uniquely span the spline space, as on every knot interval, the spline is a polynomial of degree $\leq p$ and therefore, there must be $p+1$ degrees of freedom. Outside of $D_{\xi}^{p}$, there are too few relevant B-splines to span the spline space. This fact, which is shown in Fig. 3.5, forces us to restrict the nodal space and the hierarchical subspaces to $D_{\xi}^{p}$ :


FIGURE 3.4 Knot sequence $\boldsymbol{\xi}=\left(\xi_{0}, \ldots, \xi_{m+p}\right)$ with the corresponding $m=7$ non-uniform cubic B-splines $b_{k, \xi}^{p}(k=0, \ldots, m-1, p=3)$. On $D_{\xi}^{p}$ (thick line, delimited by dashed lines), which starts with the last knot interval of the first B -spline $b_{0, \xi}^{p}$ and ends with the first knot interval of the last B-spline $b_{m-1, \xi}^{p}$, the B-splines span the spline space $S_{\xi}^{p}$. Elements of this space are splines $s: D_{\xi}^{p} \rightarrow \mathbb{R}$ (black line), which are linear combinations $s=\sum_{k=0}^{m-1} c_{k} b_{k, \xi}^{p}$ of the B-splines.


FIGURE 3.5 Uniform knot sequence $\xi_{\ell}^{p}$ (ticks on horizontal axis) and corresponding nodal cubic B-splines $(p=3)$ of level $\ell=3$. In the domain [ 0,1 ] (delimited by dashed lines), the grid points $\Omega_{\ell}$ (blue dots) coincide with the B-spline knots. The spline interpolation domain $D_{\ell}^{p}:=D_{\xi_{\ell}^{p}}^{p}$ (thick line) is only a proper subset of $[0,1]$.

COROLLARY 3.3 (nodal B-spline space)
The restricted nodal B-splines $\left.\varphi_{\ell, i}^{p}\right|_{D_{\ell}^{p}}\left(i=0, \ldots, 2^{\ell}\right)$ of level $\ell \in \mathbb{N}_{0}$ are a basis of the spline space $S_{\xi_{\ell}^{p}}^{p}$, where

$$
\begin{equation*}
\xi_{\ell, k}^{p}:=\left(k-\frac{p+1}{2}\right) h_{\ell}, \quad k=0, \ldots, m+p, \quad m:=2^{\ell}+1 \tag{3.10a}
\end{equation*}
$$

$$
\begin{equation*}
D_{\ell}^{p}:=\left[\frac{p-1}{2} h_{\ell}, 1-\frac{p-1}{2} h_{\ell}\right] \tag{3.10b}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\left.V_{\ell}^{p}\right|_{D_{\ell}^{p}}=S_{\ell}^{p}:=S_{\xi_{\ell}^{p}}^{p} . \tag{3.11}
\end{equation*}
$$

PROOF We have $\varphi_{\ell, i}^{p}=b_{i, \xi_{\ell}^{p}}^{p}$ for $i=0, \ldots, m-1$, as the B-splines on both sides have the same knots. The assertions now follow from Prop. 3.2 (spline space).

Note that $D_{\ell}^{p}$ might contain only a single point or even be empty, if $p$ is too large or $\ell$ is too small. However, the corresponding B -splines $\varphi_{\ell, i}^{p}$ are still linearly independent on $[0,1]$ (see [Höl13]). Similarly, the corollary also implies that the hierarchical functions $\varphi_{\ell, i}^{p}$ of level $\ell\left(i \in I_{\ell}\right)$ are linearly independent on $[0,1]$.

Hierarchical splitting for uniform B-splines. We can use Prop. 3.2 and Cor. 3.3 to prove the hierarchical splitting for the uniform B-spline basis [Vale16].

LEMMA 3.4 (hierarchical B-splines in nodal space)
The restricted hierarchical subspaces $\left.W_{\ell^{\prime}}^{p}\right|_{D_{\ell}^{p}}\left(\ell^{\prime} \leq \ell\right)$ are subspaces of the restricted nodal space $\left.V_{\ell}^{p}\right|_{D_{\ell}^{p}}$.

PROOF Every function $\varphi_{\ell^{\prime}, i^{\prime}}^{p}\left(i^{\prime} \in I_{\ell^{\prime}}\right)$ is continuous on $D_{\ell}^{p}$, a polynomial of degree $\leq p$ on every knot interval of $\xi_{\ell}^{p}$ (due to $p$ odd), and at the knots themselves at least ( $p-1$ ) times continuously differentiable. Proposition 3.2 implies $\varphi_{\ell^{\prime}, i^{\prime}}^{p} \in S_{\ell}^{p}$ and from Cor. 3.3, it follows $\left.\varphi_{\ell^{\prime}, i^{\prime}}^{p} \in V_{\ell}^{p}\right|_{D_{\ell}^{p}}$. As the functions $\varphi_{\ell^{\prime}, i^{\prime}}^{p}\left(i^{\prime} \in I_{\ell^{\prime}}\right)$ span $\left.W_{\ell^{\prime}}^{p}\right|_{D_{\ell}^{p}}$, we can conclude $\left.\left.W_{\ell^{\prime}}^{p}\right|_{D_{\ell}^{p}} \subseteq V_{\ell}^{p}\right|_{D_{\ell}^{p}}$.

It is crucial to note that this lemma does not hold for even $p$, as the knots of the B-splines of level $\ell-1$ are not contained in the knots of level $\ell$. This implies that in general, $\left.W_{\ell-1}^{p}\right|_{D_{\ell}^{p}}$ is not contained in $\left.V_{\ell}^{p}\right|_{D_{\ell}^{p}}$ for even degrees $p$. Therefore, the hierarchical splitting equation (2.20) does not hold.

PROPOSITION 3.5 (hierarchical B-splines are linearly independent)
The hierarchical B-splines $\varphi_{\ell^{\prime}, i^{\prime}}^{p}\left(\ell^{\prime} \leq \ell, i^{\prime} \in I_{\ell^{\prime}}\right)$ are linearly independent.

PROOF See Appendix A.2.1.
Although we have to restrict all functions and spaces to $D_{\ell}^{p}$, Lemma 2.2 (univariate hierarchical splitting characterization) is still applicable to prove that the hierarchical splitting equation (2.20) is correct for hierarchical B-splines:

## COROLLARY 3.6 (hierarchical splitting for uniform B-splines)

The hierarchical splitting (2.20) holds for the hierarchical B-spline basis if restricting all functions to $D_{\ell}^{p}$ :

$$
\begin{equation*}
S_{\ell}^{p}=\left.V_{\ell}^{p}\right|_{D_{\ell}^{p}}=\left.\bigoplus_{\ell^{\prime}=0}^{\ell} W_{\ell^{\prime}}^{p}\right|_{D_{\ell}^{p}} . \tag{3.12}
\end{equation*}
$$

PROOF Analogously to the proof of Lemma 2.2 (univariate hierarchical splitting characterization) and apply Cor. 3.3 (nodal B-spline space).

This corollary is also visualized in Fig. 3.3. We can now proceed to define multivariate nodal spaces $V_{\ell}^{p}$, multivariate hierarchical subspaces $W_{\ell}^{p}$, and sparse grid spaces $V_{n, d}^{s, p}$ as in Chap. 2. Note that it is possible to choose different degrees $p_{t}$ for different dimensions $t=1, \ldots, d$, since the hierarchical splitting (2.22) does not require the bases in each dimension to be the same. Consequently, we can define degree-dimension-adaptive (socalled $h p$-adaptive) sparse grids $V_{n, d}^{\mathrm{s}, p}$ for arbitrary odd degree vectors $\boldsymbol{p}$.

In the course of this thesis, we will derive multiple variations of the standard hierarchical B-spline basis. We will not repeat formal proofs of the hierarchical splitting equation (2.20) (i.e., verifying the two conditions of Lemma 2.2) for each of theses bases for the sake of brevity. The idea of the proof of Prop. 3.5, which is inductively exploiting the smoothness conditions given by B-splines of previous levels, can be transferred to similar B-spline bases.

### 3.1.3 Modification

Marsden's identity. Similar to the piecewise linear case in Sec. 2.4.2, Pflüger defined modified hierarchical B-splines to obtain reasonable values on the boundary without having to place grid points there [Pfl10]. The main motivation is to define basis functions
$\varphi_{\ell, i}^{p, \text { mod }}$ that satisfy natural boundary conditions, i.e.,

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} \varphi_{\ell, i}^{p, \bmod }(x)=0, \quad x \in \partial[0,1]=\{0,1\} \tag{3.13}
\end{equation*}
$$

Originally, this requirement stems from financial problems [Pfl10]. For the left boundary, (3.13) can be satisfied by modifying the left-most function $\varphi_{\ell, 1}^{p}$ such that $\varphi_{\ell, 1}^{p, \text { mod }}(x)=2-\frac{x}{h_{\ell}}$ is a linear polynomial when $x$ is "near" the boundary. As in [Pfl10], we append $\varphi_{\ell, 1}^{p}$ with B-splines $\varphi_{\ell, i}^{p}$ with index $i \leq 0$ and use Marsden's identity to compute the corresponding coefficients. The identity enables us to explicitly compute the B-spline coefficients of an arbitrary polynomial of degree $\leq p$ by giving an explicit formula for the B-spline coefficients of shifted monomials $(\cdot-y)^{p}$. Interestingly, the coefficients are polynomials themselves (in $y$ ):

LEMMA 3.7 (Marsden's identity)
Let $p \in \mathbb{N}_{0}$ and $\xi=\left(\xi_{0}, \ldots, \xi_{m+p}\right)$ be a knot sequence. Then, for all $x \in D_{\xi}^{p}$ and $y \in \mathbb{R}$,

$$
\begin{equation*}
(x-y)^{p}=\sum_{k=0}^{m-1}\left[\left(\xi_{k+1}-y\right) \cdots\left(\xi_{k+p}-y\right)\right] b_{k, \xi}^{p}(x) \tag{3.14}
\end{equation*}
$$

PROOF See [Höl13].

Modified hierarchical B-splines. By extending the sum in Marsden's identity to $i \in \mathbb{Z}$ and comparing the coefficients of $y^{p}$ and $y^{p-1}$ of both sides, we obtain representations for the first two monomials:

$$
\begin{equation*}
1=\sum_{i \in \mathbb{Z}} \varphi_{\ell, i}^{p}(x), \quad x=\sum_{i \in \mathbb{Z}} x_{\ell, i} \varphi_{\ell, i}^{p}(x), \quad x \in \mathbb{R} . \tag{3.15}
\end{equation*}
$$

This can be used to derive a definition for $\varphi_{\ell, i}^{p, \text { mod }}$ :

$$
\begin{equation*}
2-\frac{x}{h_{\ell}}=2 \sum_{i \in \mathbb{Z}} \varphi_{\ell, i}^{p}(x)-\frac{1}{h_{\ell}} \sum_{i \in \mathbb{Z}} x_{\ell, i} \varphi_{\ell, i}^{p}(x)=\sum_{i \in \mathbb{Z}}(2-i) \varphi_{\ell, i}^{p}(x), \quad x \in \mathbb{R} . \tag{3.16}
\end{equation*}
$$

Note that only the B-splines with $i \geq 1-\frac{p+1}{2}$ are relevant for the unit interval as all other B-splines vanish in [0,1]. Pflüger omits summands with $i>1$ as he only wants to modify $\varphi_{\ell, 1}^{p}$ left of its grid point $x_{\ell, 1}$ [Pfl10]. The right-most function $\varphi_{\ell, 2^{l}-1}^{p, \text { mod }}$ can be derived analogously by mirroring $\varphi_{\ell, 1}^{p, \text { mod }}$ at $x=\frac{1}{2}$. For $\ell=1$, again the "constant one"


FIGURE 3.6 Construction of modified hierarchical cubic B-splines $(p=3)$ and the resulting basis up to level $\ell=3$.
function is taken for the definition of modified hierarchical B-splines (see Fig. 3.6):

$$
\varphi_{\ell, i}^{p, \bmod }(x):=\left\{\begin{array}{lll}
1, & \ell=1, & i=1  \tag{3.17}\\
\sum_{i^{\prime}=1-(p+1) / 2}^{1}\left(2-i^{\prime}\right) \varphi_{\ell, i^{\prime}}^{p}(x), & \ell \geq 2, & i=1 \\
\varphi_{\ell, i}^{p}(x), & \ell \geq 2, \quad i \in I_{\ell} \backslash\left\{1,2^{\ell}-1\right\}, \\
\varphi_{\ell, 1}^{p, \bmod }(1-x), & \ell \geq 2, & i=2^{\ell}-1 .
\end{array}\right.
$$

By Prop. 3.2 (spline space), this definition implies that $\varphi_{\ell, 1}^{p}(x)=2-\frac{x}{h_{\ell}}(\ell \geq 2)$ is only valid for $x \in\left[0, \frac{5-p}{2} h_{\ell}\right]$, i.e., the second derivative at $x=0$ vanishes only for $p \leq 5$. For higher degrees, it is non-zero, albeit very small in its absolute value. To enforce natural boundary conditions for higher than quintic degrees, the upper bound of $i^{\prime}$ in the sum in (3.17) must be extended to $\frac{p+1}{2}$. In addition, more than just the left-most and the rightmost inner hierarchical B-spline must be modified for $p \geq 5$, as the size of the supports of $\varphi_{\ell, i}^{p}$ increases for growing $p$.

### 3.1.4 Non-Uniform Hierarchical B-Splines

Sparse grid spaces and their corresponding grid point sets, as we have defined them in Chap. 2, are completely independent of the actual location of the grid points $x_{\ell, i}$. Therefore, it is possible to use different distributions for the grid points than the standard equidistant choice of $x_{\ell, i}=i \cdot h_{\ell}$, if the basis functions are altered accordingly [Vale14]. The so-called Chebyshev points $x_{\ell, i}^{c c}$ and the resulting Clenshaw-Curtis grids and B-splines will serve as an example.

Chebyshev points and Clenshaw-Curtis grids. The Chebyshev points $x_{\ell, i}^{\mathrm{cc}}$ of level $\ell \in$ $\mathbb{N}_{0}$ are defined as

$$
\begin{equation*}
x_{\ell, i}^{\mathrm{cc}}:=\frac{1-\cos \left(\pi x_{\ell, i}\right)}{2}, \quad i=0, \ldots, 2^{\ell} \tag{3.18}
\end{equation*}
$$

see [Xu16] for example. Chebyshev points are the locations of the extrema ${ }^{3}$ of the Chebyshev polynomials $T_{2^{\ell}}$, defined as $T_{2^{\ell}}:[0,1] \rightarrow \mathbb{R}, T_{2^{\ell}}(x):=\cos \left(2^{\ell} \arccos (2 x-1)\right)$. They are geometrically obtained by dividing a semicircle into $2^{\ell}$ equally-sized segments and subsequently orthogonally projecting the segment endpoints onto the diameter (see Fig. 3.7). Analytically, they are determined by minimizing the interpolation error term in polynomial interpolation. The most practical use of Chebyshev points is in polynomial interpolation to avoid Runge's phenomenon and in numerical integration (quadrature), resulting in the so-called Clenshaw-Curtis quadrature rules.

In some settings, it may be beneficial to use full or sparse grids consisting of Chebyshev points, which are then called Clenshaw-Curtis grids, instead of uniform grids. Besides the already mentioned advantages for polynomials and quadrature, Clenshaw-Curtis grids can help to reduce interpolation errors in a neighborhood of the boundary of the domain due to the increased grid point density near the boundary (at the cost of a lower grid point density in the interior). If we want to use Chebyshev points as grid points for sparse grids, we have to employ an appropriate basis to ensure that interpolation is still possible.

Hierarchical Clenshaw-Curtis B-splines. The hierarchical Clenshaw-Curtis B-spline $\varphi_{\ell, i}^{p, \text { cc }}$ of level $\ell \in \mathbb{N}_{0}$ and index $i \in I_{\ell}$ is defined as [Vale14]

$$
\begin{equation*}
\varphi_{\ell, i}^{p, \mathrm{cc}}:=b_{i, 5_{\ell}^{p, c c}}^{p} \tag{3.19}
\end{equation*}
$$

[^6]FIGURE 3.7
The set of Chebyshev points $\Omega_{\ell}^{\text {cc }}$ of level $\ell=4$ (top) decomposes into hierarchical grids of level $\ell^{\prime} \leq \ell$ (compare with Fig. 2.3). The Chebyshev points are constructed as the orthogonal projection of the endpoints of $2^{\ell}$ equally-sized segments of a semicircle onto its diameter (gray, top).

where

$$
\begin{align*}
& \xi_{\ell, k}^{p, \mathrm{cc}}:= \begin{cases}\left(k-\frac{p+1}{2}\right) \cdot x_{\ell, 1}^{\mathrm{cc}}, & k=0, \ldots, \frac{p-1}{2}, \\
x_{\ell, k-(p+1) / 2}^{\mathrm{cc}}, & k=\frac{p+1}{2}, \ldots, 2^{\ell}+\frac{p+1}{2}, \\
1+\left(k-2^{\ell}-\frac{p+1}{2}\right) \cdot x_{\ell, 1}^{\mathrm{cc}}, & k=2^{\ell}+\frac{p+3}{2}, \ldots, 2^{\ell}+p+1, \\
k=0, \ldots, m+p, & m:=2^{\ell}+1 .\end{cases}  \tag{3.20a}\\
& \tag{3.20b}
\end{align*}
$$

For the construction of the knot sequence $\xi_{\ell}^{p, \mathrm{cc}}$, the Chebyshev points $x_{\ell, i}^{\mathrm{cc}}$ are equidistantly extended onto the real line $\mathbb{R}$. As for the standard hierarchical B-spline basis, it is now straightforward to define nodal spaces $V_{\ell}^{p, c c}$ and hierarchical subspaces $W_{\ell}^{p, c c}$ as well as sparse grid spaces $V_{n, d}^{s, p, c c}$ and grid point sets $\Omega_{n, d}^{s, c c}$ using tensor products of Clenshaw-Curtis B-splines and Cartesian products of Chebyshev point sets. The one-dimensional cubic Clenshaw-Curtis basis and a sparse Clenshaw-Curtis grid are shown in Fig. 3.8.

Note that Clenshaw-Curtis B-splines $\varphi_{\ell, i}^{p, \mathrm{cc}}$ are not translation-invariant, in contrast to uniform B-splines $\varphi_{\ell, i}^{p}$. As a result, both implementation effort and computation time for evaluation are significantly higher for Clenshaw-Curtis B-splines than for uniform B-splines, as the Clenshaw-Curtis B-splines cannot be precomputed.

Modification and generalizations. We define modified hierarchical Clenshaw-Curtis Bsplines $\varphi_{\ell, i}^{p, c c, m o d}$ using the same method as in Eq. (3.17). Here, the second derivative of $\varphi_{\ell, 1}^{p, c c, m o d}$ does not vanish at $x=0$ even for degrees $p \leq 5$, as the formula (3.16) derived


FIGURE 3.8 Clenshaw-Curtis B-splines and sparse grids.
from Lemma 3.7 (Marsden's identity) assumes uniform knots. However, since most of the B-spline knots in the summation formula lie outside $[0,1]$ and are thus uniform according to Eq. (3.20), the absolute deviation of the second derivative from zero is small. Again, to enforce natural boundary conditions, we can recompute the coefficients of the components $\varphi_{\ell, i^{\prime}}^{p, \text { cc }}$ dynamically with Marsden's identity using the correct Chebyshev knots in Eq. (3.14).

Note that our framework permits arbitrary grid point distributions $x_{\ell, i}^{*}$, as long as two requirements are met: First, their number should grow exponentially (i.e., there are $2^{\ell}+1$ points $x_{\ell, i}^{*}$ in each level $\ell \in \mathbb{N}_{0}$ ), and second, they should be nested (i.e., Eq. (2.16) holds). Appropriate non-uniform B-spline bases can be defined analogously to Clenshaw-Curtis B-splines.

### 3.2 Boundary Behavior of Hierarchical B-Splines

As we have seen in the last section (see Cor. 3.6), the hierarchical splitting equation (2.20) only holds when restricting the function spaces to $D_{\ell}^{p}=\left[\frac{p-1}{2} h_{\ell}, 1-\frac{p-1}{2} h_{\ell}\right]$, which is a proper subset of the domain $[0,1]$ if $p>1$. As we will see, the implications of this fact on the approximation quality of the hierarchical B-spline basis are severe. In this section, we study the underlying reasons of the restriction and we introduce a new hierarchical Bspline basis that does not suffer from this issue.

### 3.2.1 Approximation Quality of Uniform Hierarchical B-Splines

Interpolation of polynomials. Splines are a piecewise generalization of polynomials. Approximation spaces spanned by splines of degree $p$ should at least contain all polynomials of degree $\leq p$. Unfortunately, this statement is not true for uniform B -splines $\varphi_{\ell, i}^{p}$ as we have defined them in the last section. A counterexample is given in Fig. 3.9, in which a cubic polynomial $f$ is interpolated with hierarchical cubic B-splines. We can clearly see deviations of the interpolant from the polynomial near the boundary, where the pointwise relative error exceeds $10 \%$. The oscillations are even visible in the interior of the spline interpolation domain $D_{\ell}^{p}$. Obviously, this phenomenon impairs the approximation quality for other non-polynomial functions as well.

This issue can be explained as follows: According to Cor. 3.6 (hierarchical splitting for uniform B-splines), we have $S_{\ell}^{p}=\left.\bigoplus_{\ell^{\prime}=0}^{\ell} W_{\ell^{\prime}}^{p}\right|_{D_{\ell}^{p}}$ with $p=3$. Since cubic polynomials are also cubic splines, it follows $f \in S_{\ell}^{p}$ and hence $\left.f \in \bigoplus_{\ell^{\prime}=0}^{\ell} W_{\ell^{\prime}}^{p}\right|_{D_{\ell}^{p}}$. This means that there is a linear combination of hierarchical B-splines $\varphi_{\ell^{\prime}, i^{\prime}}^{p}\left(\ell^{\prime} \leq \ell, i^{\prime} \in I_{\ell^{\prime}}\right)$ that replicates $f$ on the whole domain $D_{\ell}^{p}$ (not be confused with $f_{\ell}$ in Fig. 3.9, which does not replicate $f$ exactly on $D_{\ell}^{p}$ ). However, in general, this interpolant is not equal $f$ outside of $D_{\ell}^{p}$ (i.e., in $[0,1] \backslash D_{\ell}^{p}$ ), as Prop. 3.2 (spline space) only holds for $D_{\ell}^{p}$. In particular, the interpolant evaluated at $x \in\{0,1\}$ is not equal to $f(x)$. If we now force the additional interpolation conditions in $x_{\ell, 0}=0$ and $x_{\ell, 2^{\ell}}=1$, the resulting interpolant $f_{\ell}$ cannot be the same as the previous interpolant, which is why $f$ and $f_{\ell}$ differ inside $D_{\ell}^{p}$.

Schoenberg-Whitney conditions. Formally, the unique existence of an interpolating spline is described by the Schoenberg-Whitney conditions:


A Objective function $f$ (blue), interpolant $f_{\ell}$ (red, dashed), grid points (dots), and spline interpolation domain $D_{\ell}^{p}$ (thick line).

FIGURE 3.9 Hierarchical cubic B-splines $\varphi_{\ell^{\prime}, i^{\prime}}^{p}\left(\ell^{\prime} \leq \ell, i^{\prime} \in I_{\ell^{\prime}}, p=3\right)$ fail to replicate a cubic polynomial $f$ (here: $f(x):=-10.2 x^{3}+14.7 x^{2}-5 x+0.7$ ) when interpolating on the grid of level $\ell=3$.

PROPOSITION 3.8 (Schoenberg-Whitney conditions)
Let $\xi=\left(\xi_{0}, \ldots, \xi_{m+p}\right)$ be a knot sequence and $t_{0}, \ldots, t_{m-1}$ a sequence of interpolation points with $t_{0}<\cdots<t_{m-1}$ and $\xi_{p} \leq t_{0}<t_{m-1} \leq \xi_{m}$. Then, there exists a unique interpolating spline $s=\sum_{k=0}^{m-1} c_{k} b_{k, \xi}^{p}$ for arbitrary data if and only if

$$
\begin{equation*}
\xi_{k}<t_{k}<\xi_{k+p+1}, \quad k=0, \ldots, m-1 . \tag{3.21}
\end{equation*}
$$

PROOF See [Höl13].

The Schoenberg-Whitney conditions require that the interpolation points are contained in $D_{\ell}^{p}$, which is not the case for $p=3$ (see Fig. 3.9), as $D_{\ell}^{p}$ does not contain the points $x=0$ and $x=1$. For general degree $p$, the first $\frac{p-1}{2}$ and the last $\frac{p-1}{2}$ grid points of level $\ell$ are missing from $D_{\ell}^{p}$, thus violating the Schoenberg-Whitney conditions. One possible remedy would be to move these interpolation points inside $D_{\ell}^{p}$ without changing the corresponding basis functions (i.e., the knots stay the same) [Höl13]. For instance in the cubic case, we could move $x=0$ to $x=1.5 h_{\ell}$ and $x=1$ to $x=1-1.5 h_{\ell}$. However, with this approach, we would not be able to interpolate boundary values. In addition, the condition of the interpolation problem will most likely worsen if we place interpolation points near the ends of the supports of the corresponding basis functions.

Mismatch of dimensions. To find a solution for this issue, let $S_{\ell}^{p,[0,1]}$ denote the space of all splines of degree $p$ on the grid of level $\ell$, i.e., the space $S_{\xi}^{p}$ with

$$
\begin{equation*}
\xi_{k}:=(k-p) h_{\ell}, \quad k=0, \ldots, m+p, \quad m:=2^{\ell}+p \tag{3.22}
\end{equation*}
$$

We have $D_{\xi}^{p}=[0,1]$ for this choice of $\xi$. Hence, the grid points $x_{\ell, i}\left(i=0, \ldots, 2^{\ell}\right)$ satisfy the Schoenberg-Whitney conditions for the uniform B-spline basis. Clearly, the sum $\bigoplus_{\ell^{\prime}=0}^{\ell} W_{\ell^{\prime}}^{p}$ is a subspace of $S_{\ell}^{p,[0,1]}$, but it cannot be equal to $S_{\ell}^{p,[0,1]}$ due to

$$
\begin{equation*}
\operatorname{dim} \bigoplus_{\ell^{\prime}=0}^{\ell} W_{\ell^{\prime}}^{p}=2^{\ell}+1<2^{\ell}+p=m=\operatorname{dim} S_{\ell}^{p,[0,1]}, \quad p>1, \tag{3.23}
\end{equation*}
$$

by Prop. 3.2 (spline space). There are too few nodal (and hierarchical) basis functions to span the whole spline space $S_{\ell}^{p,[0,1]}$.

Restriction to spline subspaces. The key idea is now to impose additional $p-1$ boundary conditions on the basis functions to restrict $S_{\ell}^{p,[0,1]}$ to a reasonable subspace with the correct dimension $\left(2^{\ell}+p\right)-(p-1)=2^{\ell}+1$. "Reasonable" means that besides this dimension constraint, two requirements should be met: First, the Schoenberg-Whitney conditions should be satisfied for the new subspace and the grid of level $\ell$. Second, the new subspace should contain all polynomials of degree $\leq p$, eliminating the issue discussed in Fig. 3.9.

### 3.2.2 Hierarchical Not-A-Knot B-Splines

Not-a-knot conditions. A suitable subspace can be obtained by incorporating the socalled not-a-knot boundary conditions into $S_{\ell}^{p,[0,1]}$. For the cubic case $p=3$ (for which we need two conditions), the not-a-knot conditions demand that for all splines $s$ in the subspace, $\frac{\mathrm{d}^{3}}{\mathrm{dx}} \mathrm{s}$ is continuous at the first and at the last interior knot $x_{\ell, 1}=h_{\ell}$ and $x_{\ell, 2^{\ell}-1}=1-h_{\ell}$ [Höl13]. This means that $x_{\ell, 1}$ and $x_{\ell, 2^{\ell-1}}$ are effectively removed from the knot sequence, as this is equivalent to requiring that $s$ is a cubic polynomial on [ $0, x_{\ell, 2}$ ] and $\left[x_{\ell, 2^{\ell}-2}, 1\right]$ (hence "not-a-knot"). For general degree $p$ (for which we need ( $p-1$ ) conditions), we require that the $p$-th derivative $\frac{\mathrm{d}^{p}}{\mathrm{~d} x^{p}} s$ is continuous at the first $\frac{p-1}{2}$ and the last $\frac{p-1}{2}$ inner grid points

$$
\begin{equation*}
x_{\ell, i}, \quad i \in\left\{1, \ldots, \frac{p-1}{2}\right\} \cup\left\{2^{\ell}-\frac{p-1}{2}, \ldots, 2^{\ell}-1\right\} . \tag{3.24}
\end{equation*}
$$

This is equivalent to removing these knots from the knot sequence $\xi$, or, alternatively, to requiring that $s$ is a polynomial of degree $\leq p$ on $\left[0, x_{\ell,(p+1) / 2}\right]$ and on $\left[x_{\ell, 2^{\ell}-(p+1) / 2}, 1\right]$.

The knot sequence $\xi_{\ell}^{p, \text { nak }}$ with not-a-knot boundary conditions is defined as follows:

$$
\begin{align*}
\xi_{\ell}^{p, \text { nak }} & :=\left(\xi_{\ell, 0}^{p, \text { nak }}, \ldots, \xi_{\ell, m+p}^{p, \text { nak }}\right), \quad m:=2^{\ell}+1,  \tag{3.25a}\\
\xi_{\ell, k}^{p, \text { nak }}:= & \begin{cases}x_{\ell, k-p}, & k=0, \ldots, p, \\
x_{\ell, k-(p+1) / 2}, & k=p+1, \ldots, 2^{\ell}, \\
x_{\ell, k-1}, & k=2^{\ell}+1, \ldots, 2^{\ell}+p+1 .\end{cases}
\end{align*}
$$

This knot sequence $\xi_{\ell}^{p, \text { nak }}$ can be obtained by removing the knots given in (3.24) from the knot sequence (3.22) for the full grid of level $\ell$. We show $\xi_{\ell}^{p, \text { nak }}$ and the corresponding B-spline functions in Fig. 3.10. The resulting spline space

$$
\begin{equation*}
S_{\ell}^{p, \text { nak }}:=S_{\xi_{\ell}^{p, \text { nak }}}^{p} \tag{3.26}
\end{equation*}
$$

is a subspace of $S_{\ell}^{p,[0,1]}$ with the desired dimensionality:

$$
\begin{equation*}
\operatorname{dim} \bigoplus_{\ell^{\prime}=0}^{\ell} W_{\ell^{\prime}}^{p}=2^{\ell}+1=\operatorname{dim} S_{\ell}^{p, \text { nak }} \tag{3.27}
\end{equation*}
$$

The space $S_{\ell}^{p, \text { nak }}$ satisfies our two requirements: First, the spline interpolation domain $D_{\xi_{\ell}^{p, n a k}}^{p}=\left[\xi_{\ell, p}^{p, \text { nak }}, \xi_{\ell, m}^{p, \text { nak }}\right]$ of $S_{\ell}^{p, \text { nak }}$ equals the whole unit interval $[0,1]$. This means that the Schoenberg-Whitney conditions are satisfied for $S_{\ell}^{p, \text { nak }}$, since all interpolation points (grid points) are contained in $D_{\xi_{\ell}^{\text {p,nak }}}^{p}=[0,1]$. Second, $S_{\ell}^{p, \text { nak }}$ still contains all polynomials of degree $\leq p$, as we have only removed knots compared to $S_{\ell}^{p,[0,1]}$.

However, $\bigoplus_{\ell^{\prime}=0}^{\ell} W_{\ell^{\prime}}^{p}$ is not a subspace of $S_{\ell}^{p, \text { nak }}$ anymore, since the hierarchical basis functions $\varphi_{\ell^{\prime}, i^{\prime}}^{p}$ are not not-a-knot splines (due to the additional knots that we removed from $\left.S_{\ell}^{p, \text { nak }}\right)$. For this reason, we have to incorporate the not-a-knot boundary conditions into the hierarchical basis.

Before defining the new hierarchical basis functions, we make two additional observations. First, $\xi_{\ell}^{p, \text { nak }}$ coincides with the uniform knot sequence $\xi_{\ell}^{p}$ of Cor. 3.3 (nodal B-spline space) for the piecewise linear case of $p=1$. This is intuitively clear: For this case, we do not need to remove any knots as the hierarchical splitting already holds for the full domain by Cor. 2.6. Second, the removal of the knots in (3.24) is only possible if $p+1 \leq 2^{\ell}$, which is equivalent to $\ell \geq\left\lceil\log _{2}(p+1)\right\rceil$. For coarser levels, there are not enough interior knots that could be removed. Without any special treatment, we would not be able to obtain enough basis functions to span the spline space.


FIGURE 3.10 Not-a-knot knot sequence $\xi_{\ell}^{p, \text { nak }}$ (ticks on horizontal axis) and nodal cubic not-a-knot B-splines $(p=3)$ of level $\ell=3$. In the domain $[0,1]$ (delimited by dashed lines), the first $\frac{p-1}{2}$ and the last $\frac{p-1}{2}$ interior grid points of the set of grid points $\Omega_{\ell}$ (blue dots) have been removed from the set of knots. The spline interpolation domain $D_{\xi_{\ell}^{p, \text { nak }}}^{p}$ (thick line) equals the whole domain [0, 1].

Definition of hierarchical not-a-knot B-splines. For the definition of hierarchical not-a-knot $B$-splines $\varphi_{\ell, i}^{p, \text { nak }}$ based on Def. 3.1 (non-uniform B-splines), we use global Lagrange polynomials for the coarser levels:

$$
\begin{gather*}
\varphi_{\ell, i}^{p, \text { nak }}:=\left\{\begin{array}{ll}
L_{\ell, i}, & \ell<\left\lceil\log _{2}(p+1)\right\rceil, \\
b_{i, \xi_{\ell}^{p, n a k}}^{p}, & \ell \geq\left\lceil\log _{2}(p+1)\right\rceil,
\end{array} \quad \ell \in \mathbb{N}_{0}, \quad i \in I_{\ell},\right.  \tag{3.28a}\\
L_{\ell, i}:[0,1] \rightarrow \mathbb{R}, \quad L_{\ell, i}(x):=\prod_{\substack{i^{\prime}=0, \ldots, 2^{2} \\
i^{\prime} \neq i^{2}}} \frac{x-x_{\ell, i^{\prime}}}{x_{\ell, i}-x_{\ell, i^{\prime}}} . \tag{3.28b}
\end{gather*}
$$

The hierarchical not-a-knot B-spline basis is shown for the cubic case $p=3$ in Fig. 3.11. The function $L_{\ell, i}$ is the $i$-th Lagrange polynomial of level $\ell$, that is, the unique polynomial of degree $\leq 2^{\ell}$ that interpolates the data $\left\{\left(x_{\ell, i^{\prime}}, \delta_{i, i^{\prime}}\right) \mid i^{\prime}=0, \ldots, 2^{\ell}\right\}$. Since its degree $\operatorname{deg} L_{\ell, i}$ is bounded by $2^{\ell}$, we have $\operatorname{deg} L_{\ell, i}<p+1$, as the Lagrange polynomials are employed only when $\ell<\left\lceil\log _{2}(p+1)\right\rceil$. Due to $2^{\ell}$ even (when $\ell \geq 1$ ) and $p$ odd, we can conclude from $\operatorname{deg} L_{\ell, i} \leq 2^{\ell} \leq p$ that actually $\operatorname{deg} L_{\ell, i} \leq 2^{\ell}<p$ (for $p>1$; for $p=1$, the case $\ell=0$ is the exception).

The motivation for using Lagrange polynomials for coarse levels is that they form a basis of the polynomial space and that they can be implemented and calculated quickly. However, the specific choice of basis functions for the levels $\ell<\left\lceil\log _{2}(p+1)\right\rceil$ is arbitrary, as long as these functions are linearly independent (of each other and of the "true" not-aknot B-splines $\left.\varphi_{\ell, i}^{p, \text { nak }}, \ell \geq\left\lceil\log _{2}(p+1)\right\rceil\right)$ and contained in the space $S_{\ell}^{p, \text { nak }}$.


A Nodal not-a-knot B-splines $\varphi_{\ell, i}^{p, \text { nak }}\left(i \in I_{\ell}\right)$ and grid points $x_{\ell, i}$ (dots).

FIGURE 3.11 Univariate nodal and hierarchical cubic not-a-knot B-splines ( $p=3$ ) up to level $\ell=3$. The nodal space $V_{\ell}^{p, \text { nak }}$, which coincides with the not-a-knot spline space $S_{\ell}^{p, \text { nak }}$, decomposes into the direct sum of the hierarchical subspaces $W_{\ell^{\prime}}^{p, \text { nak }}\left(\ell^{\prime} \leq \ell\right)$. The knots of each level $\ell^{\prime}$ are given by removing the first $\frac{p-1}{2}$ and last $\frac{p-1}{2}$ inner points (crosses) from the set of grid points $x_{\ell^{\prime}, i^{\prime}}\left(i^{\prime}=\right.$ $0, \ldots, 2^{\ell^{\prime}}$ ).

Implementation. Note that in each level $\ell \geq\left\lceil\log _{2}(p+1)\right\rceil$, only the first $\frac{p+1}{2}$ (indices $i=1,3, \ldots, p$ ) and the last $\frac{p+1}{2}$ (indices $i=2^{\ell}-p, 2^{\ell}-p+2, \ldots, 2^{\ell}-1$ ) hierarchical basis functions $\varphi_{\ell, i}^{p, \text { nak }}$ differ from $\varphi_{\ell, i}^{p}$ i. i.e., we have

$$
\begin{equation*}
\varphi_{\ell, i}^{p, \text { nak }}=\varphi_{\ell, i}^{p}, \quad i=p+2, p+4, \ldots, 2^{\ell}-p-2 . \tag{3.29}
\end{equation*}
$$

This means that we can reuse uniform B-spline code for the inner functions. Due to $\varphi_{\ell, i}^{p, \text { nak }}(x)=\varphi_{\ell, 2^{\ell}-i}^{p, \text { nak }}(1-x)$ (because of the symmetry of $\xi_{\ell}^{p, \text { nak }}$ ), we only have to reimplement $\frac{p+1}{2}$ not-a-knot B-splines per level $\ell$. As $\varphi_{\ell, i}^{p, \text { nak }}$ and $\varphi_{\ell+1, i}^{p, \text { nak }}$ use the same knots up to an affine transformation for $\ell$ large enough ( $\ell \geq 3$ suffices for $p=3$ ), only a number of special cases for coarse levels $\ell$ must be implemented. In other words, the not-a-knot approach is "minimally invasive" with respect to an implementation that already uses uniform B-splines.

Hierarchical splitting. The main benefit of the hierarchical not-a-knot B-spline basis is the validity of the hierarchical splitting. As usual, we define $V_{\ell}^{p, \text { nak }}$ and $W_{\ell}^{p, \text { nak }}$ as the nodal and the hierarchical not-a-knot subspace of level $\ell$, respectively.

PROPOSITION 3.9 (univariate hierarchical splitting for not-a-knot B-splines)
The hierarchical splitting (2.20) holds for the hierarchical not-a-knot B-spline basis:

$$
\begin{equation*}
S_{\ell}^{p, \text { nak }}=V_{\ell}^{p, \text { nak }}=\bigoplus_{\ell^{\prime}=0}^{\ell} W_{\ell^{\prime}}^{p, \text { nak }}, \tag{3.30}
\end{equation*}
$$

where for $\ell<\left\lceil\log _{2}(p+1)\right\rceil$, $S_{\ell}^{p, \text { nak }}$ is defined as the space $P^{2^{\ell}}$ of polynomials of degree $\leq 2^{\ell}$ on $[0,1]$. (For $\ell \geq\left\lceil\log _{2}(p+1)\right\rceil$, $S_{\ell}^{p, \text { nak }}$ is the not-a-knot spline space.)

PROOF For $\ell<\left\lceil\log _{2}(p+1)\right\rceil$, all three spaces coincide with $P^{2^{\ell}}$ and nothing is to prove.
For $\ell \geq\left\lceil\log _{2}(p+1)\right\rceil$, we check the two conditions of Lemma 2.2 (univariate hierarchical splitting characterization). First, the hierarchical subspace $W_{\ell^{\prime}}^{p, n a k}\left(\ell^{\prime} \leq \ell\right)$ is a subspace of $S_{\ell}^{p, \text { nak }}=V_{\ell}^{p, \text { nak }}$. This is a conclusion of Prop. 3.2 (spline space), as every function $\varphi_{\ell^{\prime}, i^{\prime}}^{p, \text { nak }}\left(i^{\prime} \in I_{\ell^{\prime}}\right)$ is continuous on [0,1], a polynomial on every knot interval of $\xi_{\ell}^{p, \text { nak }}$, and at the knots themselves at least $(p-1)$ times continuously differentiable.

Second, the hierarchical functions $\varphi_{\ell^{\prime} i^{\prime}}^{p \text { nak }}\left(\ell^{\prime} \leq \ell, i^{\prime} \in I_{\ell^{\prime}}\right)$ are linearly independent. This can be shown similarly to the proof of Prop. 3.5 (hierarchical B-splines are linearly independent). The linear independence of the Lagrange polynomials can be checked by inserting grid points into a zero linear combination. The linear combination collapses and only one term remains, the coefficient corresponding to the grid point. Hence, all coefficients must vanish.

COROLLARY 3.10 (multivariate hierarchical splitting for not-a-knot B-splines)
It holds

$$
\begin{equation*}
S_{\ell}^{p, \text { nak }}=V_{\ell}^{p, \text { nak }}=\bigoplus_{\ell^{\prime}=0}^{\ell} W_{\ell^{\prime}}^{p, \text { nak }}, \tag{3.31}
\end{equation*}
$$

where $S_{\ell}^{p, n \mathrm{nak}}$ is the tensor product space of $S_{\ell_{t}}^{p_{t}, \mathrm{nak}}(t=1, \ldots, d)$ as defined in Prop. 3.9.

PROOF Follows directly from Prop. 2.5 (from univariate to multivariate splitting).

Sparse grids with not-a-knot B-splines. Regular sparse grid spaces using the new hierarchical not-a-knot basis are defined analogously to the uniform case, i.e.,

$$
\begin{equation*}
V_{n, d}^{s, p, \text { nak }}:=\bigoplus_{\|\ell\|_{1} \leq n} W_{\ell}^{p, \text { nak }} \tag{3.32}
\end{equation*}
$$

If the level $n$ is large enough, then $V_{n, d}^{\text {s,p,nak }}$ contains the space $P^{p}$ of all $d$-variate polynomials of coordinate degree $\leq \boldsymbol{p}$ on [0,1] (i.e., functions $f:[0,1] \rightarrow \mathbb{R}$ of the form $f(x):=\sum_{q=0}^{p} c_{q} \prod_{t=1}^{d} x_{t}^{q_{t}}$ with $\left.c_{q} \in \mathbb{R}\right)$. This means that in contrast to the uniform Bspline basis, hierarchical not-a-knot B-splines on sparse grids are able to replicate global polynomials on [0, 1]:

COROLLARY 3.11 If $n \geq\left\|\left[\log _{2}(\boldsymbol{p}+1)\right\rceil\right\|_{1}$, then $P^{p} \subseteq V_{n, d}^{s, p, \text { nak }}$.

PROOF Let $\ell:=\left\lceil\log _{2}(\boldsymbol{p}+\mathbf{1})\right\rceil$ and $n \geq\|\ell\|_{1}$. By Cor. 3.10, we have $\bigoplus_{\ell^{\prime}=0}^{\ell} W_{\ell^{\prime}}^{p, \text { nak }}=S_{\ell}^{p, \text { nak }}$. In addition, all $\ell^{\prime} \in \mathbb{N}_{0}^{d}$ with $\ell^{\prime} \leq \ell$ satisfy $\left\|\ell^{\prime}\right\|_{1} \overline{\leq n \text { and }}$ thus, $\bigoplus_{\ell^{\prime}=0}^{\ell} W_{\ell^{\prime}}^{p, \text { nak }} \subseteq V_{n, d}^{s, p \text { nak }}$ by (3.32). We conclude $P^{p} \subseteq S_{\ell}^{p, n a k} \subseteq V_{n, d}^{s, p, \text { nak }}$, which is the asserted claim.

### 3.2.3 Modified and Non-Uniform Hierarchical Not-A-Knot B-Splines

Modified hierarchical not-a-knot B-splines. As for uniform and Clenshaw-Curtis Bsplines (Sec. 3.1), it is possible to define a modified version of the hierarchical not-a-knot B-spline basis to obtain "reasonable" boundary values without boundary points. However, we cannot use Lemma 3.7 (Marsden's identity) similarly to (3.16): Due to the removal of knots, there is only a single not-a-knot B-spline $\varphi_{\ell, 0}^{p, \text { nak }}$ left of $\varphi_{\ell, 1}^{p, \text { nak }}$. B-splines $\varphi_{\ell, i}^{p, \text { nak }}$ with index $i<0$ would vanish on [0,1].

While we are therefore not able to construct modified functions whose second derivative vanishes in a neighborhood of $x=0$, we can use $\varphi_{\ell, 0}^{p, \text { nak }}$ to let the second derivative vanish in $x=0$ itself:

$$
\varphi_{\ell, i}^{p, \text { nak,mod }}(x):=\left\{\begin{array}{lll}
1, & \ell=1, \quad i=1,  \tag{3.33}\\
\varphi_{\ell, 1}^{p, \text { nak }}(x)-\frac{\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} \varphi_{\ell, 1}^{p, \text { nak }}(0)}{\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} \varphi_{\ell, 0}^{p, \text { nak }}(0)} \varphi_{\ell, 0}^{p, \text { nak }}(x), & \ell \geq 2, \quad i=1, \\
\varphi_{\ell, i}^{p, \text { nak }}(x), & \ell \geq 2, \quad i \in I_{\ell} \backslash\left\{1,2^{\ell}-1\right\}, \\
\varphi_{\ell, 1}^{p, \text { nak,mod }}(1-x), & \ell \geq 2, \quad i=2^{\ell}-1 .
\end{array}\right.
$$

The resulting modified hierarchical not-a-knot B-spline basis $\varphi_{\ell, i}^{p, n a k, m o d}$ is shown with dashed lines in Fig. 3.12A. As before, we have to implement $\varphi_{\ell, 1}^{p, \text { nak, mod }}$ only for a single
level $\ell$, as modified functions of higher levels are the same up to an affine parameter transformation. Note again that for $p \geq 5$, we would have to modify additional interior $B$-splines as the interior of their support then extends to the boundary of $[0,1]$. We refrain from doing so to keep the definition (3.33) simple.

Non-uniform hierarchical not-a-knot B-splines. The not-a-knot construction is completely independent from the distribution of the grid points at hand. Consequently, we can define hierarchical not-a-knot B-splines for non-uniform distributions. For instance, to define not-a-knot B-splines for Chebyshev points (see Sec. 3.1.4), we first specify the knot sequence as

$$
\begin{align*}
& \xi_{\ell}^{p, \mathrm{cc}, \text { nak }}:=\left(\xi_{\ell, 0}^{p, \mathrm{cc}, \text { nak }}, \ldots, \xi_{\ell, m+p}^{p, \mathrm{cc}, \mathrm{nak}}\right), \quad m:=2^{\ell}+1,  \tag{3.34a}\\
& \xi_{\ell, k}^{p, \mathrm{cc,nak}}:= \begin{cases}x_{\ell, k-p}^{\mathrm{cc}}, & k=0, \ldots, p, \\
x_{\ell, k-(p+1) / 2}^{\mathrm{cc}}, & k=p+1, \ldots, 2^{\ell} \\
x_{\ell, k-1}^{\mathrm{cc}}, & k=2^{\ell}+1, \ldots, 2^{\ell}+p+1,\end{cases} \tag{3.34b}
\end{align*}
$$

and then define hierarchical not-a-knot Clenshaw-Curtis B-splines as

$$
\begin{gather*}
\varphi_{\ell, i}^{p, \mathrm{cc}, \text { nak }}:=\left\{\begin{array}{ll}
L_{\ell, i}^{\mathrm{cc}}, & \ell<\left\lceil\log _{2}(p+1)\right\rceil, \\
b_{i, \xi_{\ell}, p, c, n a k}^{p}, & \ell \geq\left\lceil\log _{2}(p+1)\right\rceil,
\end{array} \quad \ell \in \mathbb{N}_{0}, \quad i \in I_{\ell},\right.  \tag{3.35a}\\
L_{\ell, i}^{\mathrm{cc}}:[0,1] \rightarrow \mathbb{R}, \quad L_{\ell, i}^{\mathrm{cc}}(x):=\prod_{\substack{i^{\prime}=0, \ldots, 2^{2} \\
i^{\prime} \neq i}} \frac{x-x_{\ell, i^{\prime}}^{\mathrm{cc}}}{x_{\ell, i}^{\mathrm{cc}}-x_{\ell, i^{\prime}}^{\mathrm{cc}}} \tag{3.35b}
\end{gather*}
$$

This definition can even be combined with the modification of hierarchical not-aknot B-splines as discussed above. We can use exactly the same approach as in (3.33), if we replace the not-a-knot basis functions with their non-uniform not-a-knot counterparts (not-a-knot Clenshaw-Curtis B-splines in the above example). The hierarchical not-a-knot Clenshaw-Curtis B-spline basis of cubic degree and the corresponding modified functions are shown in Fig. 3.12B.

### 3.2.4 Other Approaches to Incorporate Boundary Conditions

Not-a-knot boundary conditions are not the only approach to obtain a subspace of $S_{\ell}^{p,[0,1]}$ with the right dimension $2^{\ell}-1$. Another possibility, which we want to discuss briefly, are natural boundary conditions. In the cubic case, for which they are usually formulated [Höl13], these boundary conditions require that the second derivatives $\frac{\mathrm{d}^{2}}{\mathrm{dx}{ }^{2}} \varphi_{\ell, i}$ of the


FIGURE 3.12 Comparison of uniform (left) and Clenshaw-Curtis (right) hierarchical cubic not-a-knot B-splines $\varphi_{\ell^{\prime}, i^{\prime}}^{p, \text { nak }}$ and $\varphi_{\ell^{\prime}, i^{\prime}}^{p, \text { cc, nak }}\left(\ell^{\prime} \leq \ell, i^{\prime} \in I_{\ell^{\prime}}, p=3\right)$ up to level $\ell=$ 3 together with the respective modified versions $\varphi_{\ell^{\prime}, i^{\prime}}^{p, \text { nak,mod }}$ and $\varphi_{\ell^{\prime}, i^{\prime}}^{p, \text { cc,nak,mod }}$ (dashed). The knots of each level $\ell^{\prime}$ are given by removing the first $\frac{p-1}{2}$ and last $\frac{p-1}{2}$ inner points (crosses) from the set of grid points $x_{\ell^{\prime}, i^{\prime}}$ or $x_{\ell^{\prime}, i^{\prime}}^{\mathrm{cc}}$ ( $i^{\prime}=0, \ldots, 2^{\ell^{\prime}}$ ), respectively.
basis functions vanish at the boundary $x \in\{0,1\}$. To obtain the necessary number of $p-1$ constraints also for higher degrees $p$, we require that all derivatives $\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} \varphi_{\ell, i}$ of order $q=2, \ldots, \frac{p+1}{2}$ vanish at $x \in\{0,1\}$.

Consequently, we can define hierarchical natural B-splines as

$$
\begin{align*}
\varphi_{\ell, i}^{p, \text { nat }}(x) & :=\left\{\begin{array}{ll}
L_{0, i}(x), & \ell=0, \\
\varphi_{\ell, i}^{p}+\sum_{j \in J_{i}^{p, \text { nat }}} c_{\ell, i, j} \varphi_{\ell, j}^{p}, & \ell \geq 1,
\end{array} \quad \ell \in \mathbb{N}_{0}, \quad i \in I_{\ell},\right.  \tag{3.36a}\\
J_{i}^{p, \text { nat }} & :=\left\{i-\frac{p-1}{2}, \ldots, i-1\right\} \cup\left\{i+1, \ldots, i+\frac{p-1}{2}\right\}, \tag{3.36b}
\end{align*}
$$

where the coefficients $c_{\ell, i, j} \in \mathbb{R}$ are chosen such that the natural boundary conditions are

FIGURE 3.13
Hierarchical cubic natural B-splines $\varphi_{\ell^{\prime}, i^{\prime}}^{p, \text { nat }}$ ( $\ell^{\prime} \leq \ell, i^{\prime} \in I_{\ell^{\prime}}, p=3$ ) and grid points $x_{\ell^{\prime}, i^{\prime}}$ (dots) up to level $\ell=3$.

satisfied:

$$
\begin{equation*}
\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} \varphi_{\ell, i}^{p, \text { nat }}(x)=0, \quad \ell \geq 1, \quad i \in I_{\ell}, \quad q=2, \ldots, \frac{p+1}{2}, \quad x \in\{0,1\} . \tag{3.37}
\end{equation*}
$$

The first half of the coefficients $c_{\ell, i, j} \in \mathbb{R}(j<i)$ vanishes if the interior of the support of $\varphi_{\ell, i}^{p}$ does not contain $x=0$ (i.e., $i \geq \frac{p+1}{2}$ ). The second half of the coefficients ( $j>i$ ) vanishes analogously if $1 \notin \sup p \varphi_{\ell, i}^{p} \Longleftrightarrow i \leq 2^{\ell}-\frac{p+1}{2}$. This means that only the first $\left\lfloor\frac{p+1}{4}\right\rfloor$ and the last $\left\lfloor\frac{p+1}{4}\right\rfloor$ hierarchical functions have to be altered in each level.

Figure 3.13 shows the hierarchical natural spline basis. The main disadvantage of natural boundary conditions is that we are not able to replicate arbitrary polynomials exactly on $[0,1]$ with this approach. Only polynomials that satisfy natural boundary conditions themselves (linear polynomials for example) can be replicated exactly. For this reason, we do not further consider this basis in the rest of the thesis.
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Little is known about the algorithmic challenges that hierarchical bases of B-spline type (or even of general type) pose on sparse grids. In general, we are not able to directly apply the sparse grid algorithms that were designed for hat functions $\varphi_{\ell, i}^{1}$. Hence, we have to generalize these algorithms to higher-order B-splines $\varphi_{\ell, i}^{p}$ or even to arbitrary tensor product basis functions. The main problem is the larger support of higher-order Bsplines when compared to degree $p=1$. The larger support introduces new dependencies between values of grid points that cannot be resolved with conventional algorithms.

This chapter gives an overview of six algorithms for B-splines on sparse grids. Two of these algorithms are already known [Gri92; Bal94], while the remaining four are new. Correctness results are given for every algorithm. We use hierarchization as the exemplary problem for our algorithms, but the ideas of the algorithms can be generalized to any linear operator. Furthermore, most algorithms are not tailored to B-splines $\varphi_{\ell, i}^{p}$,

[^7]but applicable to general tensor product basis functions $\varphi_{\ell, i}$. Whether an algorithmic approach is feasible for the sparse grid at hand or not depends on the grid's type: full grid, dimensionally adaptive sparse grid, or spatially adaptive sparse grid. The more assumptions the grid satisfies, the faster and easier the corresponding algorithms will be.

Section 4.1 explains hierarchization as our example problem and defines the notation used in this chapter. The remaining four sections treat the three different types of grids: First, Sec. 4.2 deals with full grids to formalize and repeat the well-known unidirectional principle (UP). Second, Sec. 4.3 focuses on algorithms for dimensionally adaptive sparse grids. Third, Sec. 4.4 and Sec. 4.5 treat arbitrary (spatially adaptive) sparse grids, which is the most interesting case for us. Section 4.4 employs breadth-first search (BFS) for hierarchization, while Sec. 4.5 uses the UP.

This original chapter is the main theoretical contribution of this thesis. Although the unidirectional principle in Sec. 4.2 and the combination technique in Sec. 4.3 are wellknown, the presentation with formal proofs of correctness is new. Parts of the chapter have already been published in scientific papers, namely Sec. 4.4 [Vale18a]. The weakly fundamental splines (Sec. 4.5.4) and the Hermite hierarchization method (Sec. 4.5.5) are based on an idea by Dr. Stefan Zimmer (University of Stuttgart, Germany).

### 4.1 The Hierarchization Problem

Let $\Omega^{s} \subseteq[0,1]^{d}$ be a general (sparse) grid that may be spatially adaptive, i.e., of the form $\Omega^{s}=\left\{\boldsymbol{x}_{\ell, i} \mid(\boldsymbol{\ell}, \boldsymbol{i}) \in K\right\}$, where $K$ is a set of level-index pairs $(\boldsymbol{\ell}, \boldsymbol{i})$ with $\boldsymbol{\ell} \in \mathbb{N}_{0}^{d}$ and $\boldsymbol{i} \in I_{\ell}$ such that $N:=\left|\Omega^{s}\right|=|K|<\infty$ (see Sec. 2.3.3). The hierarchization problem is finding hierarchical surpluses $\left(\alpha_{\ell^{\prime}, i^{\prime}}\right)_{\left(\ell^{\prime}, i^{\prime}\right) \in K} \in \overline{\mathbb{R}^{N}}$ such that

$$
\begin{equation*}
\sum_{\left(\ell^{\prime}, i^{\prime}\right) \in K} \alpha_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}\left(x_{\ell, i}\right)=f\left(x_{\ell, i}\right) \quad \text { for all } \quad(\ell, i) \in K \tag{4.1}
\end{equation*}
$$

where $\varphi_{\ell^{\prime}, i^{\prime}}$ are arbitrary tensor product basis functions and $\left(f\left(\boldsymbol{x}_{\ell, i}\right)\right)_{(\ell, i) \in K} \in \mathbb{R}^{N}$ is a set of function values $f\left(\boldsymbol{x}_{\ell, i}\right)$ at the grid points $\boldsymbol{x}_{\ell, i}$. This then defines the interpolant $f^{s}$ as

$$
\begin{equation*}
f^{s}:[\mathbf{0}, \mathbf{1}] \rightarrow \mathbb{R}, \quad f^{s}:=\sum_{\left(\ell^{\prime}, i^{\prime}\right) \in K} \alpha_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}, \tag{4.2}
\end{equation*}
$$

which interpolates $f$ at the grid points $\boldsymbol{x}_{\ell, i}$ of $\Omega^{\text {s }}$. Figure 4.1 shows the process of hierarchizing given function values and evaluating the resulting interpolant.

We explicitly allow $\varphi_{\ell^{\prime}, i^{\prime}}$ to be nodal basis functions, in which case $\ell^{\prime}$ is constant and $\Omega^{s}$ is a full grid. Strictly speaking, the problem is then an interpolation problem and the


A The objective function $f$ is sampled at the grid points $x_{\ell, i} \in \Omega^{s}$ to obtain function values $f\left(x_{\ell, i}\right)$, which form the input vector $u$ for the linear operator $\mathfrak{L}=A^{-1}$.


B The linear operator $\mathfrak{L}$ is applied to $\boldsymbol{u}$ to obtain the output vector $y$, which contains the hierarchical surpluses $\alpha_{\ell, i}((\ell, i) \in K)$.


C The interpolant $f^{s}$ (black dashed line) is evaluated at $x \in[0,1]$ by adding contributions (black dotted lines) of weighted basis functions $\alpha_{\ell, i} \varphi_{\ell, i}$ (colored), obtaining $f^{s}(x)$ (cross).

FIGURE 4.1 Hierarchization of function values $f\left(x_{\ell, i}\right)(l e f t)$ to obtain hierarchical surpluses $\alpha_{\ell, i}$ (center) and evaluation of the resulting interpolant $f^{s}$ (right), using a univariate grid and the piecewise linear basis as an example.
$\alpha_{\ell^{\prime}, i^{\prime}}$ are interpolation coefficients. However, we still apply the terms "hierarchization" and "hierarchical surpluses" in this case to keep the terminology consistent.

Hierarchization as a linear operator. The example of hierarchization can be generalized to arbitrary linear operators

$$
\begin{equation*}
\mathfrak{L}: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}, \quad u \mapsto y=\mathfrak{L}[\boldsymbol{u}] \tag{4.3}
\end{equation*}
$$

where $\mathfrak{L}$ depends on the grid $\Omega^{s}$ at hand. Input $\boldsymbol{u}$ and output $\boldsymbol{y}$ are scalar-valued data

$$
\begin{equation*}
\boldsymbol{u}=\left(u_{\ell, i}\right)_{(\ell, i) \in K} \in \mathbb{R}^{N}, \quad y=\left(y_{\ell, i}\right)_{(\ell, i) \in K} \in \mathbb{R}^{N} \tag{4.4}
\end{equation*}
$$

which give one scalar per grid point $\boldsymbol{x}_{\ell, i} \in \Omega^{\mathrm{s}}$. For the case of hierarchization, $\mathfrak{L}$ is the inverse of the interpolation matrix $A \in \mathbb{R}^{N \times N}$ :

$$
\begin{equation*}
\mathfrak{L}=A^{-1}, \quad A=\left(\varphi_{\ell^{\prime}, i^{\prime}}\left(x_{\ell, i}\right)\right)_{(\ell, i),\left(\ell^{\prime}, i^{\prime}\right) \in K}, \quad u=\left(f\left(x_{\ell, i}\right)\right)_{(\ell, i) \in K}, \quad y=\left(\alpha_{\ell^{\prime}, i^{\prime}}\right)_{\left(\ell^{\prime}, i^{\prime}\right) \in K} . \tag{4.5a}
\end{equation*}
$$

This means that we can determine the $\alpha_{\ell^{\prime}, i^{\prime}}$ by solving the $N \times N$ system of linear equations

$$
\begin{equation*}
\boldsymbol{y}=\mathfrak{L}[\boldsymbol{u}] \quad \Longleftrightarrow \quad \boldsymbol{A} \cdot\left(\alpha_{\ell^{\prime}, i^{\prime}}\right)_{\left(\ell^{\prime}, i^{\prime}\right) \in K}=\left(f\left(\boldsymbol{x}_{\ell, i}\right)\right)_{(\ell, i) \in K} . \tag{4.5b}
\end{equation*}
$$

## FIGURE 4.2

Density pattern of the hierarchization matrix $A$ (middle row, blue) and of its inverse $A^{-1}$ (bottom row, red) for the regular sparse grid $\Omega_{n, d}^{s(1)}$ with $n=4$ and $d=2$ (top row) and uniform hierarchical B-splines $\varphi_{\ell, i}^{p}$ for degrees $p \in\{1,3,5\}$. The blue areas in the top row show the extent of the support of one specific basis function $\varphi_{\ell^{\prime}, i^{\prime}}^{p}$ with $\ell^{\prime}=(2,2)$ and $i^{\prime}=(1,1)$ (cross: corresponding grid point $\left.\boldsymbol{x}_{\ell^{\prime}, i^{\prime}}\right)$. The blue points are the grid points at which $\varphi_{\ell^{\prime}, i^{\prime}}^{p}$ is non-zero.


Complexity of B-spline hierarchization. As noted in [Vale18a], hierarchization on sparse grids with hierarchical B-splines $\varphi_{\ell, i}^{p}$ of degree $\boldsymbol{p}$ as basis functions $\varphi_{\ell, i}$ is a tedious task. The corresponding linear system (4.5) is in general non-symmetric (i.e., $\varphi_{\ell^{\prime}, i^{\prime}}^{p}\left(\boldsymbol{x}_{\ell, i}\right) \neq$ $\varphi_{\ell, i}^{p}\left(x_{\ell^{\prime}, i^{\prime}}\right)$ ) and densely populated. This is because the matrix entry in the ( $\left.\ell, i\right)$-th row and $\left(\ell^{\prime}, \boldsymbol{i}^{\prime}\right)$-th column vanishes if and only if

$$
\begin{equation*}
\left.\boldsymbol{x}_{\ell, i} \notin \operatorname{supp} \varphi_{\ell^{\prime}, i^{\prime}}^{p} \Longleftrightarrow \exists_{t=1, \ldots, d} x_{\ell_{t}, i_{t}} \notin\right] x_{\ell_{t}^{\prime}, i_{t}^{\prime}}-\frac{p_{t}+1}{2} h_{\ell_{t}^{\prime},}, x_{\ell_{t}^{\prime}, i_{t}^{i_{t}}}+\frac{p_{t}+1}{2} h_{\ell_{t}^{\prime} t}[, \tag{4.6}
\end{equation*}
$$

where supp is the interior of the support [Vale18a]. For coarse levels $\ell^{\prime}$, the mesh size $h_{\ell_{t}^{\prime}}$ is large in every dimension $t$, which implies that $\operatorname{supp} \varphi_{\ell^{\prime}, i^{\prime}}^{p}$ contains most of the grid points. In contrast to the hat function case ( $\boldsymbol{p}=\mathbf{1}$ ), the value of $\alpha_{\ell^{\prime}, i^{\prime}}$ depends not only on $f\left(\boldsymbol{x}_{\ell, i}\right)$ and the data of the $3^{d}-1$ neighboring grid points on the boundary of $\operatorname{supp} \varphi_{\ell^{\prime}, i^{\prime}}^{1}$, but potentially on the data of the whole grid. This is shown in Fig. 4.2: There are at most $3^{d}=9$ non-zero entries in each row of $A^{-1}$ for $\boldsymbol{p}=\mathbf{1}$ and $d=2$. As soon as the B-spline degree is increased, both $A$ and $A^{-1}$ become significantly denser.

This prohibits the use of the UP, which we will discuss in the next section, on sparse grids with hierarchical B-splines. Consequently, we have to solve the linear system (4.5), which is significantly more time-consuming, as it takes between $\Omega\left(N^{2} d\right)$ and $\mathscr{O}\left(N^{2}(N+d)\right)$ time via Gaussian elimination. ${ }_{-}^{2}$ In addition, if we use an explicit solver for the linear

[^8]system, we additionally have to store an $N \times N$ matrix in memory. However, a grid of size $N=116000$ already exceeds the memory of a 128 GiB supercomputer node, if we explicitly store the full matrix in double precision. In comparison, for the hat function basis, the UP only requires $\mathscr{O}(N d)$ time and $\mathscr{O}(N)$ memory.

Notation. We do not need the hierarchical level-index information $(\boldsymbol{\ell}, \boldsymbol{i})$ in $\Omega^{\mathrm{s}}, K, \boldsymbol{u}$, and $y$ for most of the considerations in this chapter. In these cases, we assume that in each dimension $t$, the level-index pairs $\left(\ell_{t}, i_{t}\right)\left(\ell_{t} \in \mathbb{N}_{0}, i_{t} \in I_{\ell_{t}}\right)$ are continuously enumerated by a single index $k_{t}=k_{t}\left(\ell_{t}, i_{t}\right) \in \mathbb{N}_{0}$. We identify $(\ell, \boldsymbol{i})$ with a single index $\boldsymbol{k}$, whose $t$-th component is given by $k_{t}\left(\ell_{t}, i_{t}\right)$. Hence, we regard $K$ as a subset $K:=\left\{\boldsymbol{k} \mid \boldsymbol{x}_{\boldsymbol{k}} \in \Omega^{s}\right\}$ of $\mathbb{N}_{0}^{d}$. We will switch between the notations whenever appropriate. All statements that are formulated in the $k$ notation are valid for both the nodal and the hierarchical basis.

In the following, $k_{t}$ denotes the $t$-th component of a $d$-vector $\boldsymbol{k}$ as usual. With $\boldsymbol{k}_{-t}$, we denote the $(d-1)$-vector that is obtained from $k$ by omitting the $t$-th component, i.e., $\boldsymbol{k}_{-t}:=\left(k_{1}, \ldots, k_{t-1}, k_{t+1}, \ldots, k_{d}\right)$. For a $j$-tuple $T=\left(t_{1}, \ldots, t_{j}\right) \in\{1, \ldots, d\}^{j}$, we define $\boldsymbol{k}_{T}$ to be the $j$-vector $\left(k_{t_{1}}, \ldots, k_{t_{j}}\right)$ that only contains the entries of the dimensions listed in $T$. Accordingly, $\boldsymbol{k}_{-T}$ is defined as the $(d-j)$-vector that contains the entries of the remaining dimensions (sorted by the dimension $t$ ). We define $\boldsymbol{k}_{a: b}:=\left(k_{a}, k_{a+1}, \ldots, k_{b}\right)$ as an indexing shortcut ( $a \leq b$ ).

### 4.2 Hierarchization on Full Grids (Unidirectional Principle)

If $\Omega^{s}$ is a full grid $\Omega_{\ell}$ (see Sec. 2.1), the well-known UP can be used to apply $\mathfrak{L}$ to input data $\boldsymbol{u}$. As shown in Fig. 4.3 for a sparse grid, the idea of the UP is to apply the corresponding one-dimensional operators on the one-dimensional subgrids (the poles) of $\Omega^{s}$, which is repeated for all dimensions. In this section, we first formulate the UP for general linear operators $\mathfrak{L}$ and then prove its correctness for the case $\mathfrak{L}=A^{-1}$ of hierarchization. The correctness for arbitrary tensor product operators will follow from Sec. 4.5.

Unidirectional principle and its correctness. We state the UP in Alg. 4.1. The algorithm is given a permutation $\left(t_{1}, \ldots, t_{d}\right)$ of $(1, \ldots, d)$ that specifies the order of dimensions in which the UP should be applied. We denote with $\mathfrak{L}^{\left(t_{j}\right), K_{\text {pole }}}$ the one-dimensional version of $\mathfrak{L}$ applied in dimension $t_{j}(j=1, \ldots, d)$ on the pole $K_{\text {pole }}$. Formally, a pole is an equivalence class of the pole equivalence relation $\sim_{t_{j}}$ on $K$ :

$$
\begin{equation*}
\boldsymbol{k}^{\prime} \sim_{t_{j}} \boldsymbol{k}^{\prime \prime} \Longleftrightarrow \boldsymbol{k}_{-t_{j}}^{\prime}=\boldsymbol{k}_{-t_{j}}^{\prime \prime}, \quad \boldsymbol{k}^{\prime}, \boldsymbol{k}^{\prime \prime} \in K . \tag{4.7}
\end{equation*}
$$



FIGURE 4.3 Application of a linear operator $\mathfrak{L}$ on two-dimensional sparse grid data with the unidirectional principle. Left: The univariate operator $\mathfrak{L}^{(1), K_{\text {pole }}}$ is applied on the input data $u$ along poles $K_{\text {pole }}$ of the first dimension $x_{1}$. Center: The univariate operator $\mathfrak{L}^{(2), K_{\text {pole }}}$ is applied on the resulting intermediate data $\boldsymbol{y}^{(1)}$ along poles $K_{\text {pole }}$ of the second dimension $x_{2}$. Right: Final values $y=\mathfrak{L}[u]$ after the application on both dimensions. All grid points of the same color are part of the same pole $K_{\text {pole }}$ (equivalence classes of $\sim_{t}$ in Alg. 4.1).

We prove the correctness of the UP with the following invariant:
PROPOSITION 4.1 (invariant of unidirectional principle for hierarchization)
Let $\mathfrak{L}$ be the hierarchization operator on a full grid, i.e., $\mathfrak{L}=A^{-1}, \boldsymbol{u}=\left(f\left(\boldsymbol{x}_{k}\right)\right)_{k \in K}, \boldsymbol{y}=$ $\left(\alpha_{k}\right)_{k \in K}, \mathfrak{L}^{\left(t_{j}\right), K_{\text {pole }}}$ is the univariate interpolation operator $\left(\mathbf{A}^{\left(t_{j}\right)}\right)^{-1}$, and $K=\left\{\mathbf{0}, \ldots, \mathbf{2}^{\ell}\right\}$ corresponds to a full grid $\Omega_{\ell}$ of level $\ell$. After iteration $j$ of Alg. $4.1(j=1, \ldots, d)$, it holds for $T:=\left(t_{1}, \ldots, t_{j}\right)$

$$
\begin{equation*}
\sum_{\boldsymbol{k}_{T}=\mathbf{0}}^{2^{\ell_{T}}} y_{\left(\boldsymbol{k}_{T}, \boldsymbol{k}_{-T}^{\prime}\right)}^{(j)} \varphi_{\boldsymbol{k}_{T}}\left(\boldsymbol{x}_{\boldsymbol{k}_{T}^{\prime}}\right)=f\left(\boldsymbol{x}_{\boldsymbol{k}^{\prime}}\right), \quad \boldsymbol{k}^{\prime}=\mathbf{0}, \ldots, \mathbf{2}^{\ell}, \tag{4.8}
\end{equation*}
$$

where $\left(\boldsymbol{k}_{T}, \boldsymbol{k}_{-T}^{\prime}\right)$ is shorthand for $\boldsymbol{k}^{\prime \prime}$ with $k_{t}^{\prime \prime}:=k_{t}$ if $t \in T$ and $k_{t}^{\prime \prime}:=k_{t}^{\prime}$ if $t \notin T$.

PROOF We prove the assertion by induction over $j=1, \ldots, d$. We set $T^{\prime}:=\left(t_{1}, \ldots, t_{j-1}\right)$, $T:=\left(t_{1}, \ldots, t_{j-1}, t_{j}\right)$, and we exploit the tensor product structure of the basis to write the left-hand side (LHS) of the assertion for $j$ and arbitrary $\boldsymbol{k}^{\prime}=0, \ldots, \mathbf{2}^{\ell}$ as

$$
\begin{equation*}
\sum_{k_{T}=0}^{2^{\ell_{T}}} y_{\left(k_{T}, k_{-T}^{\prime}\right)}^{(j)} \varphi_{k_{T}}\left(x_{k_{T}^{\prime}}\right)=\sum_{k_{T^{\prime}}=0}^{2^{\ell_{T^{\prime}}}} \varphi_{\boldsymbol{k}_{T^{\prime}}}\left(\boldsymbol{x}_{k_{T^{\prime}}^{\prime}}\right) \sum_{k_{t_{j}}=0}^{2^{\ell_{j}}} y_{\left(k_{T}, k_{-T}^{\prime}\right)}^{(j)} \varphi_{k_{t_{j}}}\left(x_{k_{t_{j}^{\prime}}}\right) \tag{4.9}
\end{equation*}
$$

If we choose the equivalence class $K_{\text {pole }}:=\left[\left(\boldsymbol{k}_{T}, \boldsymbol{k}_{-T}^{\prime}\right)\right]_{\tau_{t_{j}}}\left(\boldsymbol{k}_{T}\right.$ arbitrary $)$, then the inner

```
function \(y=\) unidirectionalPrinciple( \(u, K,\left(t_{1}, \ldots, t_{d}\right)\) )
    \(y^{(0)} \leftarrow u\)
    for \(j=1, \ldots, d\) do
        for \(K_{\text {pole }} \in K / \sim_{t_{j}}\) do
            \(\left(y_{k}^{(j)}\right)_{k \in K_{\text {pole }}} \leftarrow \mathfrak{L}^{\left(t_{j}\right), K_{\text {pole }}}\left[\left(y_{k}^{(j-1)}\right)_{k \in K_{\text {pole }}}\right] \quad \rightsquigarrow\) apply univariate operator on pole
    \(y \leftarrow y^{(d)}\)
```

ALGORITHM 4.1 Application of a tensor product operator $\mathfrak{L}$ with the unidirectional principle. Inputs are the vector $\boldsymbol{u}=\left(u_{k}\right)_{k \in K}$ of input data, the set $K$ of grid indices, and the permutation $\left(t_{1}, \ldots, t_{d}\right)$ specifying the order in which the one-dimensional operators $\mathfrak{L}^{\left(t_{j}\right), K_{\text {pole }}}$ should be applied. The output is the vector $\boldsymbol{y}=\left(y_{k}\right)_{k \in K}$ of output data.
sum over $k_{t_{j}}$ equals

$$
\begin{equation*}
\sum_{k^{\prime \prime} \in K_{\text {pole }}} y_{k^{\prime \prime}}^{(j)} \varphi_{k_{t_{j}}^{\prime \prime}}\left(x_{k_{t_{j}^{\prime}}^{\prime}}\right)=\left(\left(\mathfrak{L}^{\left(t_{j}\right), K_{\text {pole }}}\right)^{-1}\left[\left(y_{k^{\prime \prime}}^{(j)}\right)_{k^{\prime \prime} \in K_{\text {pole }}}\right]\right)_{k_{t_{j}}^{\prime}}=y_{\left(k_{T^{\prime}}, k_{-r^{\prime}}^{\prime}\right)}^{(j-1)} \tag{4.10}
\end{equation*}
$$

by line 5 of Alg. 4.1. We can conclude that the LHS Eq. (4.9) equals

$$
\begin{equation*}
\sum_{k_{T^{\prime}}=0}^{2^{\ell_{T^{\prime}}}} y_{\left(k_{T^{\prime}}, k_{-T^{\prime}}^{\prime}\right.}^{(j-1)} \varphi_{k_{T^{\prime}}}\left(x_{k_{T^{\prime}}^{\prime}}\right), \tag{4.11}
\end{equation*}
$$

which, by the induction hypothesis, equals $f\left(\boldsymbol{x}_{k^{\prime}}\right)$ as desired (if $j>1$ ). The same reasoning for (4.10) can be used to establish the base case for $j=1$.

COROLLARY 4.2 Algorithm 4.1 is correct for hierarchization on full grids.

PROOF We apply Prop. 4.1 for $j=d$ to obtain $\sum_{k=0}^{2^{\ell}} y_{k}^{(j)} \varphi_{k}\left(\boldsymbol{x}_{k^{\prime}}\right)=f\left(\boldsymbol{x}_{\boldsymbol{k}^{\prime}}\right)$ for all $\boldsymbol{k}^{\prime}=$ $\mathbf{0}, \ldots, \mathbf{2}^{\ell}$, i.e., the $y_{k}^{(j)}$ are the correct interpolation coefficients according to (4.1).

Complexity. We compare the complexity of the UP for hierarchization with the direct solution of the system (4.5) of linear equations. If we assume that $d$ is constant and that $\mathfrak{L}$ and $\mathfrak{L}^{\left(t_{j}\right), K_{\text {pole }}}$ apply Gaussian elimination to solve the multivariate and univariate systems, respectively, then directly solving (4.5) takes $\mathscr{O}\left(N^{2}(N+d)\right)$ time and $\mathscr{O}\left(N^{2}\right)$ memory. In contrast, the UP only requires $\mathscr{O}\left(N \sum_{t} N_{t}^{2}\right)$ time ${ }_{-}^{3}$ and $\mathscr{O}\left(\max \left\{N_{1}^{2}, \ldots, N_{d}^{2}, N\right\}\right)$ memory, where $N_{t}$ is the grid size $\left|\left\{k_{t} \mid \boldsymbol{k} \in K\right\}\right|$ in dimension $t=1, \ldots, d$. The dependency from the univariate grid sizes $N_{t}$ instead of $N$ makes the UP significantly less computationally

[^9]expensive. As already mentioned, the UP is even more efficient in the piecewise linear case, where the univariate interpolation operators can be applied in-place. Hence, it only needs $\mathscr{O}(N d)$ time and $\mathscr{O}(N)$ memory in this case.

### 4.3 Hierarchization on Dimensionally Adaptive Sparse Grids

Dimensionally adaptive sparse grids, which are sums of different hierarchical subspaces as described in Sec. 2.3.2, have the advantage over general spatially adaptive sparse grids that algorithms can be formulated and applied more easily. In this section, we describe two methods: first, the wellknown combination technique, which was already mentioned in Sec. 2.3.2, and second, a new algorithm based on residual interpolation.

### 4.3.1 The Combination Technique and Its Combinatorial Proof

The combination technique was one of the first methods that were developed by Griebel et al. in [Gri92] (for two and three dimensions) after the term "sparse grids" was coined in 1991 [Zen91]. However, the combination technique predates the development of sparse grids by decades, as it was already mentioned by Smolyak in 1963 [Smo63; Heg07]. Delvos developed and proved the standard combination formula in the framework of Boolean interpolation operators in 1982 [Delv82; Delv89].

Formal description and outline of a combinatorial proof. In the following, we give a formal description of the sparse grid combination technique and we outline a new combinatorial proof of its correctness. While we discuss a high-level explanation of the proofs in this section, the proofs themselves can be found in Appendix A.3.1, since most of them are rather technical. For simplicity, we formulate the combination technique and its proof for regular sparse grids (see Sec. 2.3.1). However, the main ideas of the chain of proofs are also applicable to dimensionally adaptive sparse grids (see Sec. 2.3.2).

## THEOREM 4.3 (sparse grid combination technique)

Let $K:=\left\{(\boldsymbol{\ell}, \boldsymbol{i}) \mid\|\ell\|_{1} \leq n, \boldsymbol{i} \in I_{\ell}\right\}$ correspond to the regular sparse grid $\Omega_{n, d}^{s}$ and let $\left(f\left(\boldsymbol{x}_{\ell, i}\right)\right)_{(\ell, i) \in K}$ be given function values on $\Omega_{n, d}^{\mathrm{s}}$. If we define

- the combined sparse grid interpolant $f_{n, d}^{\text {s,ct }}$ via (2.31), i.e.,

$$
\begin{equation*}
f_{n, d}^{s, c t}=\sum_{q=0}^{d-1}(-1)^{q}\binom{d-1}{q} \sum_{\left\|\ell^{\prime}\right\|_{1}=n-q} f_{\ell^{\prime}}, \tag{4.12}
\end{equation*}
$$

where $f_{\ell^{\prime}} \in V_{\ell^{\prime}}$ is the full grid interpolant of $f$ with level $\boldsymbol{\ell}^{\prime}$, and

- the hierarchical sparse grid interpolant $f_{n, d}^{s}$ via (4.1) and (4.2)
and if we assume that the hierarchical splitting equation (2.22) holds, then the combined and the hierarchical sparse grid interpolants coincide:

$$
\begin{equation*}
f_{n, d}^{\mathrm{s}, \mathrm{ct}}=f_{n, d}^{\mathrm{s}} . \tag{4.13}
\end{equation*}
$$

PROOF (SKETCH) Let $\boldsymbol{x}_{\ell, i} \in \Omega_{n, d}^{s}$ be an arbitrary point of the regular sparse grid. First, we split the inner sum of $f_{n, d}^{\text {s,ct }}\left(\boldsymbol{x}_{\ell, i}\right)$ into levels $\boldsymbol{\ell}^{\prime}$ whose full grid sets $\Omega_{\ell^{\prime}}$ contain $\boldsymbol{x}_{\ell, i}$ and levels whose full grid sets do not contain $\boldsymbol{x}_{\ell, i}$ :

$$
\begin{equation*}
f_{n, d}^{s, c t}\left(\boldsymbol{x}_{\ell, i}\right)=\sum_{q=0}^{d-1}(-1)^{q}\binom{d-1}{q} \cdot\left(\sum_{\substack{\ell^{\prime} \|_{1}=n-q \\ \Omega_{\ell^{\prime}} \ni x_{\ell, i}}} f_{\ell^{\prime}}\left(\boldsymbol{x}_{\ell, i}\right)+\sum_{\substack{\left\|\ell^{\prime}\right\|_{1}=n-q \\ \Omega_{\ell^{\prime}} \ngtr \boldsymbol{x}_{\ell, i}}} f_{\ell^{\prime}}\left(\boldsymbol{x}_{\ell, i}\right)\right) . \tag{4.14}
\end{equation*}
$$

The summands $f_{\ell^{\prime}}\left(\boldsymbol{x}_{\ell, i}\right)$ of the first inner sum each equal $f\left(\boldsymbol{x}_{\ell, i}\right)$ due to the full grid interpolation property (2.11). Therefore, the first inner sum is equal to the product of $f\left(\boldsymbol{x}_{\ell, i}\right)$ with the number of summands:

$$
\begin{array}{rl}
f_{n, d}^{s, c t}\left(\boldsymbol{x}_{\ell, i}\right)=f & f\left(\boldsymbol{x}_{\ell, i}\right) \cdot \sum_{q=0}^{d-1}(-1)^{q}\binom{d-1}{q} \cdot\left|\left\{\boldsymbol{\ell}^{\prime} \mid\left\|\boldsymbol{\ell}^{\prime}\right\|_{1}=n-q, \Omega_{\ell^{\prime}} \ni \boldsymbol{x}_{\ell, i}\right\}\right| \\
& +\sum_{q=0}^{d-1}(-1)^{q}\binom{d-1}{q} \cdot \sum_{\substack{\left\|\ell^{\prime}\right\|_{1}=n-q \\
\Omega_{\ell^{\prime}} \neq \boldsymbol{x}_{\ell, i}}} f_{\ell^{\prime}}\left(\boldsymbol{x}_{\ell, i}\right) . \tag{4.15}
\end{array}
$$

After this sketch of proof, we will prove that the first of the two summands in Eq. (4.15) equals one (see Prop. 4.4) and that the second of the two summands equals zero (see Prop. 4.8). Consequently, we infer

$$
\begin{equation*}
f_{n, d}^{s, c t}\left(\boldsymbol{x}_{\ell, i}\right)=f\left(\boldsymbol{x}_{\ell, i}\right), \tag{4.16}
\end{equation*}
$$

i.e., $f_{n, d}^{\text {s,ct }}$ interpolates $f$ at $\Omega_{n, d}^{s}$. Note that $f_{n, d}^{s, c t}$ is contained in $V_{n, d}^{s}$, if the hierarchical
splitting equation (2.22) holds, as

$$
\begin{equation*}
f_{\ell^{\prime}} \in V_{\ell^{\prime}}=\bigoplus_{\ell^{\prime \prime}=0}^{\ell^{\prime}} w_{\ell^{\prime \prime}} \subseteq V_{n, d}^{\mathrm{s}}, \quad\left\|\ell^{\prime}\right\|_{1} \leq n \tag{4.17}
\end{equation*}
$$

due to $\left\|\ell^{\prime \prime}\right\|_{1} \leq\left\|\ell^{\prime}\right\|_{1} \leq n$ for $\boldsymbol{\ell}^{\prime \prime} \leq \boldsymbol{\ell}^{\prime}$, i.e., $W_{\ell^{\prime \prime}} \subseteq V_{n, d}^{s}$ for $\boldsymbol{\ell}^{\prime \prime}=\mathbf{0}, \ldots, \boldsymbol{\ell}^{\prime} .{ }^{4}$ As both $f_{n, d}^{\text {s,ct }}$ and $f_{n, d}^{\mathrm{s}}$ are contained in $V_{n, d}^{\mathrm{s}}$ and interpolate $f$ on $\Omega_{n, d}^{\mathrm{s}}$, they coincide due to the uniqueness of sparse grid interpolation (linear independence of the hierarchical basis).

Inclusion-exclusion principle. It remains to prove that the first sum in (4.15) is indeed one and that the second sum vanishes. The first statement is a direct consequence of the inclusion-exclusion principle [Heg07]. In its simplest form, the idea of the principle is that the cardinality of the union of two finite subsets $A$ and $B$ of some set is given by

$$
\begin{equation*}
|A \cup B|=|A|+|B|-|A \cap B|, \tag{4.18}
\end{equation*}
$$

i.e., we first count (include) the elements in $A$ and then in $B$, but as we have counted the elements of $A \cap B$ twice, we have to subtract (exclude) its cardinality again.

The setting is similar for the combination technique. If we add all grids in Fig. 2.6 on the green diagonal, then every point whose index is not odd will be counted multiple times. By subtracting the number of occurrences of the points on the red diagonal, the result of the "weighted counting" is exactly one for every point. The following proposition, whose proof is of purely combinatorial nature, generalizes this argument to higher dimensions:

PROPOSITION 4.4 (inclusion-exclusion principle)
For every $\boldsymbol{x}_{\ell, i} \in \Omega_{n, d}^{\mathrm{s}}$, we have

$$
\begin{equation*}
\sum_{q=0}^{d-1}(-1)^{q}\binom{d-1}{q} \cdot\left|\left\{\boldsymbol{\ell}^{\prime} \mid\left\|\boldsymbol{\ell}^{\prime}\right\|_{1}=n-q, \Omega_{\ell^{\prime}} \ni \boldsymbol{x}_{\ell, i}\right\}\right|=1 \tag{4.19}
\end{equation*}
$$

PROOF See Appendix A.3.1.
Canceling out function values. The second statement about the vanishing second sum in (4.15) is much harder to prove. It says that at every grid point $\boldsymbol{x}_{\ell, i}$, the contributions $f_{\ell^{\prime}} \overline{\text { of levels }} \ell^{\prime}$ that do not contain that point cancel out, which may seem quite surprising. The key observation is as follows: The values of $f_{\ell^{\prime}}$, $f_{\ell^{\prime \prime}}$ for two levels $\boldsymbol{\ell}^{\prime}, \ell^{\prime \prime}$ are the same at $\boldsymbol{x}_{\ell, i}$, if all non-equal entries $\ell_{t}^{\prime}, \ell_{t}^{\prime \prime}$ of the levels are each greater or equal to $\ell_{t}$.

[^10]For a higher-level explanation, note that the statement $\ell_{t}^{\prime} \geq \ell_{t}$ is equivalent to $\Omega_{\ell_{t}^{\prime}} \ni x_{\ell_{t}, i_{t}}$. Both $f_{\ell^{\prime}}, f_{\ell^{\prime \prime}}$ interpolate at $\boldsymbol{x}_{\ell, i}$ when projected onto the $t$-th dimension, so their contribution to $f_{\ell^{\prime}}\left(\boldsymbol{x}_{\ell, i}\right)$ and $f_{\ell^{\prime \prime}}\left(\boldsymbol{x}_{\ell, i}\right)$ must be the same. Although there may be dimensions $t$ for which $\Omega_{\ell_{t}^{\prime}} \ngtr x_{\ell_{t}, i_{t}}$, these dimensions do not matter if $\ell_{t}^{\prime}=\ell_{t}^{\prime \prime}$, as the univariate restrictions of $f_{\ell^{\prime}}, f_{\ell^{\prime \prime}}$ interpolate the same data and they are evaluated at the same point $x_{\ell_{t}, i_{t}}$.

One can formalize these considerations by defining an equivalence relation on the set of levels such that the values of $f_{\ell^{\prime}}$ at $\boldsymbol{x}_{\ell, i}$ are constant on the equivalence classes.

DEFINITION 4.5 (equivalence relation for the proof of the combination technique)
Let $\boldsymbol{x}_{\ell, i} \in \Omega_{n, d}^{\mathrm{s}}$ be fixed and

$$
\begin{equation*}
L:=\left\{\boldsymbol{\ell}^{\prime} \mid \exists_{q=0, \ldots, d-1}\left\|\boldsymbol{\ell}^{\prime}\right\|_{1}=n-q, \Omega_{\ell^{\prime}} \not \supset \boldsymbol{x}_{\ell, i}\right\} \tag{4.20}
\end{equation*}
$$

be the set of levels that do not contain $\boldsymbol{x}_{\ell, i}$. We define a relation $\sim$ on $L$ as follows: For $\boldsymbol{\ell}^{\prime}, \boldsymbol{\ell}^{\prime \prime} \in L$, we set $\boldsymbol{\ell}^{\prime} \sim \boldsymbol{\ell}^{\prime \prime}$ if and only if

$$
\begin{equation*}
\forall_{t \notin \ell_{\ell^{\prime}, \ell^{\prime \prime}}} \min \left\{\ell_{t}^{\prime}, \ell_{t}^{\prime \prime}\right\} \geq \ell_{t}, \quad T_{\ell^{\prime}, \ell^{\prime \prime}}:=\left\{t \mid \ell_{t}^{\prime}=\ell_{t}^{\prime \prime}<\ell_{t}\right\} . \tag{4.21}
\end{equation*}
$$

LEMMA 4.6 Let $\boldsymbol{\ell}^{\prime}, \boldsymbol{\ell}^{\prime \prime} \in L$ with $\boldsymbol{\ell}^{\prime} \sim \boldsymbol{\ell}^{\prime \prime}$. Then, $f_{\ell^{\prime}}\left(\boldsymbol{x}_{\ell, i}\right)=f_{\ell^{\prime \prime}}\left(\boldsymbol{x}_{\ell, i}\right)$.

PROOF See Appendix A.3.1.
By exploiting the tensor product structure of the basis functions, the proof shows an even stronger version, which is shown in Fig. 4.4: The components $f_{\ell^{\prime}}$ and $f_{\ell^{\prime \prime}}$ are equal on the $m$-dimensional affine subspace through $\boldsymbol{x}_{\ell, i}$ parallel to the $m$ coordinates in $T_{\ell^{\prime}, \ell^{\prime \prime}}$ (where $m:=\left|T_{\ell^{\prime}, \ell^{\prime \prime}}\right|$ ). The lemma allows to group summands in the second sum of (4.15) by function values. Hence, it remains to count the number of levels in each equivalence class of $\sim$. Therefore, we need a characterization of the equivalence classes:

LEMMA 4.7 (characterization of equivalence classes)
Let $L_{0} \in L / \sim$ be an equivalence class of $\sim$. If we define

$$
\begin{equation*}
T_{L_{0}}:=\left\{t \mid \exists_{\ell_{t}^{*}<\ell_{t}} \forall_{\ell^{\prime} \in L_{0}} \ell_{t}^{\prime}=\ell_{t}^{*}\right\} \tag{4.22}
\end{equation*}
$$

as the set of dimensions $t$ in which all levels in $L_{0}$ have the same entry $\ell_{t}^{*}<\ell_{t}$, then

$$
\begin{equation*}
L_{0}=\left\{\ell^{\prime} \in L \mid \forall_{t \in T_{L_{0}}} \ell_{t}^{\prime}=\ell_{t}^{*}, \forall_{t \notin T_{L_{0}}} \ell_{t}^{\prime} \geq \ell_{t}\right\} . \tag{4.23}
\end{equation*}
$$

## FIGURE 4.4

Nodal subspaces $V_{\ell}$ contributing to the combination technique solution for the two-dimensional regular sparse grid $V_{n, d}^{\mathrm{s}}$ of level $n=3$ (bottom right). After picking a point $\boldsymbol{x}_{\ell, i} \in \Omega_{n, d}^{s}$ (cross, here $\ell=(2,1), \boldsymbol{i}=(1,1)$ ), the set $L$ of levels whose grids do not contain $x_{\ell, i}$ (colored subspaces) decompose into three disjoint equivalence classes (colors) given by the relation $\sim$. In every equivalence class $L_{0} \in$ $L / \sim$, the interpolants $f_{\ell^{\prime}}\left(\boldsymbol{\ell}^{\prime} \in\right.$ $L_{0}$ ) equal on an affine subspace (dark lines), which contains $\boldsymbol{x}_{\ell, i}$. Due to the combination coefficients, the contribution to the combined solution vanishes per equivalence class.


PROOF See Appendix A.3.1.
The lemma states that every equivalence class $L_{0}$ is exactly the set of the levels whose entries are equal and smaller than $\ell_{t}$ in some dimensions (which are contained in $T_{L_{0}}$ ) and whose entries are greater or equal than $\ell_{t}$ in all other dimensions. While this statement may seem intuitively correct, the proof is rather technical. Finally, we are now able to show that the second sum in (4.15) vanishes:

PROPOSITION 4.8 (function value cancellation)
For every $\boldsymbol{x}_{\ell, i} \in \Omega_{n, d}^{\mathrm{s}}$, we have

$$
\begin{equation*}
\sum_{q=0}^{d-1}(-1)^{q}\binom{d-1}{q} \cdot \sum_{\substack{\left\|\ell^{\prime}\right\|_{1}=n-q \\ \Omega_{\ell^{\prime} \neq x_{\ell, i}}}} f_{\ell^{\prime}}\left(\boldsymbol{x}_{\ell, i}\right)=0 \tag{4.24}
\end{equation*}
$$

PROOF See Appendix A.3.1.
The proof essentially first counts the number of possible levels in an equivalence class and then applies known combinatorial identities to prove that the sum must vanish. This proves Thm. 4.3 (sparse grid combination technique).

```
function \(y=\) combinationTechnique ( \(u, n, d\) )
    for \(q=0, \ldots, d-1\) do
        for \(\ell^{\prime} \in \mathbb{N}_{0}^{d}\) with \(\left\|\ell^{\prime}\right\|_{1}=n-q\) do
            Let \(\left(\alpha_{\ell, i}^{\left(\ell^{\prime}\right)}\right)_{\ell=0, \ldots, \ell^{\prime}, i \in I_{\ell}}\) be such that \(\sum_{\ell=0}^{\ell^{\prime}} \sum_{i \in I_{\ell}} \alpha_{\ell, i}^{\left(\ell^{\prime}\right)} \varphi_{\ell, i} \equiv f_{\ell^{\prime}}\)
            \(\alpha_{\ell, i}^{\left(\ell^{\prime}\right)} \leftarrow 0\) for all \((\ell, i) \in K\) with \(\neg\left(\ell \leq \ell^{\prime}\right) \quad \leadsto \rightsquigarrow\) extend surpluses
    \(y_{\ell, i}=\sum_{q=0}^{d-1}(-1)^{q}\binom{d-1}{q} \sum_{\left\|\ell^{\prime}\right\|_{1}=n-q} \alpha_{\ell, i}^{\left(\ell^{\prime}\right)}\) for all \((\ell, i) \in K \quad m\) combine surpluses
```

ALGORITHM 4.2 Application of the hierarchization operator $\mathfrak{L}=A^{-1}$ with the combination technique. For simplicity, the algorithm is described for regular sparse grids, but it can be generalized to arbitrary dimensionally adaptive sparse grids. Inputs are the vector $\boldsymbol{u}=\left(u_{\ell, i}\right)_{(\ell, i) \in K}$ of input data (function values $f\left(x_{\ell, i}\right)$ at the grid points), the level $n$, and the dimensionality $d$ of the regular sparse grid, where $K$ is the set of all feasible level-index pairs $(\ell, i)$, i.e., $\|\ell\|_{1} \leq n, i \in I_{\ell}$. The output is the vector $y=\left(y_{\ell, i}\right)_{(\ell, i) \in K}$ of output data (hierarchical surpluses $\alpha_{\ell, i}$ ).

### 4.3.2 Hierarchization with the Combination Technique

It is straightforward to hierarchize function values $f\left(\boldsymbol{x}_{\ell, i}\right)$ on dimensionally adaptive sparse grids with the combination technique. The resulting hierarchization algorithm is given as Alg. 4.2. In line 4, the hierarchical surpluses corresponding to the full grid interpolant $f_{\ell^{\prime}} \in V_{\ell^{\prime}}$ have to be computed (see (2.11)). As shown in Sec. 4.2, we can easily calculate these surpluses with the unidirectional principle in Alg. 4.1. The surpluses are then combined with the same combination formula as in Thm. 4.3 (sparse grid combination technique). Note that it is imperative to employ the hierarchical basis functions $\varphi_{\ell, i}$ with $\boldsymbol{\ell}=0, \ldots, \ell^{\prime}$ and $\boldsymbol{i} \in I_{\ell}$ and not the nodal basis, i.e., $\varphi_{\ell^{\prime}, i^{\prime}}$ with $\boldsymbol{i}^{\prime}=0, \ldots, 2^{\ell^{\prime}}$.

Correctness. Of course, the proof of the correctness of Alg. 4.2 relies on the correctness of the combination technique (see Thm. 4.3). If determining the combination coefficients correctly [Nob16], the algorithm can even be applied to all dimensionally adaptive sparse grids. The proof of the following proposition can be generalized accordingly.

PROPOSITION 4.9 (correctness of combination technique)
Algorithm 4.2 is correct for hierarchization on regular sparse grids.

PROOF According to line 4 of Alg. 4.2, the full grid interpolants $f_{\ell^{\prime}}$ can be written as

$$
\begin{equation*}
f_{\ell^{\prime}}=\sum_{\|\ell\|_{1} \leq n} \sum_{i \in I_{\ell}} \alpha_{\ell, i}^{\left(\ell^{\prime}\right)} \varphi_{\ell, i} \tag{4.25}
\end{equation*}
$$

where the surpluses have been extended from $\ell=0, \ldots, \ell^{\prime}$ to all $\ell$ with $\|\ell\|_{1} \leq n$ by zero
in line 5. Theorem 4.3 now allows to write the hierarchical interpolant $f_{n, d}^{s}$ in terms of the full grid components:

$$
\begin{align*}
f_{n, d}^{\mathrm{s}}=f_{n, d}^{\mathrm{s}, \mathrm{ct}} & =\sum_{q=0}^{d-1}(-1)^{q}\binom{d-1}{q} \sum_{\left\|\ell^{\prime}\right\|_{1}=n-q} f_{\ell^{\prime}}  \tag{4.26a}\\
& =\sum_{q=0}^{d-1}(-1)^{q}\binom{d-1}{q} \sum_{\left\|\ell^{\prime}\right\|_{1}=n-q\|\ell\|_{1} \leq n} \sum_{i \in I_{\ell}} \alpha_{\ell, i}^{\left(\ell^{\prime}\right)} \varphi_{\ell, i} .  \tag{4.26b}\\
& =\sum_{\|\ell\|_{1} \leq n} \sum_{i \in I_{\ell}} \underbrace{\left(\sum_{q=0}^{d-1}(-1)^{q}\binom{d-1}{q} \sum_{\left\|\ell^{\prime}\right\|_{1}=n-q} \alpha_{\ell, i}^{\left(\ell^{\prime}\right)}\right)}_{=y_{\ell, i}} \varphi_{\ell, i}, \tag{4.26c}
\end{align*}
$$

where $y_{\ell, i}$ is the $(\boldsymbol{\ell}, \boldsymbol{i})$-th entry of the output vector of Alg. 4.2. Note that the hierarchical interpolant $f_{n, d}^{s}$ can be written as $f_{n, d}^{s}=\sum_{\|\ell\|_{1} \leq n} \sum_{i \in I_{\ell}} \alpha_{\ell, i} \varphi_{\ell, i}$ (see (2.28)), where the surpluses $\alpha_{\ell, i}$ are unique due to the linear independence of the hierarchical basis. As (4.26c) equals $f_{n, d}^{s}$ and has the same form, the coefficients $y_{\ell, i}$ must coincide with the surpluses $\alpha_{\ell, i}$.

### 4.3.3 Hierarchization with Residual Interpolation

Another method to hierarchize function values on dimensionally adaptive sparse grids is the method of residual interpolation. The advantage over the combination technique is that it only needs to operate on so-called active nodal spaces. In contrast, the combination technique needs to perform computations on additional non-active nodal subspaces (for the regular sparse grid case: summands with $q \geq 1$ in (2.31)).

Active nodal spaces. Algorithm 4.3 describes the procedure of the method of residual interpolation, given the function values $\boldsymbol{u}$ corresponding to the grid points and the levels $L$ contained in the sparse grid (see (2.30)). The list $\ell^{(1)}, \ldots, \ell^{(m)}$ of active nodal spaces in line 3 is determined by the condition

$$
\begin{equation*}
\bigcup_{j=1}^{m}\left\{\ell \in \mathbb{N}_{0}^{d} \mid \ell \leq \ell^{(j)}\right\}=L, \quad \forall_{j_{1} \neq j_{2}} \neg\left(\ell^{\left(j_{1}\right)} \leq \ell^{\left(j_{2}\right)}\right) . \tag{4.27}
\end{equation*}
$$

This means that the corresponding sparse grid $\Omega^{s}$ is the (non-disjoint) union of the full grid sets $\Omega_{\ell^{(j)}}(j=1, \ldots, m)$ and no full grid set is contained in another, i.e., no full grid set can be omitted without removing points from the union $\Omega^{\text {s }}$.

```
function \(y=\) residualInterpolation \((u, L)\)
    \(r^{(0)}\left(x_{\ell, i}\right) \leftarrow f\left(x_{\ell, i}\right)\) for all \((\ell, i) \in K\)
    Compute list \(\ell^{(1)}, \ldots, \ell^{(m)}\) of active nodal spaces from \(L\) (see (4.27))
    Sort \(\ell^{(1)}, \ldots, \ell^{(m)}\) by decreasing level sum
    for \(j=1, \ldots, m\) do
        Let \(r_{\ell^{(j)}}^{(j-1)} \in V_{\ell^{(j)}}\) be the interpolant of \(r^{(j-1)}\) on \(\Omega_{\ell^{(j)}}\)
        Let \(\left(\alpha_{\ell, i}^{(j)}\right)_{(\ell, i) \in K}\) be such that \(\sum_{\ell=0}^{\ell^{(j)}} \sum_{i \in I_{\ell}} \alpha_{\ell, i}^{(j)} \varphi_{\ell, i} \equiv r_{\ell^{(j)}}^{(j-1)} \quad \leadsto \rightarrow\) interpolation
        \(r^{(j)}\left(\boldsymbol{x}_{\ell, i}\right) \leftarrow r^{(j-1)}\left(\boldsymbol{x}_{\ell, i}\right)-r_{\ell^{(j)}}^{(j-1)}\left(\boldsymbol{x}_{\ell, i}\right)\) for all \((\ell, i) \in K \quad m\) new residuals
    \(y \leftarrow \sum_{j=1}^{m} \alpha^{(j)}\) (where \(\alpha_{\ell, i}^{(j)}=0,(\ell, i) \in K\), if \(\neg\left(\ell \leq \ell^{(j)}\right)\) ) \(\quad m\) combine surpluses
```

ALGORITHM 4.3 Application of the hierarchization operator $\mathfrak{L}=A^{-1}$ with residual interpolation for dimensionally adaptive sparse grids. Inputs are the vector $\boldsymbol{u}=\left(u_{\ell, i}\right)_{(\ell, i) \in K}$ of input data (function values $f\left(\boldsymbol{x}_{\ell, i}\right)$ at the grid points) and the set $L$ of levels that are part of the sparse grid (see (2.30)), where $K$ is the set of all feasible level-index pairs $(\boldsymbol{\ell}, \boldsymbol{i})$, i.e., $\ell \in L, \boldsymbol{i} \in I_{\ell}$. The output is the vector $y=\left(y_{\ell, i}\right)_{(\ell, i) \in K}$ of output data (hierarchical surpluses $\alpha_{\ell, i}$.

Correctness. The principle of Algorithm 4.3 is maintaining a vector $\left(r^{(j)}\left(\boldsymbol{x}_{\ell, i}\right)\right)_{(\ell, i) \in K}$ of residuals and interpolating the residual data subsequently on the active nodal spaces. Again, note that it is necessary to compute the coefficients $\alpha_{\ell, i}^{(j)}$ in the hierarchical basis, despite interpolating on the full grid $\Omega_{\ell^{(j)}}$. In Appendix A, we prove that the algorithm satisfies the following invariant, which can be used to show its correctness:

## PROPOSITION 4.10 (invariant of residual interpolation)

For $j=1, \ldots, m$, it holds
(4.28a) $\quad r_{\ell^{(j)}}^{(j-1)}\left(x_{\ell, i}\right)=0$,
$\ell \leq \ell^{\left(j^{\prime}\right)}, \quad i \in I_{\ell}, \quad j^{\prime}=1, \ldots, j-1$,
(4.28b)
$r^{(j)}\left(x_{\ell, i}\right)=0$,
$\ell \leq \ell^{\left(j^{\prime}\right)}, \quad i \in I_{\ell}, \quad j^{\prime}=1, \ldots, j$,
(4.28c)
$r^{(j)}\left(x_{\ell, i}\right)=f\left(x_{\ell, i}\right)-f^{\mathrm{s},(j)}\left(\boldsymbol{x}_{\ell, i}\right), \quad \ell \in L, \quad i \in I_{\ell}$,

$$
\begin{equation*}
\text { where } f^{\mathrm{s},(j)}:=\sum_{\ell^{\prime} \in L} \sum_{i^{\prime} \in I_{\ell^{\prime}}}\left(\sum_{j^{\prime}=1}^{j} \alpha_{\ell^{\prime}, i^{\prime}}^{\left(j^{\prime}\right)}\right) \varphi_{\ell^{\prime}, i^{\prime}} . \tag{4.29}
\end{equation*}
$$

PROOF See Appendix A.3.2.
COROLLARY 4.11 (correctness of residual interpolation)
Algorithm 4.3 is correct for hierarchization on dimensionally adaptive sparse grids.

PROOF Let $\ell \in L$ and $\boldsymbol{i} \in I_{\ell}$. By construction of the active nodal spaces, there exists some $j^{\prime} \in\{1, \ldots, m\}$ such that $\ell \leq \ell^{\left(j^{\prime}\right)}$. By Prop. 4.10, we obtain for $j=m$

$$
\begin{gather*}
\sum_{\ell^{\prime} \in L} \sum_{i^{\prime} \in I_{\ell^{\prime}}} \underbrace{\left(\sum_{j^{\prime \prime}=1}^{m} \alpha_{\ell^{\prime}, i^{\prime}}^{\left(j^{\prime \prime}\right)}\right)}_{=y_{\ell^{\prime}, i^{\prime}}} \varphi_{\boldsymbol{\ell}^{\prime}, i^{\prime}}\left(\boldsymbol{x}_{\ell, i}\right) \stackrel{(4.29)}{=} f^{\mathrm{s},(m)}\left(\boldsymbol{x}_{\ell, i}\right) \stackrel{(4.28 \mathrm{c})}{=} f\left(\boldsymbol{x}_{\ell, i}\right)-r^{(m)}\left(\boldsymbol{x}_{\ell, i}\right)  \tag{4.30a}\\
\stackrel{(4.28 \mathrm{~b})}{=} f\left(\boldsymbol{x}_{\ell, i}\right) .
\end{gather*}
$$

As the hierarchical interpolant $f^{s}$ (see (4.2)) has the same form $\sum_{\ell^{\prime} \in L} \sum_{i^{\prime} \in I_{\ell^{\prime}}} \alpha_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}$ as the LHS of (4.30) with unique surpluses $\overline{\alpha_{\ell^{\prime}, i^{\prime}}}$ such that the function values are interpolated (see (4.1)), the coefficients $y_{\ell^{\prime}, i^{\prime}}$ (output of Alg. 4.3) coincide with the surpluses $\alpha_{\ell^{\prime}, i^{\prime}}$.

Proposition 4.10 shows that $r^{(j)}\left(\boldsymbol{x}_{\ell, i}\right)$ is the residual of the interpolant $f^{s,(j)}$ of iteration $j$ to the objective function $f$ at the grid points $\boldsymbol{x}_{\ell, i}$ (Eq. (4.28c)). After interpolating $r^{(j-1)}$ on the grid $\Omega_{\ell^{(j)}}$ to obtain the function $r_{\ell^{(j)}}^{(j-1)}$ and subtracting the resulting values from the old residual values, the new residual values $r^{(j)}\left(\boldsymbol{x}_{\ell, i}\right)$ vanish not only on the grid $\left\{\left(\boldsymbol{\ell}^{(j)}, \boldsymbol{i}\right) \mid \boldsymbol{i} \in I_{\ell^{(j)}}\right\}$, but also on all previous grids $\left\{\left(\boldsymbol{\ell}^{\left(j^{\prime}\right)}, \boldsymbol{i}\right) \mid \boldsymbol{i} \in I_{\ell^{\left(j^{\prime}\right)}}\right\}, j^{\prime} \leq j$ (Eq. (4.28b)). The proof of Prop. 4.10 shows this by exploiting the auxiliary statement of Eq. (4.28a) and the tensor product structure of the hierarchical basis.

An example for the application of Alg. 4.3 on a two-dimensional sparse grid can be seen in Fig. 4.5. Note that $\alpha_{\ell, i}^{(j)} \neq 0$ can only be true if $\ell \leq \ell^{(j)}$. Therefore, if $(\boldsymbol{\ell}, \boldsymbol{i})$ is not contained in one of the grids that are processed in one of the remaining iterations $j+1, \ldots, m$, then $y_{\ell, i}^{(j)}$ is already equal to the correct surplus $\alpha_{\ell, i}$, where $y_{\ell, i}^{(j)}:=\sum_{j^{\prime}=1}^{j} \alpha_{\ell, i}^{\left(j^{\prime}\right)}$ denotes the intermediate result obtained after $j$ iterations.

### 4.4 Hierarchization on Spatially Adaptive Sparse Grids with Breadth-First Search

Unfortunately, we cannot apply the algorithms presented in the last sections to spatially adaptive sparse grids with hierarchical $B$-splines. The reason is that the algorithms relied on the final interpolant $f^{s}$ being a linear combination of full grid solutions $f_{\ell}$, which is only possible for dimensionally adaptive
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FIGURE 4.5
Hierarchization of function value data on the two-dimensional regular sparse grid $V_{n, d}^{\mathrm{s}}$ of level $n=$ 3 (top left) using the method of residual interpolation. In this figure, we use $y_{\ell, i}^{(j)}:=\sum_{j^{\prime}=1}^{j} \alpha_{\ell, i}^{\left(j^{\prime}\right)}$ as an abbreviation. The order of the nodal spaces (here: bottom left to top right) does not matter. The data $y_{\ell, i}^{(j)}$ corresponding to blue grid points will not be modified in the remaining iterations and, therefore, already equals the correct surpluses $\alpha_{\ell, i}$. The data corresponding to red grid points will be modified as the grid points appear in one of the remaining nodal grids.
still able to apply the UP, as we will show in Sec. 4.5. In this section, we study one approach to hierarchize on spatially adaptive sparse grids, namely transforming the hierarchical basis to so-called fundamental bases to enable a BFS algorithm for hierarchization.

The approach in this section has already been published [Vale18a]. Again, note that while B-splines are our target application, the considerations in this chapter are fully independent of the choice of basis functions $\varphi_{\ell, i}$, as long as they have tensor product structure. Although we do not state it explicitly, it is possible to employ different types of basis functions $\varphi_{\ell_{t}, i_{t}}$ in different dimensions, e.g., B-splines of different degrees $p_{t}$ to enable $p$-adaptivity.

### 4.4.1 Hierarchization with Breadth-First Search on Fundamental Bases

Fundamental property. As already discussed in Sec. 4.1, the main cause of the difficulty of the hierarchization with B-splines $\varphi_{\ell, i}^{p}$ is their overlapping support (which they need for their approximation order). Thus, high-level B-splines $\varphi_{\ell^{\prime}, i^{\prime}}^{p}$ do not vanish at all coarselevel grid points $\boldsymbol{x}_{\ell, i}, \boldsymbol{\ell}<\boldsymbol{\ell}^{\prime}$. In the univariate case, the idea is to transform the B-spline

## FIGURE 4.6

Fundamental property with Lagrange polynomials.
Left: Univariate Lagrange polynomials up to level $\ell=2$.
Top right: Regular sparse grid $\Omega_{n, d}^{s(1)}(n=4, d=2)$. The fundamental basis function $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}$ corresponding to the marked grid point (cross) does not vanish at the blue points $\boldsymbol{x}_{\boldsymbol{\ell}, \boldsymbol{i}}$ (which satisfy (4.32)).
Bottom right: Corresponding density pattern of $A$ when sorting rows and columns by increasing level sum $\|\ell\|_{1}=$ $0, \ldots, n$ (black bars).

basis to obtain new basis functions $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}:[0,1] \rightarrow \mathbb{R}\left(\ell^{\prime} \in \mathbb{N}_{0}, i^{\prime} \in I_{\ell^{\prime}}\right)$ that satisfy

$$
\begin{array}{lll}
\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}\left(x_{\ell, i}\right)=0, & \ell<\ell^{\prime}, & i \in I_{\ell}, \\
\varphi_{\ell^{\prime}, i^{\prime}}\left(x_{\ell^{\prime}, i}\right)=\delta_{i, i^{\prime}}, & & i \in I_{\ell^{\prime}} . \tag{4.31b}
\end{array}
$$

We call (4.31) fundamental property and functions $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}$ that fulfill this property fundamental basis functions. The first Eq. (4.31a) ensures that basis functions of level $\ell^{\prime}$ vanish at grid points of coarser levels $\ell<\ell^{\prime}$. The second Eq. (4.31b) requires the basis functions $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}$ to additionally vanish at all grid points of the same level $\ell^{\prime}$ with different index $i \neq i^{\prime}$. An example for fundamental basis functions are the piecewise linear B-splines $\varphi_{\ell^{\prime}, i^{\prime}}^{1}$ or the Lagrange polynomials $L_{\ell^{\prime}, i^{\prime}}$ (see Fig. 4.6, left). The statement that $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}\left(x_{\ell^{\prime}, i^{\prime}}\right)$ should equal one is not an additional restriction, if the value $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}\left(x_{\ell^{\prime}, i^{\prime}}\right)$ is non-zero, since we can just replace $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}$ with $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}} / \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}\left(x_{\ell^{\prime}, i^{\prime}}\right)$ to obtain $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}\left(x_{\ell^{\prime}, i^{\prime}}\right)=1$.

Multivariate case. For the multivariate case of $d \in \mathbb{N}$ dimensions, we define as usual tensor product versions $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}$ of the univariate fundamental bases $\varphi_{\ell_{t}^{\prime},,_{t}^{\prime}}^{\mathrm{f}}(t=1, \ldots, d)$. Equation (4.31) then implies

$$
\begin{equation*}
\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}\left(\boldsymbol{x}_{\ell, i}\right) \neq 0 \Longrightarrow \forall_{t=1, \ldots, d}\left[\left(\ell_{t}^{\prime}<\ell_{t}\right) \vee\left(\left(\ell_{t}^{\prime}, i_{t}^{\prime}\right)=\left(\ell_{t}, i_{t}\right)\right)\right], \quad(\boldsymbol{\ell}, \boldsymbol{i}),\left(\ell^{\prime}, \boldsymbol{i}^{\prime}\right) \in K . \tag{4.32}
\end{equation*}
$$

This means that every basis function $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}$ can only be non-zero at the grid points $\boldsymbol{x}_{\ell, i}$ that, in every dimension $t$, have a strictly higher level $\ell_{t}$ or the same level-index pair $\left(\ell_{t}, i_{t}\right)$ as
the basis function. We show an example for this relation in Fig. 4.6 (top right).
Triangular interpolation matrix. The main motivation for enforcing the fundamental property is the fact that it results in the hierarchization matrix $\boldsymbol{A}$ being triangular, if the rows and columns are arranged in the order of monotonously increasing level sum: We assume that $k=k(\ell, i) \in\{1, \ldots, N\}$ is a single continuously enumerated index of the level-index pairs $(\ell, \boldsymbol{i}) \in K$ (where $N=|K|$ ) such that

$$
\begin{equation*}
k(\boldsymbol{\ell}, \boldsymbol{i}) \leq k\left(\boldsymbol{\ell}^{\prime}, \boldsymbol{i}^{\prime}\right) \Longrightarrow\|\boldsymbol{\ell}\|_{1} \leq\left\|\ell^{\prime}\right\|_{1}, \quad(\boldsymbol{\ell}, \boldsymbol{i}),\left(\boldsymbol{\ell}^{\prime}, \boldsymbol{i}^{\prime}\right) \in K \tag{4.33}
\end{equation*}
$$

i.e., we sort the row indices $k=k(\boldsymbol{\ell}, \boldsymbol{i})$ and the column indices $k^{\prime}=k\left(\boldsymbol{\ell}^{\prime}, \boldsymbol{i}^{\prime}\right)$ of $\boldsymbol{A}$ by level sum $\|\cdot\|_{1}$. Consequently, $A=\left(A_{k, k^{\prime}}\right)_{k=1, \ldots, N, k^{\prime}=1, \ldots, N}$ is in lower block-triangular form:

$$
\begin{equation*}
A_{k, k^{\prime}}=\varphi_{k^{\prime}}^{\mathrm{f}}\left(\boldsymbol{x}_{k}\right)=0, \quad\|\ell\|_{1}<\left\|\ell^{\prime}\right\|_{1} \tag{4.34a}
\end{equation*}
$$

as $\|\ell\|_{1}<\left\|\ell^{\prime}\right\|_{1} \Longrightarrow \exists_{t} \ell_{t}<\ell_{t}^{\prime}$ and using (4.31a). Additionally, the diagonal blocks are unit matrices due to

$$
\begin{equation*}
A_{k, k^{\prime}}=\varphi_{k^{\prime}}^{\mathrm{f}}\left(\boldsymbol{x}_{k}\right) \stackrel{(*)}{=} \delta_{(\ell, i),\left(\ell^{\prime}, i^{\prime}\right)}, \quad\|\ell\|_{1}=\left\|\ell^{\prime}\right\|_{1}, \tag{4.34b}
\end{equation*}
$$

since $\|\ell\|_{1}=\left\|\ell^{\prime}\right\|_{1}$ implies that either $\left[\exists_{t} \ell_{t}<\ell_{t}^{\prime}\right]$ or $\ell=\ell^{\prime} .{ }_{-}^{5}$ In the former case, both sides of $(*)$ vanish (according to (4.31a)), and in the latter case, both sides equal $\delta_{i, i^{\prime}}$ (according to (4.31b)). Hence, $\boldsymbol{A}$ is a lower-triangular matrix. This is visualized for a two-dimensional example in Fig. 4.6 (bottom right).

Forward substitution. The triangular structure of $A$ implies that we can determine the surpluses $\alpha_{\ell, i}$ via forward substitution:

LEMMA 4.12 (forward substitution)
The hierarchical surpluses $\alpha_{\ell, i}$, which are determined by (4.5) with respect to $\varphi_{\ell, i}^{\mathrm{f}}$, satisfy

$$
\begin{equation*}
\alpha_{\ell, i}=f\left(\boldsymbol{x}_{\ell, i}\right)-\sum_{\substack{\ell^{\prime}, i^{\prime} \in \in \\\left\|\ell^{\prime},\right\|_{1}<\|\ell\|_{1}}} \alpha_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}\left(x_{\ell, i}\right), \quad(\ell, i) \in K . \tag{4.35}
\end{equation*}
$$

PROOF The linear system (4.5) is given by

$$
\begin{equation*}
f\left(\boldsymbol{x}_{\ell, i}\right)=\sum_{\left(\ell^{\prime}, i^{\prime}\right) \in K} \alpha_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}\left(\boldsymbol{x}_{\ell, i}\right), \quad(\boldsymbol{\ell}, \boldsymbol{i}) \in K . \tag{4.36a}
\end{equation*}
$$

[^11]```
function \(y=\operatorname{breadthFirstSearch}(u, K)\)
    \(y \leftarrow u\)
    \(K_{\mathrm{p}} \leftarrow\{0\} \times\{0,1\}^{d} \quad m\) set of processed points
    \(Q \leftarrow\) FIFO queue initialized with contents of \(K_{\mathrm{p}} \quad \rightsquigarrow\) points to be processed
    while \(Q \neq \emptyset\) do
        \(\left(\ell^{\prime}, i^{\prime}\right) \leftarrow Q . \operatorname{pop}() \quad \leadsto \rightarrow\) obtain next point
        for \(\left\{(\ell, \boldsymbol{i}) \in K \backslash\left\{\left(\ell^{\prime}, \boldsymbol{i}^{\prime}\right)\right\} \mid \forall_{t=1, \ldots, d}\left(\ell_{t}^{\prime}<\ell_{t}\right) \vee\left(\left(\ell_{t}^{\prime}, i_{t}^{\prime}\right)=\left(\ell_{t}, i_{t}\right)\right)\right\}\) do
            \(y_{\ell, i} \leftarrow y_{\ell, i}-y_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}\left(x_{\ell, i}\right) \quad \rightsquigarrow\) update surpluses according to Lemma 4.12
        for \(\left\{(\boldsymbol{\ell}, \boldsymbol{i}) \in K \backslash K_{\mathrm{p}} \mid(\boldsymbol{\ell}, \boldsymbol{i})\right.\) direct child of \(\left.\left(\boldsymbol{\ell}^{\prime}, \boldsymbol{i}^{\prime}\right)\right\}\) do
            Q.push \(((\ell, i)) \quad m\) add children to queue
            \(K_{\mathrm{p}} \leftarrow K_{\mathrm{p}} \cup\{(\ell, i)\} \quad m \rightarrow\) mark as processed
```

ALGORITHM 4.4 Hierarchization with breadth-first search on spatially adaptive sparse grids with fundamental bases. Inputs are the vector $\boldsymbol{u}=\left(u_{\ell, i}\right)_{(\ell, i) \in K}$ of input data (function values $f\left(\boldsymbol{x}_{\ell, i}\right)$ at the grid points) and the set $K$ of levelindex pairs of the sparse grid (see (2.32)). The output is the vector $\boldsymbol{y}=$ $\left(y_{\ell, i}\right)_{(\ell, i) \in K}$ of output data (hierarchical surpluses $\left.\alpha_{\ell, i}\right)$.

According to (4.34), all summands with $\left\|\ell^{\prime}\right\|_{1}>\|\ell\|_{1}$ vanish and from the summands with $\left\|\boldsymbol{\ell}^{\prime}\right\|_{1}=\|\boldsymbol{\ell}\|_{1}$, only the $(\boldsymbol{\ell}, \boldsymbol{i})$-th summand remains with $\varphi_{\ell, i}^{\mathrm{f}}\left(\boldsymbol{x}_{\ell, i}\right)=1$ :

$$
\begin{equation*}
\cdots=\alpha_{\ell, i}+\sum_{\substack{\left(\ell^{\prime}, i^{\prime}\right) \in K \\\left\|\ell^{\prime}\right\|_{1}<\|\ell\|_{1}}} \alpha_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}\left(x_{\ell, i}\right) . \tag{4.36b}
\end{equation*}
$$

Breadth-first search. Exploiting this lemma, we formulate a hierarchization algorithm (see Alg. 4.4) that applies forward substitution by BFS in the directed acyclic graph (DAG) of the spatially adaptive sparse grid $\Omega^{s}$. The nodes of the DAG are the level-index pairs $(\boldsymbol{\ell}, \boldsymbol{i}) \in K$. An edge connects ( $\boldsymbol{\ell}, \boldsymbol{i}$ ) to ( $\boldsymbol{\ell}^{\prime}, \boldsymbol{i}^{\prime}$ ), if $(\boldsymbol{\ell}, \boldsymbol{i})$ is a direct ancestor of $\left(\boldsymbol{\ell}^{\prime}, \boldsymbol{i}^{\prime}\right)$, i.e., if

$$
\exists_{t=1, \ldots, d} \ell_{-t}^{\prime}=\ell_{-t}, \boldsymbol{i}_{-t}^{\prime}=\boldsymbol{i}_{-t}, \ell_{t}^{\prime}=\ell_{t}+1, i_{t}^{\prime} \in \begin{cases}\{1\}, & \ell_{t}=0  \tag{4.37}\\ \left\{2 i_{t}-1,2 i_{t}+1\right\}, & \ell_{t}>0\end{cases}
$$

An example for the resulting DAG for a regular sparse grid in two dimensions is shown in Fig. 4.7. We make two assumptions for Alg. 4.4. First, $K$ should contain at least all $2^{d}$ corners of the domain $[0,1]$ :

$$
\begin{equation*}
K \supseteq\{\mathbf{0}\} \times\{0,1\}^{d}=\left\{(\mathbf{0}, \boldsymbol{i}) \mid \boldsymbol{i} \in\{0,1\}^{d}\right\} . \tag{4.38a}
\end{equation*}
$$

Second, all grid points should be reachable from the corners:

$$
\begin{align*}
\forall_{\left(\ell^{\prime}, i^{\prime}\right) \in K} \exists_{m \in \mathbb{N}_{0}} \exists_{\left(\boldsymbol{\ell}^{(0)}, i^{(0)}\right), \ldots,\left(\boldsymbol{\ell}^{(m)}, \boldsymbol{i}^{(m)}\right) \in K}[ & \left(\boldsymbol{\ell}^{(0)}, \boldsymbol{i}^{(0)}\right) \rightarrow \cdots \rightarrow\left(\boldsymbol{\ell}^{(m)}, \boldsymbol{i}^{(m)}\right),  \tag{4.38b}\\
& \left.\boldsymbol{\ell}^{(0)}=\mathbf{0},\left(\boldsymbol{\ell}^{(m)}, \boldsymbol{i}^{(m)}\right)=\left(\boldsymbol{\ell}^{\prime}, \boldsymbol{i}^{\prime}\right)\right],
\end{align*}
$$


where " $\rightarrow$ " is the direct ancestor relation (4.37). One can also use a different initial set than the corners of $[\mathbf{0}, \mathbf{1}]$, e.g., when working with sparse grids without boundary points. In general, there are three requirements on the initial set: First, all grid points should be reachable from this set. Second, the grid points in the set are sorted by increasing level sum (if the set contains grid points with different level sums). Third, the surpluses corresponding to the initial grid points need to be pre-calculated correctly before the while loop in Alg. 4.4.

Correctness. The correctness of Alg. 4.4 can be shown with the following invariant:

PROPOSITION 4.13 (invariant of breadth-first-search hierarchization)
Under the assumption (4.38), it holds after popping all grid points with level sum $<q$ from the queue $Q$ in Alg. 4.4:

$$
\begin{equation*}
y_{\ell, i}=f\left(\boldsymbol{x}_{\ell, i}\right)-\sum_{\substack{\left(\boldsymbol{\ell}^{\prime}, i^{\prime}\right) \in K \\\left\|\ell^{\prime}\right\|_{1}<q}} y_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}\left(\boldsymbol{x}_{\ell, i}\right), \quad(\boldsymbol{\ell}, \boldsymbol{i}) \in K, \quad\|\boldsymbol{\ell}\|_{1}=q . \tag{4.39}
\end{equation*}
$$

PROOF See Appendix A.3.3.

COROLLARY 4.14 Algorithm 4.4 is correct.

PROOF As noted in the proof of Prop. 4.13, the result $y_{\ell, i}$ after popping all grid points with level sum $q$ as stated in Prop. 4.13 is also the final result of the algorithm:

$$
\begin{equation*}
y_{\ell, i}=f\left(x_{\ell, i}\right)-\sum_{\substack{\left(\ell^{\prime}, i^{\prime}\right) \in K \\\left\|\ell^{\prime}\right\|_{1}<\|\ell\|_{1}}} y_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}\left(x_{\ell, i}\right), \quad(\ell, i) \in K . \tag{4.40}
\end{equation*}
$$

By Lemma 4.12, the correct hierarchical surpluses $\alpha_{\ell, i}$ satisfy the same relation. Inductively, $y_{\ell, i}$ and $\alpha_{\ell, i}$ must coincide.

Complexity. The BFS algorithm in Alg. 4.4 is not as efficient as the UP: It still needs to perform $\mathscr{O}\left(N^{2} d\right)$ many univariate basis evaluations (compared to $\mathscr{O}(N d)$ for the UP). However, it only needs linear space $\mathscr{O}(N)$ similar to the UP. This is a significant advantage over directly solving the system (4.5) of linear equations, which typically needs quadratic space $\mathscr{O}\left(N^{2}\right)$.

### 4.4.2 Constructing Fundamental Bases

Unfortunately, the hierarchical B-splines $\varphi_{\ell^{\prime}, i^{\prime}}^{p}$ do not satisfy the fundamental property (4.31). We now focus on the construction of univariate fundamental bases $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}$ starting $\overline{\text { from }}$ an arbitrary hierarchical basis $\varphi_{\ell^{\prime}, i^{\prime},}$. To this end, we study two transformations $\varphi_{\ell^{\prime}, i^{\prime}} \mapsto \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}$. As usual, the multivariate case is treated with the tensor product approach.

Hierarchical fundamental transformation (HFT). The canonical way to find a fundamental basis $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}$ is to use a linear combination $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{hft}}$ of coarser basis functions $\varphi_{\ell^{\prime \prime}, i^{\prime \prime}}$ as an ansatz and require that the fundamental property (4.31) is fulfilled:

$$
\begin{equation*}
\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{hft}}=\sum_{\ell^{\prime \prime}=0}^{\ell^{\prime}} \sum_{i^{\prime \prime} \in I_{\ell^{\prime \prime}}} c_{\ell^{\prime \prime}, i^{\prime \prime}}^{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime \prime}, i^{\prime \prime}} \quad \text { such that } \quad \forall_{\ell=0, \ldots, \ell^{\prime}} \forall_{i \in I_{\ell}} \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{hft}}\left(x_{\ell, i}\right)=\delta_{(\ell, i),\left(\ell^{\prime}, i^{\prime}\right)} . \tag{4.41}
\end{equation*}
$$

This means that $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{hft}}\left(\ell^{\prime} \in \mathbb{N}_{0}, i^{\prime}=0, \ldots, 2^{\ell^{\prime}}\right)$ interpolates the data $\left\{\left(x_{\ell^{\prime}, i}, \delta_{i, i^{\prime}}\right) \mid i=\right.$ $\left.0, \ldots, 2^{\ell^{\prime}}\right\}$. The coefficients $c_{\ell^{\prime \prime}, i^{\prime \prime}}^{\ell^{\prime}, i^{\prime}} \in \mathbb{R}$ are, in general, different for each basis function $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{hft}}$. This complicates precomputation and storage of the $2^{\ell^{\prime}}+1$ coefficients, as they have to be determined by solving a system of linear equations. In addition, the transformation $\varphi_{\ell^{\prime}, i^{\prime}} \mapsto \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{hft}}$ does not preserve the locality of the support of the basis functions. Consequently, $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{hft}}$ may be globally supported, which means that we have to evaluate up to $2^{\ell^{\prime}}+1$ basis functions $\varphi_{\ell^{\prime \prime}, i^{\prime \prime}}$ when evaluating $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{hft}}$ at a single point $x \in[0,1]$. The global support of the resulting transformed basis for uniform hierarchical B-splines (which are locally supported) can be seen in Fig. 4.8.


We call the transformation $\varphi_{\ell^{\prime}, i^{\prime}} \mapsto \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{hff}}$ hierarchical fundamental transformation (HFT). The following proposition shows that this is only a change of basis, as the spanned sparse grid space remains unchanged. While the proposition is formulated for regular sparse grids, a similar statement can be proven for the dimensionally adaptive case.

PROPOSITION 4.15 (spanned sparse grid space for the HFT)
If $K:=\left\{(\ell, \boldsymbol{i}) \mid\left\|\ell^{\prime}\right\|_{1} \leq n, \boldsymbol{i}^{\prime} \in I_{\ell^{\prime}}\right\}$ is the set of level-index pairs for the regular sparse grid of level $n$ and dimensionality $d$, then

$$
\begin{equation*}
V_{n, d}^{\mathrm{s}}=V_{n, d}^{\mathrm{s}, \mathrm{hft}}:=\operatorname{span}\left\{\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{hft}} \mid\left(\boldsymbol{\ell}^{\prime}, \boldsymbol{i}^{\prime}\right) \in K\right\} . \tag{4.42}
\end{equation*}
$$

PROOF We have $V_{n, d}^{\mathrm{s}} \supseteq V_{n, d}^{\mathrm{s} \text {,hft }}$ as $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{hft}} \in V_{n, d}^{\mathrm{s}}$ for all $\left(\boldsymbol{\ell}^{\prime}, \boldsymbol{i}^{\prime}\right) \in K$ :

$$
\begin{equation*}
\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{nft}}=\prod_{t=1}^{d} \sum_{\ell_{t}^{\prime \prime}=0}^{\ell_{t}^{\prime}} \sum_{i_{t}^{\prime \prime} \in I_{\ell_{t}^{\prime \prime}}^{\prime \prime}} c_{\ell_{t}^{\prime \prime}, i_{t}^{\prime \prime}}^{\ell_{1}^{\prime}, i_{t}^{\prime}}{ }_{\ell_{t}^{\prime \prime}, i_{t}^{\prime \prime}}=\sum_{\ell^{\prime \prime}=0}^{\ell^{\prime}} \sum_{i^{\prime \prime} \in I_{\ell^{\prime \prime}}} c_{\ell^{\prime \prime}, i^{\prime \prime}}^{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime \prime}, i^{\prime \prime}} \in V_{n, d}^{s}, \quad c_{\ell^{\prime \prime}, i^{\prime \prime}}^{\ell^{\prime}, i^{\prime}}:=\prod_{t=1}^{d} c_{\ell_{t}^{\prime \prime}, i_{t}^{\prime \prime}}^{\ell_{t}^{\prime}, i_{t}^{\prime}} . \tag{4.43}
\end{equation*}
$$

To prove that $V_{n, d}^{\mathrm{s}} \subseteq V_{n, d}^{\mathrm{s}, \text { hft }}$, we show that the dimension of $V_{n, d}^{\mathrm{s}, \text { hft }}$ matches $\operatorname{dim} V_{n, d}^{\mathrm{s}}=|K|$. It suffices to show that the functions $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{hft}}\left(\left(\boldsymbol{\ell}^{\prime}, \boldsymbol{i}^{\prime}\right) \in K\right)$, are linearly independent. Let
$\alpha_{\ell^{\prime}, i^{\prime}} \in \mathbb{R}$ be with $\sum_{\left(\ell^{\prime}, i^{\prime}\right) \in K} \alpha_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{hft}} \equiv 0$. By evaluating at $\boldsymbol{x}_{\ell, i}((\ell, i) \in K)$, we obtain

$$
\begin{equation*}
\sum_{\left(\ell^{\prime}, i^{\prime}\right) \in K} \alpha_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{hft}}\left(x_{\ell, i}\right)=0, \quad(\ell, i) \in K \tag{4.44}
\end{equation*}
$$

This is a lower triangular system according to (4.34), which implies $\alpha_{\ell^{\prime}, i^{\prime}}=0$ for all $(\boldsymbol{\ell}, \boldsymbol{i}) \in K$. Hence, the functions $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{hft}}\left(\left(\boldsymbol{\ell}^{\prime}, \boldsymbol{i}^{\prime}\right) \in K\right)$ are linearly independent.

Translation-invariant fundamental transformation (TIFT). Another disadvantage of the HFT is that it does not preserve the so-called translation invariance of the original basis. A basis $\varphi_{\ell, i}\left(\ell \in \mathbb{N}_{0}, i=0, \ldots, 2^{\ell}\right)$ is translation-invariant, if there is a parent function $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\varphi_{\ell, i}(x)=\varphi\left(\frac{x}{h_{\ell}}-i\right), \quad \ell \in \mathbb{N}_{0}, \quad i=0, \ldots, 2^{\ell}, \quad x \in[0,1] . \tag{4.45}
\end{equation*}
$$

The fact that the HFT does not preserve translation invariance means that for each basis function $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{hft}}$, we have to calculate its individual $2^{\ell^{\prime}}+1$ coefficients $c_{\ell^{\prime \prime}, i^{\prime \prime}}^{\ell^{\prime}, i^{\prime}}$.

To solve this problem, we use a similar ansatz as for the HFT, but we replace the hierarchical basis functions $\varphi_{\ell^{\prime \prime}, i^{\prime \prime}}\left(\ell^{\prime \prime}=0, \ldots, \ell^{\prime}, i^{\prime \prime} \in I_{\ell^{\prime \prime}}\right)$ with nodal basis functions $\varphi_{\ell^{\prime}, i^{\prime \prime}}$ and allow general integer indices $i^{\prime \prime} \in \mathbb{Z}$ :

$$
\begin{equation*}
\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{tift}}:=\sum_{i^{\prime \prime} \in \mathbb{Z}} c_{i^{\prime}, i^{\prime}}^{\ell^{\prime}} \varphi_{\ell^{\prime}, i^{\prime \prime}} \quad \text { such that } \quad \forall_{i \in I_{\ell^{\prime}}} \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{tift}}\left(x_{\ell^{\prime}, i}\right)=\delta_{i, i^{\prime}}, \tag{4.46}
\end{equation*}
$$

where $\ell^{\prime} \in \mathbb{N}_{0}, i^{\prime}=0, \ldots, 2^{\ell^{\prime}}$, and $c_{i^{\prime \prime}}^{\ell^{\prime}, i^{\prime}} \in \mathbb{R}$. We have to make three assumptions for (4.46) to make sense:

- The functions $\varphi_{\ell^{\prime}, i^{\prime \prime}}$ have to be defined for integer indices $i^{\prime \prime} \in \mathbb{Z}$, i.e., the functions $\varphi_{\ell^{\prime}, i^{\prime \prime}}:[0,1] \rightarrow \mathbb{R}$ must also exist for $i^{\prime \prime}<0$ or $i^{\prime \prime}>2^{\ell^{\prime}}$. This is the case for translationinvariant bases $\varphi_{\ell^{\prime}, i^{\prime \prime}}$ (such as B-splines $\varphi_{\ell^{\prime}, i^{\prime \prime}}^{p}$ ), as they can be generalized to $i^{\prime \prime} \in \mathbb{Z}$ via Eq. (4.45).
- The set

$$
\begin{equation*}
J_{\ell^{\prime}}:=\left\{i^{\prime \prime} \in \mathbb{Z}\left|\varphi_{\ell^{\prime}, i^{\prime \prime}}\right|_{[0,1]} \not \equiv 0\right\}, \quad \ell^{\prime} \in \mathbb{N}_{0} \tag{4.47}
\end{equation*}
$$

of relevant indices should be finite, so that in each point $x \in[0,1]$ only a finite number of basis functions $\varphi_{\ell^{\prime}, i^{\prime \prime}}$ of level $\ell^{\prime}$ is non-zero. This means that the series in (4.46) collapses to a finite sum over $i^{\prime \prime} \in J_{\ell^{\prime}}$. The condition is met for compactly supported and translation-invariant basis functions such as B-splines $\varphi_{\ell^{\prime}, i^{\prime \prime}}^{p}$. For $d \in \mathbb{N}$ dimensions and $\ell^{\prime} \in \mathbb{N}_{0}^{d}$, we define $J_{\ell^{\prime}}:=J_{\ell_{1}^{\prime}} \times \cdots \times J_{\ell_{d}^{\prime}}$.

- The coefficients $c_{i^{\prime \prime}}^{\ell^{\prime}, i^{\prime}}$, such that (4.46) holds, exist and are uniquely determined.

Let $\varphi_{\ell^{\prime}, i^{\prime \prime}}$ be translation-invariant and let $\ell^{\prime} \in \mathbb{N}_{0}$ and $i^{\prime}=0, \ldots, 2^{\ell^{\prime}}$ be arbitrary. Then we have

$$
\begin{equation*}
\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{tiff}}(x)=\sum_{i^{\prime \prime} \in \mathbb{Z}} c_{i^{\prime \prime}, i^{\prime}}^{\ell^{\prime} i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime \prime}}(x) \stackrel{(4.45)}{=} \sum_{i^{\prime \prime} \in \mathbb{Z}} c_{i^{\prime \prime}}^{\ell^{\prime}, i^{\prime}} \varphi\left(\frac{x}{h_{\ell^{\prime}}}-i^{\prime \prime}\right)=\sum_{i^{\prime \prime} \in \mathbb{Z}} c_{i^{\prime}+i^{\prime \prime}}^{\ell^{\prime}, i^{\prime}} \varphi\left(\left(\frac{x}{h_{\ell^{\prime}}}-i^{\prime}\right)-i^{\prime \prime}\right), \tag{4.48}
\end{equation*}
$$

where the function defined by $\sum_{i^{\prime \prime} \in \mathbb{Z}} \mathbb{C}_{i^{\prime} i^{\prime \prime}}^{\ell^{\prime}, i^{\prime}} \varphi\left(\cdot-i^{\prime \prime}\right)$ satisfies

$$
\begin{align*}
\sum_{i^{\prime \prime} \in \mathbb{Z}} c_{i^{\prime}+i^{\prime \prime}}^{c^{\prime}, i^{\prime}}
\end{align*}\left(i-i^{\prime \prime}\right)=\sum_{i^{\prime \prime} \in \mathbb{Z}} c_{i^{\prime}+i^{\prime \prime}}^{\ell^{\prime}, i^{\prime}} \varphi\left({ }^{\left.\left.\frac{x_{\ell^{\prime}, i+i^{\prime}}}{h_{\ell^{\prime}}}-i^{\prime}\right)-i^{\prime \prime}\right) \stackrel{(4.48)}{=} \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{tift}}\left(x_{\ell^{\prime}, i+i^{\prime}} \stackrel{(4.46)}{=} \delta_{i^{\prime}, i+i^{\prime}}\right.} \begin{array}{rl} 
& =\delta_{i, 0}, \quad i \in \mathbb{Z} . \tag{4.49a}
\end{array}\right.
$$

Due to the translation invariance and the third assumption in the list above, there is only a single set of coefficients of $\varphi\left(\cdot-i^{\prime \prime}\right)$ such that (4.49) holds. This means that $c_{i^{\prime}+i^{\prime \prime}}^{\ell^{\prime}, i^{\prime}}$ does not depend on $\ell^{\prime}$ or $i^{\prime}$, if $\varphi_{\ell^{\prime}, i^{\prime}}$ is translation-invariant. Consequently, if we set $c_{i^{\prime \prime}}:=c_{i^{\prime}+i^{\prime \prime}}^{\ell^{\prime}, i^{\prime}}$ for some arbitrary $\ell^{\prime} \in \mathbb{N}_{0}$ and $i^{\prime}=0, \ldots, 2^{\ell^{\prime}}$, then $\varphi^{\text {tift }}: \mathbb{R} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\varphi^{\mathrm{tift}}(x):=\sum_{i^{\prime \prime} \in \mathbb{Z}} c_{i^{\prime \prime}} \varphi\left(x-i^{\prime \prime}\right), \quad x \in[0,1] \tag{4.50}
\end{equation*}
$$

is a parent function of $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{tift}}$ that satisfies

$$
\begin{equation*}
\forall_{i \in \mathbb{Z}} \varphi^{\mathrm{tiff}}(i)=\delta_{i, 0} . \tag{4.51}
\end{equation*}
$$

The fact that $\varphi^{\mathrm{tifft}}$ is the parent function of $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{tif}}$ easily follows from (4.48) as the righthand side (RHS) is exactly $\varphi^{\text {tift }}\left(\frac{x}{h_{\ell^{\prime}}}-i^{\prime}\right)$, as required by (4.45). This shows that the transformation $\varphi_{\ell^{\prime}, i^{\prime}} \mapsto \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{tift}}$ preserves translation-invariance. Therefore, we call the transformation $\varphi_{\ell^{\prime}, i^{\prime}} \mapsto \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{tiff}}$ translation-invariant fundamental transformation (TIFT).

In contrast to the HFT, the TIFT is only a change of basis if we consider the extended nodal spaces that also include basis functions with indices outside of $\left\{0, \ldots, 2^{\ell^{\prime}}\right\}$. This is the statement of the following proposition (generalized to the $d$-variate case). Note that although the proposition involves basis functions $\varphi_{\ell^{\prime}, i^{\prime}}$ and $\varphi_{\ell^{\prime}, i^{\prime}}^{\text {tift }}$ outside the domain $[0,1]$ (in the sense that $\boldsymbol{x}_{\ell^{\prime}, i^{\prime}} \notin[0,1]$ ), we still restrict all functions to $[0,1]$. We cannot formulate an equivalent version of Prop. 4.15 (spanned sparse grid space for the HFT), as it might be that, in one dimension, $\varphi_{\ell^{\prime}, i^{\prime \prime}}\left(i^{\prime \prime}<0\right.$ or $\left.i^{\prime \prime}>2^{\ell^{\prime}}\right)$ is not contained in the nodal space $V_{\ell^{\prime}}$.

PROPOSITION 4.16 (spanned nodal space for the TIFT)
We have
(4.52)

$$
\operatorname{span}\left\{\varphi_{\ell^{\prime}, i^{\prime}} \mid i^{\prime} \in J_{\ell^{\prime}}\right\}=: V_{\ell^{\prime}}^{\mathrm{ext}}=V_{\ell^{\prime}}^{\mathrm{tiff}, \mathrm{ext}}:=\operatorname{span}\left\{\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{tift}} \mid i^{\prime} \in J_{\ell^{\prime}}\right\}, \quad \ell^{\prime} \in \mathbb{N}_{0}^{d} .
$$

PROOF We have $V_{\ell^{\prime}}^{\text {ext }} \supseteq V_{\ell^{\prime}}^{\text {tiff,ext }}$ as $\varphi_{\ell^{\prime}, i^{\prime}}^{\text {tift }} \in V_{\ell^{\prime}}^{\text {ext }}$ for all $i^{\prime} \in J_{\ell^{\prime}}$ :

$$
\begin{equation*}
\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{tifit}}=\prod_{t=1}^{d} \sum_{i_{t}^{\prime \prime} \in J_{\ell_{t}^{\prime}}} c_{i_{t}^{\prime \prime}}^{\ell_{1}^{\prime}, i_{t}^{\prime}} \varphi_{\ell_{t}^{\prime}, i_{t}^{\prime \prime}}=\sum_{i^{\prime \prime} \in J_{\ell^{\prime}}} c_{i^{\prime \prime}}^{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime \prime}} \in V_{\ell^{\prime}}^{\mathrm{ext}}, \quad c_{i^{\prime \prime}}^{\ell^{\prime}, i^{\prime}}:=\prod_{t=1}^{d} c_{i_{t}^{\prime \prime}}^{\ell_{\prime}^{\prime}, i_{t}^{\prime}} . \tag{4.53}
\end{equation*}
$$

To prove that $V_{\ell^{\prime}}^{\text {ext }} \subseteq V_{\ell^{\prime}}^{\text {tiftext }}$, we show that the dimensions of the two spaces match. As before, it suffices to show that the functions $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{tift}}\left(i^{\prime} \in J_{\ell^{\prime}}\right)$ are linearly independent. Let $\alpha_{\ell^{\prime}, i^{\prime}} \in \mathbb{R}$ be with $\sum_{i^{\prime} \in J_{\ell^{\prime}}} \alpha_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}^{\text {tift }} \equiv 0$. By evaluating at $\boldsymbol{x}_{\ell^{\prime}, i}\left(\boldsymbol{i} \in J_{\ell^{\prime}}\right)$, we obtain

$$
\begin{equation*}
0=\sum_{i^{\prime} \in J_{\ell^{\prime}}} \alpha_{\ell^{\prime}, i^{\prime}} \underbrace{\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{tiff}} \boldsymbol{x}_{\ell^{\prime}, i}}_{=\delta_{i, i^{\prime}}})=\alpha_{\ell^{\prime}, i}, \quad \boldsymbol{i} \in J_{\ell^{\prime}} \tag{4.54}
\end{equation*}
$$

i.e., all coefficients $\alpha_{\ell^{\prime}, i^{\prime}}$ must vanish. ${ }^{6}$ Hence, the functions $\varphi_{\ell^{\prime}, i^{\prime}}^{\text {tift }}\left(i^{\prime} \in J_{\ell^{\prime}}\right)$ are linearly independent.

### 4.4.3 Hierarchical Fundamental Splines

Definition. We now apply the translation-invariant fundamental transformation to hierarchical B-splines $\varphi_{\ell, i}^{p}$ of degree $p$. The parent function $\varphi^{p}: \mathbb{R} \rightarrow \mathbb{R}$ of B-splines and the set $J_{\ell}^{p}$ of relevant indices for level $\ell \in \mathbb{N}_{0}$ are given by

$$
\begin{equation*}
\varphi^{p}(x):=b^{p}\left(x+\frac{p+1}{2}\right), \quad J_{\ell}^{p}:=\left\{-\frac{p-1}{2},-\frac{p-1}{2}+1, \ldots, 2^{\ell}+\frac{p-1}{2}\right\}, \tag{4.55}
\end{equation*}
$$

respectively. According to (4.51), the coefficients $c_{k, p} \in \mathbb{R}$ of the transformed parent function $\varphi^{p \text {,tift }}$ in Eq. (4.50) are determined by a bi-infinite-dimensional system of linear

[^12]equations:
\[

\left($$
\begin{array}{ccccc}
\ddots & \ddots & \ddots & &  \tag{4.56}\\
\ddots & b^{p}\left(\frac{p+1}{2}\right) & b^{p}\left(\frac{p+1}{2}-1\right) & b^{p}\left(\frac{p+1}{2}-2\right) & \\
\ddots & b^{p}\left(\frac{p+1}{2}+1\right) & b^{p}\left(\frac{p+1}{2}\right) & b^{p}\left(\frac{p+1}{2}-1\right) & \ddots \\
& b^{p}\left(\frac{p+1}{2}+2\right) & b^{p}\left(\frac{p+1}{2}+1\right) & b^{p}\left(\frac{p+1}{2}\right) & \ddots \\
& & \ddots & \ddots & \ddots
\end{array}
$$\right) \cdot\left($$
\begin{array}{c}
\vdots \\
c_{-1, p} \\
c_{0, p} \\
c_{1, p} \\
\vdots
\end{array}
$$\right)=\left($$
\begin{array}{c}
\vdots \\
0 \\
1 \\
0 \\
\vdots
\end{array}
$$\right) .
\]

As in each row only $p$ entries are non-zero, the system matrix is a symmetric banded Toeplitz matrix ${ }^{7}$. One can show that the linear system (4.56) is uniquely solvable:

THEOREM 4.17 (unique existence of fundamental spline coefficients)
The system (4.56) has a unique solution $\left(c_{k, p}\right)_{k \in \mathbb{Z}}$ and the corresponding parent function $\varphi^{p, \text { fs }}: \mathbb{R} \rightarrow \mathbb{R}$ defined by $\varphi^{p, \text { fs }}(x):=\sum_{k \in \mathbb{Z}} c_{k, p} \varphi^{p}(x-k)$ satisfies

$$
\begin{equation*}
\exists_{\beta_{p}, \gamma_{p} \in \mathbb{R}_{>0}} \forall_{x \in \mathbb{R}}\left|\varphi^{p, \mathrm{fs}}(x)\right| \leq \beta_{p} \cdot\left(\gamma_{p}\right)^{-|x|} . \tag{4.57}
\end{equation*}
$$

PROOF See Theorems 1 and 2 in [Schoenb72].
The function $\varphi^{p, f s}$ from Thm. 4.17 is well-known as the fundamental spline of degree $p$ [Schoenb72; Schoenb73]. Applications of fundamental splines are interpolation and the definition of spline wavelets [Chu92]. The fundamental splines $\varphi^{p, \text { fs }}$ of low degrees $p$ and their bounding functions $\beta_{p} \cdot\left(\gamma_{p}\right)^{-|x|}$ are plotted in Fig. 4.9.

Definition of hierarchical fundamental splines. The fundamental spline $\varphi^{p, \text { fs }}$ defines hierarchical fundamental spline functions $\varphi_{\ell, i}^{p, \text { fs }}:[0,1] \rightarrow \mathbb{R}$ via Eq. (4.45), i.e.,

$$
\begin{equation*}
\varphi_{\ell, i}^{p, f s}(x):=\varphi^{p, f s}\left(\frac{x}{h_{\ell}}-i\right), \quad \ell \in \mathbb{N}_{0}, \quad i=0, \ldots, 2^{\ell}, \quad x \in[0,1] . \tag{4.58}
\end{equation*}
$$

The hierarchical cubic fundamental spline basis is depicted in Fig. 4.10. As usual, we define $d$-variate hierarchical fundamental splines as tensor products of their univariate counterparts. According to Prop. 3.2 (spline space) and Prop. 4.16 (spanned nodal space for the TIFT), the common extended nodal space $V_{\ell}^{p \text {,ext }}=V_{\ell}^{p, f s, \text { ext }}$ is equal to the spline space $S_{\ell}^{p,[0,1]}$ defined by the Cartesian product of knot sequences of the form (3.22), i.e., the space of all splines of degree $\boldsymbol{p}$ on the full grid of level $\boldsymbol{\ell}$.

The B-spline coefficients $\left(c_{k, p}\right)_{k \in \mathbb{Z}}$ of the fundamental spline $\varphi^{p, f s}$ decay with the same
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FIGURE 4.9 The fundamental spline $\varphi^{p, \text { fs }}$ (blue) is a linear combination of cardinal B-splines $b^{p}(\cdot-k), k \in \mathbb{Z}$ (light blue), with coefficients $c_{k, p}$ (red points). The absolute values of the fundamental spline $\varphi^{p, \text { fs }}$ and its coefficients are bounded by a multiple of $\left(\gamma_{p}\right)^{-|k|}$ (blue-red-dashed line). The axis for $c_{k, p}$ (on the right side) is scaled such that both bounding functions are on top of each other.
rate as the fundamental spline itself due to the stability of the B-spline basis [Höl13], i.e.,

$$
\begin{equation*}
\left|c_{k, p}\right| \leq \beta_{p}^{\prime} \cdot\left(\gamma_{p}\right)^{-|k|}, \quad k \in \mathbb{Z} \tag{4.59}
\end{equation*}
$$

for some $\beta_{p}^{\prime}>0$ independent of $k$, which is also shown in Fig. 4.9. For $p>1$, there is a surprising relationship between the optimal (i.e., largest) decay rate $\gamma_{p}$ and the polynomial $\sum_{k=1}^{p} b^{p}(k) x^{k-1}$, whose coefficients are the values of the cardinal B-spline $b^{p}$ at its inner knots: The decay rate is given by the absolute value of the largest root smaller than -1 of said polynomial (see [Chu92; Schoenb73]).

Due to (4.59), we may solve the system (4.56) of linear equations approximatively, if we symmetrically truncate the linear system to $2 n_{p}-1$ rows and columns and set $c_{k, p}:=0$

for all $|k| \geq n_{p}$, where $n_{p} \in \mathbb{N}$ is a truncation index. Note that we only have to perform $p+1$ cardinal B-spline evaluations to evaluate $\varphi^{p, \text { fs }}$ once. In Tab. 4.1, we list the decay rates $\gamma_{p}$, the factors $\beta_{p}$ and $\beta_{p}^{\prime}$, and the truncation indices $n_{p}$ for different $p$.

### 4.4.4 Modified Hierarchical Fundamental Splines

Similar to the B-spline bases introduced in Chap. 3, it is possible to define a modified version of the hierarchical fundamental spline basis to obtain reasonable boundary values when working with sparse grids without boundary points. The definition of the modified fundamental spline $\varphi_{\ell, i}^{p, f s, \text { mod }}:[0,1] \rightarrow \mathbb{R}$ of level $\ell \in \mathbb{N}$, index $i \in I_{\ell}$, and degree $p$ is defined as follows:

$$
\varphi_{\ell, i}^{p, f s, \bmod }(x):=\left\{\begin{array}{lll}
1, & \ell=1, & i=1  \tag{4.60}\\
\varphi^{p, \text { fs,mod }}\left(\frac{x}{h_{\ell}}\right), & \ell \geq 2, & i=1, \\
\varphi_{\ell, i}^{p, \text { fs }}(x), & \ell \geq 2, & i \in I_{\ell} \backslash\left\{1,2^{\ell}-1\right\}, \\
\varphi_{\ell, 1}^{p, \text { fs.mod }}(1-x), & \ell \geq 2, & i=2^{\ell}-1,
\end{array}\right.
$$

| $p$ | 1 | 3 | 5 | 7 | 9 | 11 | 13 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\gamma_{p}$ | 2.718 | 3.732 | 2.322 | 1.868 | 1.645 | 1.512 | 1.425 | 1.363 |
| $\beta_{p}$ | 1 | 1.241 | 1.104 | 1.058 | 1.037 | 1.026 | 1.019 | 1.014 |
| $\beta_{p}^{\prime}$ | 1 | 1.732 | 3.095 | 6.016 | 12.27 | 25.82 | 55.56 | 121.6 |
| $n_{p}$ | 1 | 18 | 29 | 40 | 52 | 64 | 77 | 90 |

TABLE 4.1 Optimal decay rates $\gamma_{p}$ and corresponding factors $\beta_{p}$ and $\beta_{p}^{\prime}$ for the bound functions of the fundamental spline $\varphi^{p, f s}$ and its coefficients $c_{k, p}$, i.e., $\forall_{x \in \mathbb{R}}\left|\varphi^{p, \mathrm{fs}}(x)\right| \leq \beta_{p}\left(\gamma_{p}\right)^{-|x|}$ and $\forall_{k \in \mathbb{Z}}\left|c_{k, p}\right| \leq \beta_{p}^{\prime}\left(\gamma_{p}\right)^{-|k|}$ (approximated values). The truncation indices $n_{p}$ are the smallest numbers such that $\forall_{|k| \geq n_{p}}\left|c_{k, p}\right|<$ $10^{-10}$.
where $\varphi^{p, \mathrm{fs}, \bmod }$ is a linear combination

$$
\begin{equation*}
\varphi^{p, \mathrm{fs}, \bmod }: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}, \quad \varphi^{p, \mathrm{fs}, \bmod }(x):=\sum_{k=1-(p+1) / 2}^{\infty} c_{k, p}^{\bmod } \varphi^{p}(x-k) \tag{4.61}
\end{equation*}
$$

whose coefficients $c_{k, p}^{\mathrm{mod}} \in \mathbb{R}$ are chosen such that

$$
\begin{align*}
\varphi^{p, \mathrm{fs}, \bmod }(i) & =\delta_{i, 1}, \quad i \in \mathbb{N}  \tag{4.62a}\\
\frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}} \varphi^{p, \mathrm{fs}, \bmod }(1) & =0,  \tag{4.62b}\\
\frac{\mathrm{~d}^{q}}{\mathrm{~d} x^{q}} \varphi^{p, \mathrm{fs}, \bmod }(0) & =0, \quad q=2,3, \ldots, \frac{p+1}{2}, \tag{4.62c}
\end{align*}
$$

if $p>1$. For $p=1$, we define $\varphi^{p, \mathrm{fs}, \bmod }:=\varphi_{2,1}^{p, \bmod }(\dot{\overline{4}})$. Since the modification coefficients $c_{k, p}^{\text {mod }}$ experience the same decay as the coefficients $c_{k, p}$ of the fundamental spline, we can also approximate $c_{k, p}^{\text {mod }}$ by solving a truncated system of linear equations. The resulting function $\varphi^{p, \text { fs,mod }}$ is shown in Fig. 4.11. The corresponding hierarchical basis $\varphi_{\ell, i}^{p, f s, m o d}$ is included in Fig. 4.10 (dashed lines).

The conditions stated in (4.62) are motivated by the case $p=3$ of cubic fundamental splines. The first relevant cardinal B-spline is the one with index $k=1-\frac{p+1}{2}(k=-1$ in the cubic case), as the B-splines with indices $\leq-\frac{p+1}{2}$ vanish on $\mathbb{R}_{\geq 0}$. The modified function $\varphi^{p, f s, m o d}$ should satisfy the fundamental property (4.46) at all positive integer points $k \in \mathbb{N}$. In contrast to the standard fundamental spline $\varphi^{p, \text { fs }}$, we do not enforce the fundamental property at $k=0$, as our aim is to obtain non-zero boundary values. This leaves us exactly two degrees of freedom in the cubic case, namely $k=-1$ and $k=0$. We use these to let $\varphi^{p, f s, m o d}$ extrapolate linearly on $[0,1]$, as we did for uniform hierarchical B-splines (see Sec. 3.1.3). Therefore, in the cubic case, we set the second


FIGURE 4.11 Modified fundamental spline $\varphi^{p, f s, m o d}$ (blue) together with its first (red) and second (brown) derivatives and the function value interpolation conditions from Eq. (4.62) (blue dots). For $p=3$, the second derivative vanishes on $[0,1]$. For higher degrees $p>3$, the second derivative is close to zero on this interval, vanishing at $x=0$.
derivative $\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} \varphi^{p, f \mathrm{fs}, \text { mod }}$ to zero at $x=0$ and at $x=1$. This suffices since $\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} \varphi^{p, \mathrm{fs}, \text { mod }}$ is piecewise linear for $p=3$. For higher degrees $p>3$, we use the additional degrees of freedom (in total $\frac{p+1}{2}$ ) to increase the multiplicity of the root of $\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} \varphi^{p, f \mathrm{fs}, \mathrm{mod}}$ at $x=0$. This ensures that $\varphi^{p, f s, m o d}$ is "as linear as possible" near $x=0$. Note that we cannot maintain $\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} \varphi^{p, \mathrm{fs}, \text { mod }} \equiv 0$ on $[0,1]$ for higher degrees $p>3$, since this would require $p-1$ conditions and we only have $\frac{p+1}{2}$ degrees of freedom left, after taking the fundamental conditions into account.

### 4.4.5 Fundamental Not-A-Knot Splines

The hierarchical fundamental spline basis suffers from the same problem as the uniform hierarchical B-spline basis. As explained in Sec. 3.2.1, there is a mismatch of dimensions of the nodal B-spline space $V_{\ell}^{p}$ of level $\ell$ when compared with the spline space $S_{\ell}^{p,[0,1]}$ on the grid $\left\{x_{\ell, i} \mid i=0, \ldots, 2^{\ell}\right\}$ of level $\ell$. This issue also affects the fundamental spline basis.

Definition of fundamental not-a-knot splines. It is possible to combine the idea of fundamental splines with the not-a-knot approach from Sec. 3.2. We define hierarchical fundamental not-a-knot splines $\varphi_{\ell^{\prime}, i^{\prime}}^{p, \text { fs,nak }}:[0,1] \rightarrow \mathbb{R}$ as linear combinations of nodal not-a-knot B-splines of the same level, where the coefficients are chosen such that the fundamental property (4.31) is satisfied:

$$
\begin{equation*}
\varphi_{\ell^{\prime}, i^{\prime}}^{p, f s, \text { nak }}:=\sum_{i^{\prime \prime}=0}^{2^{\ell^{\prime}}} c_{i^{\prime \prime}, p}^{\ell^{\prime}, i^{\prime}, \text { fs }} \varphi_{\ell^{\prime}, i^{\prime \prime}}^{p, n \mathrm{nak}} \quad \text { such that } \quad \forall_{i=0, \ldots, 2^{\ell^{\prime}}} \varphi_{\ell^{\prime}, i^{\prime}}^{p, \text { fs,nak }}\left(x_{\ell^{\prime}, i}\right)=\delta_{i, i^{\prime},}, \tag{4.63}
\end{equation*}
$$

FIGURE 4.12
Hierarchical cubic fundamental not-a-knot splines $\varphi_{\ell^{\prime}, i^{\prime}}^{p, \text { fs,nak }}\left(\ell^{\prime} \leq \ell, i^{\prime} \in I_{\ell^{\prime}}, p=3\right)$, grid points $x_{\ell^{\prime}, i^{\prime}}$ (dots), and removed knots (crosses) up to level $\ell=3$.

where $\ell^{\prime} \in \mathbb{N}_{0}, i^{\prime}=0, \ldots, 2^{\ell^{\prime}}$, and $c_{i^{\prime}, p}^{\ell^{\prime}, i^{\prime} \text { fs }} \in \mathbb{R}$. This approach is similar to the HFT in Sec. 4.4.2, see Eq. (4.41). We show the hierarchical fundamental not-a-knot spline basis of cubic degree in Fig. 4.12.

The fundamental not-a-knot splines $\varphi_{\ell^{\prime}, i^{\prime}}^{p, \text { fs,nak }}$ of level $\ell^{\prime}<\left\lceil\log _{2}(p+1)\right\rceil$ equal the Lagrange polynomials $L_{\ell^{\prime}, i^{\prime}}\left(i^{\prime}=0, \ldots, 2^{\ell^{\prime}}\right)$, This is because the $i^{\prime}$-th summand $\varphi_{\ell^{\prime}, i^{\prime}}^{p, \text { nak }}$ of (4.63) equals $L_{\ell^{\prime}, i^{\prime}}$ and as $L_{\ell^{\prime}, i^{\prime}}$ already fulfills the fundamental interpolation conditions


Implementation. We make two remarks with respect to the efficient implementation of hierarchical fundamental not-a-knot splines. First, Eq. (4.63) requires the solution of a system of linear equations with dimension $2^{\ell^{\prime}}+1$, which grows exponentially in the level $\ell^{\prime}$. However, as the coefficients decay roughly in the same order as the fundamental spline coefficients $c_{k, p}$ in Eq. (4.59), we can solve a truncated system of linear equations instead.

Second, the fundamental not-a-knot spline basis $\varphi_{\ell^{\prime}, i^{\prime}}^{p, f \text { nak }}$ is not translation-invariant anymore. This means that theoretically, we have to compute the $c_{i^{\prime \prime}, p}^{\ell^{\prime}, i^{\prime} \text { fs }}$ individually for each basis function $\varphi_{\ell^{\prime}, i^{\prime}}^{p, f, \text { nak }}$. Nevertheless, when truncating the linear system for a fixed
level $\ell^{\prime}$, almost all the inner basis functions $\varphi_{\ell^{\prime}, i^{\prime}}^{p, f s, n a k}$ will be identical to hierarchical fundamental splines $\varphi_{\ell^{\prime}, i^{\prime}}^{p, \text { fif }}$, if the distance of the region with the removed knots to the grid point $x_{\ell^{\prime}, i^{\prime}}$ is large enough (if the removed knots are outside of the truncated support of $\left.\varphi_{\ell^{\prime}, i^{\prime}}^{p, \text { fs,nak }}\right)$. For different levels $\ell^{\prime}$, the fundamental not-a-knot splines $\varphi_{\ell^{\prime}, i^{\prime}}^{p, f \text {, nak }}$ are the same up to scaling (if the level $\ell^{\prime}$ is high enough).

Consequently, an efficient implementation only has to implement $\varphi_{\ell^{\prime}, i^{\prime}}^{p, f, n a k}$ for some special cases for coarse levels. The other basis functions can then be derived via an affine parameter transformation.

### 4.5 Hierarchization on Spatially Adaptive Sparse Grids with the Unidirectional Principle

In this final section of the chapter, we further decrease the computational complexity for the application of the linear operator $\mathfrak{L}$ on spatially adaptive sparse grids from quadratic to linear time with two algorithms based on the UP.

### 4.5.1 Iteratively Applying the Unidirectional Principle with Iterative Refinement

```
IN THIS SECTION
4.5.1 Iteratively Applying the Unidirectional
    Principle with Iterative Refinement (p. 105)
4.5.2 Duality of the Unidirectional
    Principle (p. 107)
4.5.3 Chains and Equivalent Correctness
    Conditions (p. 109)
4.5.4 Hierarchical Weakly Fundamental
    Splines (p. 112)
4.5.5 Hermite Hierarchization (p. 115)
4.5.6 Hierarchical Weakly Fundamental
    Not-A-Knot Splines (p. 118)
```

The first algorithm can be applied if two requirements are met:

- The inverse $\mathfrak{L}^{-1}$ is known and can be efficiently applied.
- There is an operator $\mathfrak{L}^{\prime}$ that is "sufficiently close" to $\mathfrak{L}$ and can be efficiently applied.

For hierarchization with B-splines on sparse grids, we choose $\mathfrak{L}$ to be the hierarchization operator given in Eq. (4.5) and $\mathfrak{L}^{\prime}$ to be the UP directly applied on the sparse grid. Both of the assumptions are then satisfied, as $\mathfrak{L}^{-1}$ is known (interpolation matrix $A$ of basis function evaluations) and $\mathfrak{L}^{-1}$ and $\mathfrak{L}^{\prime}$ can be applied fast. The UP $\mathfrak{L}^{\prime}$ generally produces wrong results for hierarchical B-splines due to missing coupling points. However, especially for low B-spline degrees, $\mathfrak{L}^{\prime}$ does not deviate too much from the true operator $\mathfrak{L}$. Below, we will specify a sufficient criterion for the "closeness."

```
function y=iterativeRefinement (u, y (0)
    r}\mp@subsup{}{}{(0)}\leftarrow\boldsymbol{u}-\mp@subsup{\mathfrak{L}}{}{-1}\mp@subsup{\boldsymbol{y}}{}{(0)}\quadm\mathrm{ initial residual
    for m=0,1,2,\ldots. do
        y}\mp@subsup{}{(m+1)}{\leftarrow}\mp@subsup{\boldsymbol{y}}{}{(m)}+\mp@subsup{\mathfrak{L}}{}{\prime}\mp@subsup{\boldsymbol{r}}{}{(m)}\quad w update solution
        r}\mp@subsup{\boldsymbol{r}}{(m+1)}{\leftarrow}\mp@subsup{\boldsymbol{r}}{}{(m)}-\mp@subsup{\mathfrak{L}}{}{-1}\mp@subsup{\mathfrak{L}}{}{\prime}\mp@subsup{\boldsymbol{r}}{}{(m)}\quad\rightsquigarrow>\mathrm{ update residual
    y\leftarrowlast computed y(m)
```

ALGORITHM 4.5 Application of a tensor product operator $\mathfrak{L}$ on spatially adaptive sparse grids with iterative refinement, where $\mathfrak{L}^{\prime}$ is an approximation of $\mathfrak{L}$. Inputs are the vector $\boldsymbol{u}=\left(u_{\ell, i}\right)_{(\ell, i) \in K}$ of input data (function values $f\left(\boldsymbol{x}_{\ell, i}\right)$ at the grid points) and an initial solution $\boldsymbol{y}^{(0)}$. The output is the vector $y=\left(y_{\ell, i}\right)_{(\ell, i) \in K}$ of output data (hierarchical surpluses $\left.\alpha_{\ell, i}\right)$.

Iterative refinement. Under the two assumptions above, we can apply the procedure given in Alg. 4.5. The algorithm is equivalent to the well-known method of iterative refinement, which has been developed to stabilize the numerical solution of a linear system influenced by rounding errors [Hig02]. The operator $\mathfrak{L}^{\prime}$ acts like a preconditioner, which is why it is required to be close to $\mathfrak{L}$. Note that the algorithm is similar to the repeated application of the method of residual interpolation (see Sec. 4.3.3) on the whole sparse grid.

The loop in Alg. 4.5 has to be terminated after some iterations. The following simple lemma allows to use a stopping criterion based on the size of the residual $\boldsymbol{r}^{(m)}$ to the true solution, which we denote with $\boldsymbol{y}^{*}:=\mathfrak{L} \boldsymbol{u}$.

LEMMA 4.18 In Alg. 4.5, we have $\boldsymbol{y}^{(m)} \boldsymbol{\rightarrow} \boldsymbol{y}^{*} \Longleftrightarrow \boldsymbol{r}^{(m)} \rightarrow \mathbf{0}$ for $m \rightarrow \infty$.
PROOF It suffices to prove $\mathfrak{L} \boldsymbol{r}^{(m)}=\boldsymbol{y}^{*}-\boldsymbol{y}^{(m)}$ for $m \in \mathbb{N}$ by induction. For $m=0$, we have $\mathfrak{L} \boldsymbol{r}^{(0)}=\mathfrak{L} \boldsymbol{u}-\mathfrak{L} \mathfrak{L}^{-1} \boldsymbol{y}^{(0)}=\boldsymbol{y}^{*}-\boldsymbol{y}^{(0)}$. For $m \rightarrow m+1$, it holds $\mathfrak{L r} \boldsymbol{r}^{(m+1)}=\mathfrak{L} \boldsymbol{r}^{(m)}-\mathfrak{L} \mathfrak{L}^{-1} \mathfrak{L}^{\prime} \boldsymbol{r}^{(m)}=$ $\left(\boldsymbol{y}^{*}-\boldsymbol{y}^{(m)}\right)-\mathfrak{L}^{\prime} \boldsymbol{r}^{(m)}=\boldsymbol{y}^{*}-\boldsymbol{y}^{(m+1)}$.

Next, we give a sufficient condition for the convergence of Alg. 4.5 to the true solution.

PROPOSITION 4.19 (sufficient condition for the convergence of Alg. 4.5)
If we have $\lim \sup _{m \rightarrow \infty} \sqrt[m]{\left\|\left(\mathrm{id}-\mathfrak{L}^{-1} \mathfrak{L}^{\prime}\right)^{m}\right\|}<1$ with an arbitrary operator matrix norm $\|\cdot\|$ and the identity operator id, then $\boldsymbol{y}^{(m)} \rightarrow \boldsymbol{y}^{*}$ for $m \rightarrow \infty$ in Alg. 4.5 for every initial solution $\boldsymbol{y}^{(0)}$.

PROOF A short proof by induction shows that

$$
\begin{equation*}
\boldsymbol{y}^{(m)}=\boldsymbol{y}^{(0)}+\mathfrak{L}^{\prime} \sum_{m^{\prime}=0}^{m-1}\left(\mathrm{id}-\mathfrak{L}^{-1} \mathfrak{L}^{\prime}\right)^{m^{\prime}} \boldsymbol{r}^{(0)} \tag{4.64}
\end{equation*}
$$

where $\left(\mathrm{id}-\mathfrak{L}^{-1} \mathfrak{L}^{\prime}\right)^{m^{\prime}} \boldsymbol{r}^{(0)}=\boldsymbol{r}^{\left(m^{\prime}\right)}$. For $m \rightarrow \infty$ and with the assumption on $\left\|\left(\mathrm{id}-\mathfrak{L}^{-1} \mathfrak{L}^{\prime}\right)^{m}\right\|$, the sum converges to the Neumann series $\sum_{m^{\prime}=0}^{\infty}\left(\mathrm{id}-\mathfrak{L}^{-1} \mathfrak{L}^{\prime}\right)^{m^{\prime}}=\left(\mathrm{id}-\left(\mathrm{id}-\mathfrak{L}^{-1} \mathfrak{L}^{\prime}\right)\right)^{-1}=$ $\left(\mathfrak{L}^{\prime}\right)^{-1} \mathfrak{L}$ (see, e.g., [Wer11]). In this case, we infer that the limit of $\boldsymbol{y}^{(m)}$ is given by

$$
\begin{equation*}
y^{(0)}+\mathfrak{L}^{\prime}\left(\mathfrak{L}^{\prime}\right)^{-1} \mathfrak{L} r^{(0)}=y^{(0)}+\mathfrak{L} u-\mathfrak{L} \mathfrak{L}^{-1} y^{(0)}=\mathfrak{L} u=y^{*} \tag{4.65}
\end{equation*}
$$

as claimed.
The sufficient condition given in Prop. 4.19 is quite strong, as it can be shown that $\lim \sup _{m \rightarrow \infty} \sqrt[m]{\left\|\left(i d-\mathfrak{L}^{-1} \mathfrak{L}^{\prime}\right)^{m}\right\|} \leq 1$ is necessary for convergence. Unfortunately, in the case of hierarchization with B-splines, numerical experiments show that this condition is only met for low dimensionalities $d$ and low B-spline degrees $p$. Algorithm 4.5 generally diverges for higher dimensionalities or higher degrees.

### 4.5.2 Duality of the Unidirectional Principle

To motivate the second algorithm that we present in this section, we study why we cannot directly apply the UP (as introduced in Alg. 4.1) on spatially adaptive sparse grids. As before, we denote with $K$ the level-index set of the spatially adaptive sparse grid (see Sec. 4.1).

The UP, as stated in Alg. 4.1 for full grids, subsequently applies one-dimensional operators $\mathfrak{L}^{\left(t_{j}\right), K_{\text {pole }}}: \mathbb{R}^{\left|K_{\text {pole }}\right|} \rightarrow \mathbb{R}^{\left|K_{\text {pole }}\right|}$ on the poles $K_{\text {pole }}$ of the sparse grid at hand, iterating over a permutation $t_{1}, \ldots, t_{d}$ of the dimensions $1, \ldots, d$. We recall the pole equivalence relation $\sim_{t_{j}}$ from Eq. (4.7): Two points $\boldsymbol{k}^{\prime}, \boldsymbol{k}^{\prime \prime} \in K$ are $\sim_{t_{j}}$-equivalent, if $\boldsymbol{k}^{\prime}$ is contained in the pole through $\boldsymbol{k}^{\prime \prime}$ with respect to the $t_{j}$-th dimension, i.e.,

$$
\begin{equation*}
\boldsymbol{k}^{\prime} \sim_{t_{j}} \boldsymbol{k}^{\prime \prime} \Longleftrightarrow \boldsymbol{k}_{-t_{j}}^{\prime}=\boldsymbol{k}_{-t_{j}}^{\prime \prime}, \quad \boldsymbol{k}^{\prime}, \boldsymbol{k}^{\prime \prime} \in K \tag{4.66}
\end{equation*}
$$

Operators for the unidirectional principle. The combined application of all one-dimensional operators $\mathfrak{L}^{\left(t_{j}\right)}$ ) $K_{\text {pole }}\left(K_{\text {pole }} \in K / \sim_{t_{j}}\right.$ ) of the $j$-th iteration of Alg. 4.1 is equivalent to a single application of the following operator $\mathfrak{L}^{\left(t_{j}\right)}: \mathbb{R}^{|K|} \rightarrow \mathbb{R}^{|K|}$ :

$$
\left(\mathfrak{L}^{\left(t_{j}\right)}\right)_{\boldsymbol{k}^{\prime \prime}, \boldsymbol{k}^{\prime}}:= \begin{cases}\left(\mathfrak{L}^{\left(t_{j}\right), K_{\text {pole }}}\right)_{k_{t_{j}}^{\prime \prime}, k_{t_{j}}^{\prime}}, & \exists_{K_{\text {pole }} \in K / \sim_{t_{j}}} \boldsymbol{k}^{\prime}, \boldsymbol{k}^{\prime \prime} \in K_{\text {pole }},  \tag{4.67}\\ 0, & \boldsymbol{k}^{\prime} \chi_{t_{j}} \boldsymbol{k}^{\prime \prime},\end{cases}
$$

where $\left(\mathfrak{L}^{\left(t_{j}\right)}\right)_{\boldsymbol{k}^{\prime \prime}, \boldsymbol{k}^{\prime}}$ denotes the entry of row $\boldsymbol{k}^{\prime \prime}$ and column $\boldsymbol{k}^{\prime}$ of the matrix corresponding to $\mathfrak{L}^{\left(t_{j}\right)}$ (similar for $\left.\left(\mathfrak{L}^{\left(t_{j}\right), K_{\text {pole }}}\right)_{k_{t_{j}}^{\prime \prime}, k_{t_{j}}^{\prime}}\right)$. The reason for this equivalence is that the poles $K_{\text {pole }}$ are pairwise disjoint equivalence classes. Consequently, every point $\boldsymbol{k}$ is only acted upon
by a single one-dimensional operator $\mathfrak{L}^{\left(t_{j}\right), K_{\text {pole }}}$, namely the one with $K_{\text {pole }}=[\boldsymbol{k}]_{\tau_{t_{j}}}$. This leads to the block-diagonal structure of $\mathfrak{L}^{\left(t_{j}\right)}$ given in (4.67), if the rows of the matrix of $\mathfrak{L}^{\left(t_{j}\right)}$ are grouped by poles $K_{\text {pole }}$ and the columns are arranged accordingly.

Correctness and duality of the unidirectional principle. For the remaining considerations, we assume that the operators $\mathfrak{L}$ and $\mathfrak{L}^{\left(t_{j}\right), K_{\text {pole }}}$ are invertible. In this case, $\mathfrak{L}^{\left(t_{j}\right)}$ is also invertible and $\left(\mathfrak{L}^{\left(t_{j}\right)}\right)^{-1}$ is given by the block-diagonal matrix composed of the inverses of the blocks $\mathfrak{L}^{\left(t_{j}\right), K_{\text {pole }}}$ of $\mathfrak{L}^{\left(t_{j}\right)}$. This is satisfied by dehierarchization operators $\boldsymbol{A}$ due to the linear independence of the hierarchical basis functions.

We are now able to describe the whole UP of Alg. 4.1 as the operator $\mathfrak{L}^{\left(t_{1}, \ldots, t_{d}\right)}: \mathbb{R}^{|K|} \rightarrow$ $\mathbb{R}^{|K|}$ given by

$$
\begin{equation*}
\mathfrak{L}^{\left(t_{1}, \ldots, t_{d}\right)}:=\mathfrak{L}^{\left(t_{d}\right)} \ldots \mathfrak{L}^{\left(t_{1}\right)} \tag{4.68}
\end{equation*}
$$

The right-most operator is $\mathfrak{L}^{\left(t_{1}\right)}$, since it is applied first. We say that the UP is correct for $\mathfrak{L}$ and $\left(t_{1}, \ldots, t_{d}\right)$, if

$$
\begin{equation*}
\mathfrak{L}^{\left(t_{1}, \ldots, t_{d}\right)} \stackrel{?}{=} \mathfrak{L} . \tag{4.69}
\end{equation*}
$$

This relation is not satisfied in general, especially for B-spline hierarchization with the operator $\mathfrak{L}=A^{-1}$. However, for operators like these, whose inverse $\mathfrak{L}^{-1}=A$ can be described and applied much easier, we can make use of the so-called duality of the UP:

LEMMA 4.20 (duality of the unidirectional principle)
Let the operators $\mathfrak{L}$ and $\mathfrak{L}^{\left(t_{j}\right), K_{\text {pole }}}$ be invertible for all poles $K_{\text {pole }}$ in $K$. Then the UP is correct for $\mathfrak{L}$ and $\left(t_{1}, \ldots, t_{d}\right)$ if and only if the UP is correct for $\mathfrak{L}^{-1}$ and $\left(t_{d}, \ldots, t_{1}\right)$.

PROOF The correctness of the UP for $\mathfrak{L}$ and $\left(t_{1}, \ldots, t_{d}\right)$ is by definition equivalent to

$$
\begin{equation*}
\mathfrak{L}^{\left(t_{d}\right)} \cdots \mathfrak{L}^{\left(t_{1}\right)}=\mathfrak{L} . \tag{4.70}
\end{equation*}
$$

By inverting both sides, we obtain the definition of the correctness of the UP for $\mathfrak{L}^{-1}$ and $\left(t_{d}, \ldots, t_{1}\right)$.

This duality means that in order to establish the correctness of $\mathfrak{L}$ for some arbitrary permutation $\left(t_{1}, \ldots, t_{d}\right)$ of $1, \ldots, d$, it suffices to establish the UP's correctness for the inverse operator $\mathfrak{L}^{-1}$ and the reverse permutation $\left(t_{d}, \ldots, t_{1}\right)$. This is especially of interest for our main application, the hierarchization operator $\mathfrak{L}=A^{-1}$ for B-splines.


FIGURE 4.13 Examples for chains in two and three dimensions. Left: A chain from $\boldsymbol{k}^{(0)}$ to $\boldsymbol{k}^{(2)}$ with respect to $\left(t_{1}, t_{2}\right)=(2,1)$ in a two-dimensional sparse grid. Center: With respect to the reverse permutation $\left(t_{1}, t_{2}\right)=(1,2)$ of the dimensions, there is no chain from $\boldsymbol{k}^{(0)}$ to $\boldsymbol{k}^{(2)}$, because the corresponding chain point $\boldsymbol{k}^{(1)}$ is missing in the grid. Right: A chain in three dimensions.

### 4.5.3 Chains and Equivalent Correctness Conditions

We first define the notion of a chain between two grid points $\boldsymbol{k}^{\prime}$ and $\boldsymbol{k}^{\prime \prime}$.

## DEFINITION 4.21 (chain)

Let $\boldsymbol{k}^{\prime}, \boldsymbol{k}^{\prime \prime} \in K$ and $\left(t_{1}, \ldots, t_{j}\right)$ be a permutation of $j$ of the dimensions $1, \ldots, d$. We define the chain from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}^{\prime \prime}$ with respect to $\left(t_{1}, \ldots, t_{j}\right)$ as the sequence $\left(\boldsymbol{k}^{(0)}, \ldots, \boldsymbol{k}^{(j)}\right)$, where

$$
\begin{equation*}
\boldsymbol{k}_{T_{j^{\prime}}}^{\left(j^{\prime}\right)}:=\boldsymbol{k}_{T_{j^{\prime}}}^{\prime \prime}, \quad \boldsymbol{k}_{-T_{j^{\prime}}}^{\left(j^{\prime}\right)}:=\boldsymbol{k}_{-T_{j^{\prime}}}^{\prime}, \quad T_{j^{\prime}}:=\left(t_{1}, \ldots, t_{j^{\prime}}\right), \quad j^{\prime}=0, \ldots, j, \tag{4.71}
\end{equation*}
$$

if $\boldsymbol{k}^{(j)}=\boldsymbol{k}^{\prime \prime}$ and $\boldsymbol{k}^{\left(j^{\prime}\right)} \in K$ for all $j^{\prime}=0, \ldots, j$.

This definition is equivalent to $\boldsymbol{k}^{\left(j^{\prime}-1\right)} \sim_{t_{j^{\prime}}} \boldsymbol{k}^{\left(j^{\prime}\right)}$ for $j^{\prime}=1, \ldots, j$. Figure 4.13 shows examples of chains in two and three dimensions. As it is shown in Fig. 4.13B, the order $\left(t_{1}, \ldots, t_{j}\right)$ of the dimensions is important for whether the grid contains the chain from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}^{\prime \prime}$. The grid must contain all intermediate points, otherwise it is not a chain.

We now show two lemmas. First, we prove that $\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{j}\right)}\right)_{k^{\prime \prime}, \boldsymbol{k}^{\prime}} \neq 0$ is sufficient for the existence of a chain from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}^{\prime \prime}$ :

LEMMA 4.22 (sufficient condition for chain existence)
If $\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{j}\right)}\right)_{k^{\prime \prime}, \boldsymbol{k}^{\prime}} \neq 0$ for some $j=0, \ldots, d$, then the grid $K$ contains the chain from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}^{\prime \prime}$ with respect to $\left(t_{1}, \ldots, t_{j}\right)$.

PROOF See Appendix A.3.4.
Second, we show that the equality of $\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{j}\right)}\right)_{\boldsymbol{k}^{(j)}, \boldsymbol{k}^{\prime}}$ and the product of the onedimensional operators is necessary for the existence of a chain from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}^{\prime \prime}$ :

```
LEMMA 4.23 (necessary condition for chain existence)
```

If the grid $K$ contains the chain $\left(\boldsymbol{k}^{(0)}, \ldots, \boldsymbol{k}^{(j)}\right)$ from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}^{\prime \prime}$ with respect to $\left(t_{1}, \ldots, t_{j}\right)$ for some $j=0, \ldots, d$, then

$$
\begin{equation*}
\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{j}\right)}\right)_{\boldsymbol{k}^{(j)}, \boldsymbol{k}^{\prime}}=\left(\mathfrak{L}^{\left(t_{1}\right),\left[\boldsymbol{k}^{(1)}\right]_{\tau_{t_{1}}}}\right)_{k_{t_{1}}^{\prime \prime}, k_{t_{1}}^{\prime}} \cdots\left(\mathfrak{L}^{\left(t_{j}\right),\left[\boldsymbol{k}^{(j)}\right]_{\tau_{t_{j}}}}\right)_{k_{t_{j}}^{\prime \prime}, k_{t_{j}}} . \tag{4.72}
\end{equation*}
$$

PROOF See Appendix A.3.4.
These two lemmas can be used to prove the following characterization of the correctness of the UP. Here, we need an additional assumption on the structure of the operator $\mathfrak{L}$, which we call tensor product structure:

PROPOSITION 4.24 (characterization of the correctness of the UP)
Let $\mathfrak{L}$ have tensor product structure: For all $\boldsymbol{k}^{\prime}, \boldsymbol{k}^{\prime \prime} \in K$ with the chain $\left(\boldsymbol{k}^{(0)}, \ldots, \boldsymbol{k}^{(d)}\right)$ from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}^{\prime \prime}$ with respect to $\left(t_{1}, \ldots, t_{d}\right)$, we assume that

$$
\begin{equation*}
(\mathfrak{L})_{k^{\prime \prime}, k^{\prime}}=\prod_{j=1}^{d}\left(\mathfrak{L}^{\left(t_{j}\right),\left[\boldsymbol{k}^{(j)}\right]_{\tau_{t_{j}}}}\right)_{k_{t_{j}^{\prime}}, k_{t j}^{\prime}} . \tag{4.73}
\end{equation*}
$$

Then the UP is correct for $\mathfrak{L}$ and $\left(t_{1}, \ldots, t_{d}\right)$ if and only if the grid $K$ contains the chain from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}^{\prime \prime}$ with respect to $\left(t_{1}, \ldots, t_{d}\right)$ for all $\boldsymbol{k}^{\prime}, \boldsymbol{k}^{\prime \prime} \in K$ for which $(\mathfrak{L})_{\boldsymbol{k}^{\prime \prime}, \boldsymbol{k}^{\prime}} \neq 0$.

PROOF See Appendix A.3.4.
When applied to the hierarchization operator, the combination of Prop. 4.24 with Lemma 4.20 (duality of the unidirectional principle) can be summarized in the following corollary:

COROLLARY 4.25 (equivalent statements for correctness of UP for hierarchization) The following statements are equivalent:

- The UP is correct for $A^{-1}$ and $\left(t_{1}, \ldots, t_{d}\right)$.
- The UP is correct for A and $\left(t_{d}, \ldots, t_{1}\right)$.
- The grid $K$ contains the chain from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}^{\prime \prime}$ with respect to $\left(t_{d}, \ldots, t_{1}\right)$ for all $\boldsymbol{k}^{\prime}, \boldsymbol{k}^{\prime \prime} \in K$ for which $\varphi_{\boldsymbol{k}^{\prime}}\left(\boldsymbol{x}_{\boldsymbol{k}^{\prime \prime}}\right) \neq 0$.

PROOF The corollary is a direct consequence of Lemma 4.20 and Prop. 4.24, applied to the dehierarchization operator $\mathfrak{L}=\boldsymbol{A}$.

The assumption of Lemma 4.20 is satisfied: The operators $\mathfrak{L}^{\left(t_{j}\right), K_{\text {pole }}}$ are invertible for all poles $K_{\text {pole }}$ in $K$ due to the uniqueness of univariate interpolants (linear independence of the basis functions). Similarly, $\mathfrak{L}$ is invertible due to the uniqueness of multivariate interpolants. In addition, the assumption of Prop. 4.24 is satisfied, since

$$
\begin{equation*}
(\mathfrak{L})_{k^{\prime \prime}, k^{\prime}}=(A)_{k^{\prime \prime}, k^{\prime}}=\prod_{j=1}^{d} \varphi_{k_{t_{j}^{\prime}}^{\prime}}\left(x_{k_{t_{j}^{\prime \prime}}}\right)=\prod_{j=1}^{d}\left(\mathfrak{L}^{\left.\left(t_{j}\right), \mathfrak{L}^{(j)}\right]_{\tau_{t_{j}}}}\right)_{k_{t_{j}^{\prime \prime}}, k_{t_{j}}} \tag{4.74}
\end{equation*}
$$

due to the tensor product basis functions.

Inserting chain points. This means that we can establish the correctness of the UP for the hierarchization operator $\mathfrak{L}=A^{-1}$, if we insert all missing chain points that are specified by Prop. 4.24 into the grid.

We take the case $p=1$ of piecewise linear standard B-splines $\varphi_{\ell, i}^{1}$ as an example. We assume that we iteratively generated a spatially adaptive sparse grid such that all grid points are reachable from the corners of [0,1] in the sense of Eq. (4.38b). If we want to ensure the correctness of the UP for all possible permutations $\left(t_{1}, \ldots, t_{d}\right)$ of the dimensions $(1, \ldots, d)$, then the existence of the necessary chains in Cor. 4.25 is equivalent to the requirement that the grid should contain the hierarchical ancestors of every grid point in every direction:

$$
\begin{array}{llll}
\text { (4.75a) } & \forall_{\left(\ell^{\prime}, i^{\prime}\right) \in K} \forall_{\left\{t=1, \ldots, d \mid \ell_{t}^{\prime}>1\right\}}(\boldsymbol{\ell}, \boldsymbol{i}) \in K, & \boldsymbol{\ell}:=\boldsymbol{\ell}^{\prime}-\boldsymbol{e}_{t}, & i_{t}:=2\left\lfloor\frac{i_{t}^{\prime}}{4}\right\rfloor+1,  \tag{4.75a}\\
\text { (4.75b) } & \boldsymbol{i}_{-t}=\boldsymbol{i}_{-t}^{\prime} \\
\forall_{\left(\ell^{\prime}, i^{\prime}\right) \in K} \forall_{\left\{t=1, \ldots, d \mid \ell_{t}^{\prime}=1\right\}}(\boldsymbol{\ell}, \boldsymbol{i}) \in K, & \boldsymbol{\ell}:=\boldsymbol{\ell}^{\prime}-\boldsymbol{e}_{t}, & i_{t}:=0, & \boldsymbol{i}_{-t}=\boldsymbol{i}_{-t}^{\prime},
\end{array}
$$

where $\boldsymbol{e}_{t}$ is the $t$-th standard basis vector. This is a standard assumption on spatially adaptive sparse grids with piecewise linear basis functions [Pfl10]. However, we only have to satisfy the conditions of Cor. 4.25 for a single permutation $\left(t_{1}, \ldots, t_{d}\right)$ of the dimensions in order to hierarchize with the UP. Figure 4.14 shows the necessary ancestor chain points (colored points in Fig. 4.14B) for an example of a two-dimensional spatially adaptive sparse grid (Fig. 4.14A).

Unfortunately, we have to insert these points recursively, e.g., the inserted points may generate new chains, for which other missing points have to be inserted and so on


FIGURE 4.14 Necessary chain points for the correctness of the unidirectional principle with respect to $\left(t_{1}, t_{2}\right)=(1,2)$ for hierarchical B-splines $\varphi_{\ell, i}^{p}$ on a two-dimensional spatially adaptive sparse grid. The colors indicate the recursion depth in which the chain points have been inserted. Black points are contained in the original grid ("zero-order points"). Blue points are part of chains between original grid points ("first-order chain points"). Red points are second-order chain points, i.e., they are part of chains from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}^{\prime \prime}$ where $\boldsymbol{k}^{\prime}$ and $\boldsymbol{k}^{\prime \prime}$ are original grid points or first-order chain points and at least one of them is a first-order chain point. Analogously, brown points are third-order chain points. $N$ is the number of points in the final grid.
("higher-order chain points" in Fig. 4.14). Therefore, the number of points to be inserted may be large. The worst case is that the final grid is a full grid, i.e., the Cartesian product of the union of the poles in the different dimensions:

$$
\begin{equation*}
\left(\bigcup_{k \in K}[k]_{\sim_{1}}\right) \times \cdots \times\left(\bigcup_{k \in K}[k]_{\sim_{d}}\right), \tag{4.76}
\end{equation*}
$$

i.e., we fully lose the advantage of sparse grids, whose purpose is to ease the curse of dimensionality. For the standard hierarchical B-spline basis $\varphi_{\ell, i}^{p}$, this worst case often occurs as there are many non-zero entries in the corresponding interpolation matrices $A$ (see Sec. 4.1 and Fig. 4.14C).

### 4.5.4 Hierarchical Weakly Fundamental Splines

Motivation. In order to reduce the number of chain points to be inserted, we have to use other spline bases such that the resulting interpolation matrices $A$ have more zero entries. The hierarchical fundamental splines as introduced in Sec. 4.4.3 are one possi-
bility. However, they are globally supported, which implies a number of disadvantages concerning the algorithms and the implementations. The most significant disadvantage is that although we can use BFS for the univariate hierarchization operators, the time complexity for the univariate hierarchization is still quadratic. We search for a locally supported spline basis for which the univariate hierarchization can be done in linear time.

To meet these goals, we have to relax the fundamental property to a weaker version, which results in the so-called weakly fundamental property. A univariate hierarchical basis $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{wf}}:[0,1] \rightarrow \mathbb{R}$ is called weakly fundamental, if

$$
\begin{equation*}
\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{wf}}\left(x_{\ell, i}\right)=0, \quad \ell<\ell^{\prime}, \quad i \in I_{\ell} . \tag{4.77}
\end{equation*}
$$

This is exactly the first condition (4.31a) of the fundamental property (4.31). We drop the requirement that the basis functions should vanish at the other grid points of the same level. The relation (4.32) from the fundamental case becomes

$$
\begin{equation*}
\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{wf}}\left(x_{\ell, i}\right) \neq 0 \Longrightarrow \ell^{\prime} \leq \ell, \tag{4.78}
\end{equation*}
$$

i.e., every basis function $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{wf}}$ can only be non-zero at grid points $\boldsymbol{x}_{\ell, i}$ with higher or equal level $\ell$.

Definition of hierarchical weakly fundamental splines. We construct the weakly fundamental spline parent function $\varphi^{p, \text { wfs }}: \mathbb{R} \rightarrow \mathbb{R}$ by forming a linear combination of as few neighboring uniform B-splines as possible such that $\varphi^{p, \text { wfs }}$ satisfies the weakly fundamental property (4.77):

$$
\begin{gather*}
\varphi^{p, \mathrm{wfs}}(x):=\sum_{k=-(p-1) / 2}^{(p-1) / 2} c_{k, p} \varphi^{p}(x-k) \quad \text { such that }  \tag{4.79a}\\
c_{0, p}=1, \quad \varphi^{p, \mathrm{wfs}}\left(k^{\prime}\right)=0, \quad k^{\prime}=-p+2,-p+4, \ldots, p-2 . \tag{4.79b}
\end{gather*}
$$

Hierarchical weakly fundamental splines $\varphi_{\ell, i}^{p, w f s}:[0,1] \rightarrow \mathbb{R}$ are now defined canonically via an affine parameter transformation:

$$
\begin{equation*}
\varphi_{\ell, i}^{p, \text { wfs }}(x):=\varphi^{p, \text { wfs }}\left(\frac{x}{h_{\ell}}-i\right), \quad \ell \geq 1 . \tag{4.80}
\end{equation*}
$$

For $\ell=0$, we define $\varphi_{\ell, i}^{p, \text { wfs }}$ to be the linear Lagrange polynomial of level zero: ${ }^{8}$

$$
\begin{equation*}
\varphi_{0, i}^{p, \text { wfs }}:=L_{0, i}, \quad i=0,1 . \tag{4.81}
\end{equation*}
$$

[^14]FIGURE 4.15
Hierarchical cubic weakly fundamental splines $\varphi_{\ell^{\prime}, i^{\prime}}^{p, \text { wfs }}\left(\ell^{\prime} \leq \ell, i^{\prime} \in I_{\ell^{\prime}}, p=3\right)$ and grid points $x_{\ell^{\prime}, i^{\prime}}$ (dots) up to level $\ell=3$.


The hierarchical weakly fundamental spline basis is shown in Fig. 4.15. Note that these basis functions are translation-invariant by construction (starting with level $\ell \geq 1$ ). As the weakly fundamental parent spline $\varphi^{p, \text { wfs }}$ vanishes at all odd integers and as the support of $\varphi_{\ell, i}^{p, \text { wfs }}$ is local $\left(\operatorname{supp} \varphi_{\ell, i}^{p, \text { wfs }}=\left[x_{\ell, i-p}, x_{\ell, i+p}\right] \cap[0,1]\right)$, this implies that the weakly fundamental property (4.77) is fulfilled.

Chain points for weakly fundamental splines. The first advantage of the weakly fundamental spline basis $\varphi_{\ell, i}^{p, \text { wfs }}$ over standard uniform B-splines $\varphi_{\ell, i}^{p}$ is that the condition $\varphi_{k^{\prime}}\left(\boldsymbol{x}_{\boldsymbol{k}^{\prime \prime}}\right) \neq 0$ in Cor. 4.25 is satisfied much more rarely. Consequently, fewer chain grid points have to be inserted to ensure the correctness of the UP for hierarchization. Figure 4.16 shows the inserted points for the same grid as in Fig. 4.14.

In the special case of regular sparse grids $\Omega_{n, d}^{\mathrm{s}}$, we do not have to insert any grid points for the correctness of the UP. We can verify this statement with Cor. 4.25 (equivalent statements for correctness of UP for hierarchization): Let $\left(\boldsymbol{\ell}^{\prime}, \boldsymbol{i}^{\prime}\right)$ and $\left(\boldsymbol{\ell}^{\prime \prime}, \boldsymbol{i}^{\prime \prime}\right)$ with $\left\|\ell^{\prime}\right\|_{1},\left\|\ell^{\prime \prime}\right\|_{1} \leq n$ and $\boldsymbol{i}^{\prime} \in I_{\ell^{\prime}}, \boldsymbol{i}^{\prime \prime} \in I_{\ell^{\prime \prime}}$, such that $\varphi_{\ell^{\prime}, i^{\prime}}^{p, \text { wfs }}\left(\boldsymbol{x}_{\ell^{\prime \prime}, i^{\prime \prime}}\right) \neq 0$. Furthermore, let $\left(\boldsymbol{\ell}^{(0)}, \boldsymbol{i}^{(0)}\right), \ldots,\left(\boldsymbol{\ell}^{(d)}, \boldsymbol{i}^{(d)}\right)$ be the chain from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}^{\prime \prime}$ with respect to $t_{1}, \ldots, t_{d}$. Note that $\ell^{(j)} \leq \max \left\{\ell^{\prime}, \ell^{\prime \prime}\right\}$ due to the definition of chain points (Def. 4.21). Therefore, we have


FIGURE 4.16
Necessary chain points for the correctness of the unidirectional principle with respect to $\left(t_{1}, t_{2}\right)=(1,2)$ for hierarchical cubic weakly fundamental splines $\varphi_{\ell, i}^{p, \mathrm{wfs}}(p=3)$ on the same twodimensional spatially adaptive sparse grid as in Fig. 4.14A. The colors indicate the recursion depth in which the chain points have been inserted (see caption of Fig. 4.14). The number of points in the final grid is $N=157$.
for $j=0, \ldots, d$ by (4.78):

$$
\begin{equation*}
\ell^{\prime} \leq \ell^{\prime \prime} \Longrightarrow \ell^{(j)} \leq \max \left\{\ell^{\prime}, \ell^{\prime \prime}\right\} \leq \ell^{\prime \prime} \Longrightarrow\left\|\ell^{(j)}\right\|_{1} \leq\left\|\ell^{\prime \prime}\right\|_{1} \leq n . \tag{4.82}
\end{equation*}
$$

Hence, $\Omega_{n, d}^{s}$ contains the grid points corresponding to $\left(\ell^{(j)}, i^{(j)}\right)$ for all $j=0, \ldots, d$. Consequently, the conditions of Cor. 4.25 are satisfied without inserting any additional chain points. This statement is even valid for arbitrary dimensionally adaptive sparse grids.

### 4.5.5 Hermite Hierarchization

Hermite interpolation. The second advantage of the weakly fundamental spline basis is that due to the reduced coupling, the univariate hierarchization operators can be applied easier than for standard uniform B-splines. This results in the formulation of the so-called Hermite hierarchization algorithm. We first recall higher-order Hermite interpolation:

LEMMA 4.26 (higher-order Hermite interpolation)
Let $p \in \mathbb{N}$ be odd and $a, b \in \mathbb{R}$ with $a<b$. Furthermore, let $\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} f(a) \in \mathbb{R}$ and $\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} f(b) \in$ $\mathbb{R}$ be given data for $q=0, \ldots, \frac{p-1}{2}$. Then there is a unique polynomial $s \in P^{p}$ such that

$$
\begin{equation*}
\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} f(a)=\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} s(a), \quad \frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} f(b)=\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} s(b), \quad q=0, \ldots, \frac{p-1}{2} . \tag{4.83}
\end{equation*}
$$

PROOF See [Fre07].
Hermite hierarchization algorithm. The interpolating polynomial $s$ and its derivatives can be efficiently evaluated using Hermite basis functions (generalized Lagrange polynomials [Fre07]). With Hermite interpolation, we formulate Alg. 4.6 for the hierarchization with hierarchical weakly fundamental splines. While we formulate Alg. 4.6 only for regular univariate grids and weakly fundamental splines, a slightly reformulated version of the

```
function \(y=\) hermiteHierarchization1D ( \(u, n\) )
    for \(i=0,1\) do \(\quad\) mst values for level 0
        \(y_{0, i} \leftarrow f\left(x_{0, i}\right)\)
        \(\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} f_{0}\left(x_{0, i}\right) \leftarrow \delta_{q, 0} \cdot f\left(x_{0, i}\right)+\delta_{q, 1} \cdot\left(f\left(x_{0,1}\right)-f\left(x_{0,0}\right)\right)\) for all \(q=0, \ldots, \frac{p-1}{2}\)
    for \(\ell=1, \ldots, n\) do
        for \(i \in I_{\ell}\) do
            \(f_{\ell-1}\left(x_{\ell, i}\right) \leftarrow\) Hermite interpolation of \(\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} f_{\ell-1}\left(x_{\ell, i \pm 1}\right) \quad\left(q=0, \ldots, \frac{p-1}{2}\right)\)
            \(r^{(\ell)}\left(x_{\ell, i}\right) \leftarrow f\left(x_{\ell, i}\right)-f_{\ell-1}\left(x_{\ell, i}\right) \quad \rightsquigarrow\) residual to be interpolated
        Let \(r_{\ell}^{(\ell)}\) be of the form \(\sum_{i^{\prime} \in I_{\ell}} y_{\ell, i^{\prime}} \varphi_{\ell, i^{\prime}}^{p, w f s} \quad m\) contribution of level \(\ell\)
        Choose \(\left(y_{\ell, i^{\prime}}\right)_{i^{\prime} \in I_{\ell}}\) such that \(r_{\ell}^{(\ell)}\left(x_{\ell, i}\right)=r^{(\ell)}\left(x_{\ell, i}\right)\) for all \(i \in I_{\ell}\)
        for \(i=0, \ldots, 2^{\ell}\) do \(\quad m\) for all points (current level and ancestors)
            for \(q=0, \ldots, \frac{p-1}{2}\) do
            \(\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} f_{\ell}\left(x_{\ell, i}\right) \leftarrow \frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} f_{\ell-1}\left(x_{\ell, i}\right)+\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} r_{\ell}^{(\ell)}\left(x_{\ell, i}\right) \quad m\) update values
```

ALGORITHM 4.6 Hermite hierarchization on one-dimensional regular grids. Inputs are the vector $\boldsymbol{u}=\left(u_{\ell, i}\right)_{(\ell, i) \in K}$ of input data (function values $f\left(x_{\ell, i}\right)$ at the grid points) and the level $n$ of the regular grid, where $K=\{(\ell, i) \mid \ell=$ $\left.0, \ldots, n, i \in I_{\ell}\right\}$. The output is the vector $y=\left(y_{\ell, i}\right)_{(\ell, i) \in K}$ of output data (hierarchical surpluses $\alpha_{\ell, i}$ ).
algorithm also correctly operates on spatially adaptive univariate grids (with the assumption that the grids contain the parents of their grid points) and other weakly fundamental bases that are piecewise polynomials of degree $\leq p$.

The idea of Alg. 4.6, which is also illustrated in Fig. 4.17, is to hierarchize the function value data level by level, which is only possible because of the weakly fundamental property (4.77). For each level $\ell$, we calculate surpluses $\alpha_{\ell, i}=y_{\ell, i}$, while keeping track of the values and derivatives $\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} f_{\ell}\left(x_{\ell, i}\right)$ of the "current" interpolant $f_{\ell}$ (up to level $\ell$ ). Hermite interpolation is used to determine the "delta" to the interpolant of the next level. Note that in line 13, we have to evaluate the derivatives of $\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} f_{\ell-1}\left(x_{\ell, i}\right)$ of the Hermite interpolant determined in line 7. This is not an issue since in an implementation one would typically simultaneously evaluate the Hermite interpolant and its derivatives.

For hierarchical weakly fundamental splines, the complexity of the $\ell$-th iteration of Alg. 4.6 is linear in the number of grid points of level $\ell$, i.e., $\mathscr{O}\left(2^{\ell}\right)$. The reason for this is the bandedness (with bandwidth $\mathscr{O}(p)$ ) of the system of linear equations corresponding to the interpolation problem of lines 9 and 10 , which means that the interpolation problem can be solved in linear time and memory. In total, the complexity of Alg. 4.6 is given by $\mathscr{O}\left(\sum_{\ell=0}^{n} 2^{\ell}\right)=\mathscr{O}\left(2^{n}\right)$, i.e., the time and memory required by Alg. 4.6 is only linear in the number of grid points.


Correctness. We prove the correctness of Hermite hierarchization with the following invariant.

PROPOSITION 4.27 (invariant of Hermite hierarchization)
In Alg. 4.6, it holds for $\ell=0, \ldots, n$ and $i=0, \ldots, 2^{\ell}$

$$
\begin{equation*}
\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} f_{\ell}\left(x_{\ell, i}\right)=\sum_{\ell^{\prime}=0}^{\ell} \sum_{i^{\prime} \in I_{\ell^{\prime}}} y_{\ell^{\prime}, i^{\prime}} \frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} \varphi_{\ell^{\prime}, i^{\prime}}^{p, w f s}\left(x_{\ell, i}\right), \quad q=0, \ldots, \frac{p-1}{2} . \tag{4.84}
\end{equation*}
$$

PROOF See Appendix A.3.5.

COROLLARY 4.28 Algorithm 4.6 is correct.

PROOF See Appendix A.3.5.

FIGURE 4.18
Hierarchical cubic weakly fundamental not-a-knot splines $\varphi_{\ell^{\prime}, i^{\prime}}^{p, \text { wfs nak }}\left(\ell^{\prime} \leq \ell, i^{\prime} \in\right.$ $I_{\ell^{\prime}}, p=3$ ), grid points $x_{\ell^{\prime}, i^{\prime}}$ (dots), and removed knots (crosses) up to level $\ell=3$.




### 4.5.6 Hierarchical Weakly Fundamental Not-A-Knot Splines

Finally, as for fundamental splines, it is possible to combine the weakly fundamental basis with the not-a-knot idea from Sec. 3.2 to construct hierarchical weakly fundamental not-a-knot spline functions $\varphi_{\ell^{\prime}, i^{\prime}}^{p, \text { wfsak }}$. The approach is similar to the fundamental not-aknot splines in Sec. 4.4.5 (see Eq. (4.63)): Instead of combining uniform B-splines as in (4.79a), we combine not-a-knot B-splines such that the weakly fundamental property is satisfied.

However, the exact construction is somewhat complicated, as one has to carefully consider which conditions to enforce with which basis functions. There are some special cases, if the index of the basis function $\varphi_{\ell^{\prime}, i^{\prime}}^{p, \text { wfsk }}$ is near the boundary (near $i^{\prime}=0$ or near $i^{\prime}=2^{\ell^{\prime}}$ ). Nevertheless, there are only finitely many special cases; for higher levels $\ell^{\prime}$, one can just scale the basis functions of coarser levels. In the scope of this thesis, it suffices to show the resulting basis functions for the cubic case ( $p=3$ ) in Fig. 4.18, instead of rigorously stating the technical formulas.

## ~

# Gradient-Based Optimization with B-Splines on Sparse Grids 

Premature optimization is the root of all evil.
— Donald E. Knuth [Knu74]

In this chapter, we apply the hierarchical B-spline bases derived in Chapters 3 and $\underline{4}$ to optimization, which is a major task in simulation technology, for instance in inverse problems (see Chap. 1). We pursue a three-step surrogate-based optimization approach: First, we sample the objective function at specific sparse grid points to retrieve objective function values. Second, by interpolating these values with hierarchical bases, we obtain a surrogate for the objective function. Third and finally, we discard the original objective function and apply already existing optimization methods to the surrogate.

One of the key advantages of hierarchical B-splines over common hierarchical bases for sparse grids is their continuous differentiability. The derivatives of B-spline surrogates on sparse grids are not only continuous, but also explicitly known, and they can be evaluated fast. This gives the opportunity to employ gradient-based optimization methods, which usually converge significantly faster than gradient-free alternatives.

The outline of this chapter is as follows: We start in Sec. 5.1 with a compact overview of textbook optimization algorithms, which comprises gradient-free and gradient-based
optimization algorithms for unconstrained problems as well as algorithms for constrained problems. In Sec. 5.2, we present the main method that conflates the various optimization algorithms and the generation of spatially adaptive sparse grids with the Novak-Ritter criterion to create a single method for the optimization of sparse grid surrogates. Section 5.3 continues with a small array of test problems for unconstrained and constrained optimization. In Sec. 5.4, we apply the presented method to the test problems, studying the influence of the different hierarchical B-splines on optimality gaps and conducting numerical experiments. Finally, in Sec. 5.5, we examine the fuzzy extension principle as an example application of the optimization of hierarchical B-spline surrogates on sparse grids.

Parts of this chapter have already been published in previous work [Vale14], especially the overview of optimization algorithms (Sec. 5.1) and the methodology of the optimization of sparse grid surrogates (Sec. 5.2). However, as the previous work included other basis functions as well, this chapter represents the first comprehensive study that focuses on the application of hierarchical B-splines to optimization.

### 5.1 Overview of Optimization Algorithms

Problem setting. Generally, unconstrained optimization problems have the form

$$
\begin{equation*}
x^{\mathrm{opt}}=\arg \min f(x), \quad x \in \mathbb{R}^{d}, \tag{5.1}
\end{equation*}
$$

where $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is the objective function. Constrained optimization problems are given by
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$$
\begin{equation*}
x^{\mathrm{opt}}=\arg \min f(x), \quad x \in \mathbb{R}^{d} \text { s.t. } g(x) \leq 0, \tag{5.2}
\end{equation*}
$$

where $\boldsymbol{g}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{m_{g}}\left(m_{g} \in \mathbb{N}\right)$ is the (inequality) constraint function. This formulation also contains optimization problems with equality constraints $\boldsymbol{h}(\boldsymbol{x})=\mathbf{0}$ by setting $\boldsymbol{g}(\boldsymbol{x}):=$ $(\boldsymbol{h}(\boldsymbol{x}),-\boldsymbol{h}(\boldsymbol{x}))$. Equality constraints can also be solved by incorporating them into the unconstrained solver (e.g., see [Boy04] for an equality-constrained Newton method).

As sparse grid surrogates $f=f^{s}$ are only defined on the unit hyper-cube, the choice of $\boldsymbol{x}$ has to be restricted to $[\mathbf{0}, \mathbf{1}]$. In the case of (5.1), this results in a box-constrained optimization problem. A simple method for applying unconstrained optimization algorithms to box-constrained problems is extending $f^{s}$ to $\mathbb{R}^{d}$ by $f^{s}(\boldsymbol{x}):=+\infty$ for all $\boldsymbol{x} \in \mathbb{R}^{d} \backslash[\mathbf{0}, \mathbf{1}]$. However, more sophisticated approaches are also available [Mor87].

Black-box optimization methods. Problems of the form (5.1) or (5.2) are black-box optimization problems, where we cannot gain any insight into the structure or algebraic properties of $f$. Black-box optimization methods perform a series of evaluations $f\left(\boldsymbol{x}_{k}\right)$, choosing the next evaluation point $\boldsymbol{x}_{k+1}$ based on the previous function values $f\left(\boldsymbol{x}_{0}\right), \ldots, f\left(\boldsymbol{x}_{k}\right)$. Gradient-based methods differ from gradient-free approaches in such a way that they also take values of the gradient $\nabla_{x} f\left(\boldsymbol{x}_{k}\right)$, of the Hessian $\nabla_{x}^{2} f\left(\boldsymbol{x}_{k}\right)$, or of even higher-order derivatives into account.

A vast range of optimization methods exists in literature. Some methods are better suited for specific optimization problems than others. However, according to the "no-freelunch theorem" and under some assumptions [Wol97], all methods perform equally well (or equally badly) in the mean of all possible optimization problems.

Local and global optima. Most optimization methods depend on an initial point $\boldsymbol{x}_{0}$ and only find local optima, where (5.1) or (5.2) only holds for $\boldsymbol{x}$ in a neighborhood of $\boldsymbol{x}^{\text {opt }}$. One can globalize local methods to increase the probability of finding a global optimum with a Monte Carlo multi-start approach: The local method is repeated with different pseudo-random initial points and the best local optimum is chosen as the result.

In the following, we give a brief survey of a small selection of optimization methods (see Tab. 5.1, Fig. 5.1, and Fig. 5.2), highlighting the key ingredients for each method.

### 5.1.1 Gradient-Free Unconstrained Optimization Methods

Nelder-Mead. The Nelder-Mead method [Nel65; Gao12; Vale14] maintains a list of $d+1$ vertices of a $d$-dimensional simplex, sorted by ascending function value. In each iteration, the method performs one of the operations reflection, expansion, outer contraction, inner contraction, and shrinking on the vertices. Typically, convergence can be detected by checking the size of the simplex, as the simplex tends to contract around local minima. However, there are counterexamples where the method converges to a non-critical point for an only bivariate objective function that is strictly convex and twice continuously differentiable [McK98].

Differential evolution. The method of differential evolution [Stor97; Zie09; Vale14] is an evolutionary meta-heuristic algorithm. Being similar to genetic algorithms, the method maintains a population of $m$ points that is iteratively updated according to pseudo-random mutations, which are weighted sums of the points of the previous generation. The mutated vector is crossed over with the original vector entry by entry. The resulting offsprings are only accepted if they lead to an improvement in terms of objective function value.

|  | Type | C | D | S | I |
| :--- | :--- | :---: | :---: | :---: | :---: |
| Method | Simplex heuristic | $\times$ | 0 | $\times$ | $\checkmark$ |
| Nelder-Mead | $\times$ | 0 | $\checkmark$ | $\checkmark$ |  |
| Differential evolution | Evolutionary | $\times$ | 0 | $\checkmark$ | $\checkmark$ |
| CMA-ES | Evolutionary | $\times$ | 0 | $\checkmark$ | $\times$ |
| Simulated annealing | Temperature heuristic | $\times$ | 0 | $\checkmark$ | $\times$ |
| PSO | Swarm heuristic | $\times$ | 0 | $\checkmark$ | $\times$ |
| GP-LCB | Bayesian | $\times$ | 1 | $\times$ | $\checkmark$ |
| Gradient descent | Descent | $\times$ | 1 | $\times$ | $\checkmark$ |
| NLCG | Descent | $\times$ | 2 | $\times$ | $\checkmark$ |
| Newton | Newton | $\times$ | 1 | $\times$ | $\checkmark$ |
| BFGS | Quasi-Newton | $\times$ | 1 | $\times$ | $\checkmark$ |
| Rprop | Heuristic | $\times$ | 1 | $\times$ | $\checkmark$ |
| Levenberg-Marquardt | Least sq., trust-region | $\checkmark$ | $0+$ | - | $\checkmark$ |
| Log-barrier | Interior-point | $\checkmark$ | $0+$ | - | $\checkmark$ |
| Squared penalty | Penalty | $\checkmark$ | $0+$ | - | $\checkmark$ |
| Augmented Lagrangian | Penalty | $\checkmark$ | 2 | - | $\times$ |
| SQP | Quadratic subproblems |  |  |  |  |

TABLE 5.1 Selection of optimization methods. The columns show if constrained problems are supported (C), the order of required derivatives (D), if the algorithm is stochastic (S), and if the algorithm has been implemented in $\mathrm{SG}^{++}$(I).


FIGURE 5.1 Sketch of the ideas of gradient-free optimization methods.

CMA-ES. CMA-ES (covariance matrix adaption, evolution strategy) [Hanse03] is an evolutionary algorithm that addresses the issue that simple evolution strategies do not prefer a search direction due to the lack of gradients [Tou15]. The name of the algorithm stems from the fact that it keeps track of the covariance matrix of the Gaussian search distribution. After $m$ points have been sampled from the current distribution, the mean of the distribution for the next iteration is calculated as the weighted mean of the $k$ best samples and the covariance matrix is adapted accordingly. An advantage of the method is that if the population is large enough, local minima are smoothed out [Tou15].

Simulated annealing. Simulated annealing [Laa87; Pre07; Kir14] imitates the cooling of a solid by randomly drawing samples from a proposal distribution and calculating an acceptance probability that depends on the function value improvement as well as on a temperature $T$. This temperature is slowly decreased in the course of the algorithm. Simulated annealing is closely connected to the Metropolis-Hastings algorithm for drawing random samples of arbitrary probability distributions. If run long enough, simulated annealing is guaranteed to find the global optimum [Tou15].

Particle swarm optimization (PSO). The method of particle swarm optimization (PSO) [Ken95; Zie09; Kir14] can be seen as another evolutionary algorithm that stems from swarm intelligence. For each particle of the population, not only the position $\boldsymbol{x}_{k}$ is stored, but also the current velocity $\boldsymbol{v}_{k}$, the best known position in a neighborhood of $\boldsymbol{x}_{k}$ (which may be the whole swarm), and the best known position of the $k$-th particle. The next velocity $\boldsymbol{v}_{k+1}$ is computed as a pseudo-randomly weighted sum of $\boldsymbol{v}_{k}$, the vector from $\boldsymbol{x}_{k}$ to the best neighborhood position, and the vector from $\boldsymbol{x}_{k}$ to the best own position.

GP-LCB. GP-LCB (Gaussian process, lower confidence bound) [Sri10; Tou15] is an example for a Bayesian optimization strategy. The objective function is treated as a stochastic process. A prior distribution is updated according to the previous function evaluations to calculate the posterior distribution. The posterior distribution is used to form the acquisition function, which in turn determines the point at which the objective function is evaluated next. The GP-LCB method is obtained by choosing Gaussian processes for the family of stochastic processes and lower confidence bounds (which are the difference of the mean and a multiple of the standard deviation) for the acquisition function.


FIGURE 5.2 Sketch of the ideas of gradient-based or constrained optimization methods.

### 5.1.2 Gradient-Based Unconstrained Optimization Methods

Most gradient-based optimization algorithms determine in each iteration $k$ a unit search direction $\boldsymbol{d}_{k} \in \mathbb{R}^{d}\left(\left\|\boldsymbol{d}_{k}\right\|_{2}=1\right)$ to update the current iterate $\boldsymbol{x}_{k}$ :

$$
\begin{equation*}
\boldsymbol{x}_{k} \rightarrow \boldsymbol{x}_{k+1}:=\boldsymbol{x}_{k}+\delta_{k} \boldsymbol{d}_{k}, \quad \delta_{k}:=\underset{\delta \in \mathbb{R}_{>0}}{\arg \min } f\left(\boldsymbol{x}_{k}+\delta \boldsymbol{d}_{k}\right), \tag{5.3}
\end{equation*}
$$

where $\delta_{k} \in \mathbb{R}_{>0}$ is the step size. The algorithms essentially differ in the choice of the search direction $\boldsymbol{d}_{k}$, which should be oriented like the negative gradient $\left(\left\langle\boldsymbol{d}_{k}, \boldsymbol{\nabla}_{\boldsymbol{x}} f\left(\boldsymbol{x}_{k}\right)\right\rangle_{2}<0\right)$. The step size $\delta_{k}$ can then be determined independently of the algorithm via line search, for instance, the Armijo line search algorithm [Noc99; Ulb12; Vale14], which uses a heuristic acceptance criterion to find $\delta_{k}$ with a good enough improvement.

Gradient descent. Gradient descent [Ulb12; Vale14; Tou15] chooses $\boldsymbol{d}_{k} \propto-\nabla_{x} f\left(\boldsymbol{x}_{k}\right)$ (i.e., normalized). The method suffers from slow convergence, if the Hessian $\nabla_{x}^{2} f$ is ill-conditioned: One can show that for strictly convex quadratic functions, the error $f\left(\boldsymbol{x}_{k}\right)-f\left(\boldsymbol{x}^{\mathrm{opt}}\right)$ can decrease in each iteration only by the factor of $\left(\frac{\lambda^{\text {max }}-\lambda^{\min }}{\lambda^{\max }+\lambda_{\text {min }}}\right)^{2}$, where $\lambda^{\text {min }}$ and $\lambda^{\text {max }}$ are the minimum and maximum eigenvalue of $\nabla_{x}^{2} f$, respectively [Ulb12]. If the condition number $\frac{\lambda^{\max }}{\lambda^{\min }}$ of $\nabla_{x}^{2} f$ is large, then this factor will be very close to one.

NLCG. A possible remedy for this issue is the method of non-linear conjugate gradients (NLCG) [Noc99; Vale14; Tou15]. It is equivalent to the CG method for solving symmetric positive definite linear systems $\boldsymbol{A x}=\boldsymbol{b}$, if we optimize the strictly convex quadratic function $f(\boldsymbol{x}):=\frac{1}{2} \boldsymbol{x}^{\mathrm{T}} \boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}^{\mathrm{T}} \boldsymbol{x}$ [Rei13; Vale14], i.e., it finds the optimum after only $d$ steps for strictly convex quadratic functions. The NLCG method quickly converges even for non-convex objective functions, as due to the Taylor theorem, three times continuously differentiable functions with positive definite Hessian are "similar" to a strictly convex quadratic function in a neighborhood of $\boldsymbol{x}^{\text {opt }}$ [Vale14].

Newton. The Newton method [Ulb12; Vale14; Tou15] replaces the objective function with the second-order Taylor approximation given by $f\left(\boldsymbol{x}_{k}+\boldsymbol{d}_{k}\right) \approx f\left(\boldsymbol{x}_{k}\right)+\left(\boldsymbol{\nabla}_{\boldsymbol{x}} f\left(\boldsymbol{x}_{k}\right)\right)^{\mathrm{T}} \boldsymbol{d}_{k}+$ $\frac{1}{2}\left(\boldsymbol{d}_{k}\right)^{\mathrm{T}}\left(\nabla_{x}^{2} f\left(\boldsymbol{x}_{k}\right)\right) \boldsymbol{d}_{k}$ and determines the search direction such that $\boldsymbol{x}_{k}+\boldsymbol{d}_{k}$ is the minimum of the approximation, i.e., $\boldsymbol{d}_{k} \propto-\left(\nabla_{x}^{2} f\left(\boldsymbol{x}_{k}\right)\right)^{-1} \nabla_{x} f\left(\boldsymbol{x}_{k}\right)$. Despite converging for strictly convex quadratic functions in a single step, the Hessian must not be ill-conditioned for the Newton method as well, as we have to solve a linear system with the matrix $\nabla_{x}^{2} f\left(\boldsymbol{x}_{k}\right)$. Hence, often a regularization/damping term $\lambda \boldsymbol{I}$ for some $\lambda>0$ is added to the Hessian.

BFGS. The Newton method has the disadvantage that it needs to evaluate the Hessian $\nabla_{x}^{2} f$, which may be unavailable or too expensive. Quasi-Newton methods such as the method of BFGS (Broyden, Fletcher, Goldfarb, Shanno) [Noc99; Ulb12; Tou15] approximate the Hessian by a solution of the secant equation $\boldsymbol{\nabla}_{x}^{2} f\left(\boldsymbol{x}_{k}\right)\left(\boldsymbol{x}_{k}-\boldsymbol{x}_{k-1}\right) \approx$ $\nabla_{x} f\left(\boldsymbol{x}_{k}\right)-\nabla_{x} f\left(\boldsymbol{x}_{k-1}\right)$. As the solution is not unique for $d>1$, Quasi-Newton methods differ in which solution to choose. The BFGS method performs a simple rank-one update.

Rprop. Rprop (resilient propagation) [Rie93; Tou15] considers the gradient entries $\left(\nabla_{x} f\left(x_{k}\right)\right)_{t}$ of each dimension $t=1, \ldots, d$ separately and updates the entries $x_{k, t}$ of $\boldsymbol{x}_{k}$ according to the sign of the respective gradient entry, while adapting the step size dimension-wise. Although the algorithm is independent of the exact direction of $\boldsymbol{\nabla}_{\boldsymbol{x}} f\left(\boldsymbol{x}_{k}\right)$, it was found to often work robustly in machine learning scenarios [Tou15].

Levenberg-Marquardt. The Levenberg-Marquardt method [Noc99; Fre07; Tou15] can only solve non-linear least-squares problems, i.e., the objective function must be of the form $f(\boldsymbol{x})=\|\boldsymbol{\phi}(\boldsymbol{x})\|_{2}^{2}=\sum_{i=1}^{m_{\phi}}\left|\phi_{i}(\boldsymbol{x})\right|^{2}$ for some function $\boldsymbol{\phi}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{m_{\boldsymbol{\phi}}}$. It is an improvement over the Gauss-Newton method (which is in turn a slight modification of the Newton method) and can be obtained by replacing the line search in the Gauss-Newton method with a trust-region approach.

### 5.1.3 Constrained Optimization Methods

Methods for constrained optimization usually solve a series of unconstrained auxiliary problems with an arbitrary unconstrained optimization method. The auxiliary function to be minimized is the sum of the objective function and penalty terms, which penalize if the current point $\boldsymbol{x}_{k}$ is near the boundary of the feasible domain or even outside. The penalty terms slowly increase to enforce the feasibility of the final result. Constrained optimization methods can roughly be divided into interior-point or barrier methods, where $\boldsymbol{x}_{k}$ always stays in the feasible domain, and penalty methods, where intermediate solutions $\boldsymbol{x}_{k}$ may be infeasible, in which case the penalty term is applied.

At least for the interior-point methods, a feasible initial solution $\boldsymbol{x}_{0}$ is required. We can find an initial solution by solving another auxiliary problem [Tou15], for instance

$$
\begin{equation*}
\min _{(x, s) \in \mathbb{R}^{d+1}} s \text { s.t. } s \geq 0, \boldsymbol{g}(\boldsymbol{x}) \leq s \cdot \mathbf{1}_{m_{g}}, \tag{5.4}
\end{equation*}
$$

where $\mathbf{1}_{m_{g}} \in \mathbb{R}^{m_{g}}$ is the all-one vector. An initial solution for this problem can be explicitly given (for example, $\boldsymbol{x}_{0}=\mathbf{0}$ and $s_{0}=\max \left(\max \left(\boldsymbol{g}\left(\boldsymbol{x}_{0}\right)\right), 0\right)$ ).

Log-barrier. The log-barrier method [Boy04; Rei13; Tou15] is an interior-point method that adds a logarithmic barrier function term to the objective function near the boundary. The method solves $\min \left[f(\boldsymbol{x})-\mu_{k} \sum_{i=1}^{m_{g}} \log \left(-g_{i}(\boldsymbol{x})\right)\right]$ for some decreasing $\mu_{k} \in \mathbb{R}_{>0}$.

Squared penalty. The squared penalty method [Pol71; Ulb12; Tou15] replaces the constrained problem with the penalized problem $\min \left[f(\boldsymbol{x})+\mu_{k}\left\|(\boldsymbol{g}(\boldsymbol{x}))_{+}\right\|_{2}^{2}\right]$, where $\mu_{k} \in \mathbb{R}_{>0}$ is a penalty parameter and $(\cdot)_{+}:=\max (\cdot, \mathbf{0})$ denotes the non-negative part. With increasing $\mu_{k}$, the constraint violation of the solution of the penalized problem decreases, although it may happen that it never vanishes.

Augmented Lagrangian. The method of the augmented Lagrangian [Rei13; Tou15] considers the auxiliary problem

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{d}}\left[f(\boldsymbol{x})+\mu_{k} \sum_{i=1}^{m_{g}}\left[\lambda_{k, i}>0\right]\left(\left(g_{i}(\boldsymbol{x})\right)_{+}\right)^{2}+\boldsymbol{\lambda}_{k}^{\mathrm{T}} \boldsymbol{g}(\boldsymbol{x})\right], \tag{5.5}
\end{equation*}
$$

where $\left[\lambda_{k, i}>0\right] \in\{0,1\}$ is defined as one if and only if $\lambda_{k, i}>0$, and $\lambda_{k} \in \mathbb{R}_{\geq 0}^{m_{g}}$ is an estimate of the Lagrangian multipliers. They are updated according to the penalty of the previous iteration, generating a "virtual gradient" that drastically decreases the necessary magnitude of the penalty parameter $\mu_{k}$ to achieve feasibility of the solution [Tou15].

Sequential quadratic programming (SQP). Sequential quadratic programming (SQP) methods [Ulb12; Rei13; Tou15] are one of the most powerful method classes for constrained optimization. They are motivated by the Karush-Kuhn-Tucker (KKT) conditions, which are necessary to hold in any optimal point (similarly to critical points in unconstrained optimization). The Newton method can be employed to solve the KKT conditions when written as a non-linear system of equations. The linear system of the resulting Newton-Lagrange method is equivalent to the KKT conditions of a quadratic programming (QP) problem, for which objective and constraint functions have the form $f(x)=\frac{1}{2} \boldsymbol{x}^{\mathrm{T}} \boldsymbol{Q} \boldsymbol{x}+\boldsymbol{d}^{\mathrm{T}} \boldsymbol{x}$ and $\boldsymbol{g}(\boldsymbol{x})=\boldsymbol{A x}-\boldsymbol{b}$, respectively.

### 5.2 Optimization of Surrogates on Sparse Grids

The methods presented in the last section can be combined to a "meta-method" for surrogate optimization. The surrogates are constructed as interpolants on spatially adaptive sparse grids, which we explain in the following.
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### 5.2.1 Novak-Ritter Adaptivity Criterion

The classic surplus-based refinement strategy for spatially adaptive sparse grids is not tailored to optimization, as this refinement strategy aims to minimize the overall $L^{2}$ error. However, in optimization, it is reasonable to generate more points in regions where we suspect the global minimum to be to increase the interpolant's accuracy in these regions. Hence, we employ an adaptivity criterion proposed by Novak and Ritter [Nov96] for hyperbolic cross points. The Novak-Ritter criterion has also been applied to sparse grids [Fere05; Vale14; Vale16].
$m$-th order children. As usual, the criterion works iteratively: Starting with an initial regular sparse grid of a very coarse level, the criterion selects a specific point $\boldsymbol{x}_{\ell, i}$ in each iteration and inserts all its children into the grid. This process is repeated until a given number $N_{\max }$ of grid points is reached, since we evaluate $f$ at every grid point once, and we assume that function evaluations dominate the overall complexity. The difference to common refinement criteria is that a point may be selected multiple times, in which case
higher-order children are inserted. The $m$-th order children $\boldsymbol{x}_{\ell^{\prime}, i^{\prime}}$ of a grid point $\boldsymbol{x}_{\ell, i}$ satisfy
(5.6) $\ell_{-t}^{\prime}=\boldsymbol{\ell}_{-t}, \boldsymbol{i}_{-t}^{\prime}=\boldsymbol{i}_{-t}, \ell_{t}^{\prime}=\ell_{t}+m, i_{t}^{\prime} \in \begin{cases}\{1\}, & \left(\ell_{t}=0\right) \wedge\left(i_{t}=0\right), \\ \left\{2^{m}-1\right\}, & \left(\ell_{t}=0\right) \wedge\left(i_{t}=1\right), \\ \left\{2^{m} i_{t}-1,2^{m} i_{t}+1\right\}, & \ell_{t}>0,\end{cases}$
where $m \in \mathbb{N}$ and $t \in\{1, \ldots, d\}$ (cf. Eq. (4.37) for $m=1$ ). The order is chosen individually for each child point to be inserted as the lowest number $m$ such that $\boldsymbol{x}_{\boldsymbol{\ell}^{\prime}, i^{\prime}}$ does not yet exist in the grid.

Criterion. The Novak-Ritter refinement criterion [Nov96] refines the grid point $\boldsymbol{x}_{\ell, i}$ that minimizes the product ${ }^{1}$

$$
\begin{equation*}
\left(r_{\ell, i}+1\right)^{\gamma} \cdot\left(\|\ell\|_{1}+d_{\ell, i}+1\right)^{1-\gamma} \tag{5.7}
\end{equation*}
$$

Here, $r_{\ell, i}:=\left|\left\{\left(\boldsymbol{\ell}^{\prime}, \boldsymbol{i}^{\prime}\right) \in K \mid f\left(\boldsymbol{x}_{\ell^{\prime}, i^{\prime}}\right) \leq f\left(\boldsymbol{x}_{\ell, i}\right)\right\}\right| \in\{1, \ldots,|K|\}$ is the rank of $\boldsymbol{x}_{\ell, i}$ (where $K$ is the current set of level-index pairs of the grid), i.e., the place of the function value at $\boldsymbol{x}_{\ell, i}$ in the ascending order of the function values at all points of the current grid. We denote the degree $d_{\ell, i} \in \mathbb{N}_{0}$ of $\boldsymbol{x}_{\ell, i}$ as the number of previous refinements of this point. Finally, $\gamma \in[0,1]$ is the adaptivity parameter. We have to choose a suitable compromise between exploration ( $\gamma=0$ ) and exploitation $(\gamma=1)$. The best choice of course depends on the objective function $f$ at hand, but for our purposes, we choose a priori a value of $\gamma=0.15$. However, it may be an option to adapt the value of $\gamma$ automatically during the grid generation phase.

### 5.2.2 Global Optimization of Sparse Grid Surrogates

Global, local, and globalized optimization methods. In Sec. 5.1, we presented various optimization methods for the unconstrained case, divided into global gradient-free methods such as differential evolution and local gradient-based methods, for example, gradient descent. A subset of these methods has been implemented in $\mathrm{SG}^{++}$[Pfl10], see Tab. 5.1. The gradient-based methods need an initial point, and they may get stuck in local minima. Hence, we additionally implemented globalized versions of the gradient-based methods via a multi-start Monte Carlo approach with $m:=\min (10 d, 100)$ uniformly distributed pseudo-random initial points. ${ }_{-}^{2}$ This means there are three types of methods:

[^15]T1. Global gradient-free methods listed as implemented in Tab. 5.1
T2. Local gradient-based methods listed as implemented in Tab. 5.1 ${ }^{3}$
T3. Globalized versions of the methods of type T2

Unconstrained optimization of sparse grid surrogates. Given the objective function $f:[\mathbf{0}, \mathbf{1}] \rightarrow \mathbb{R}$, the maximal number $N_{\max } \in \mathbb{N}$ of evaluations of $f$, and the adaptivity parameter $\gamma \in[0,1]$, we determine an approximation $\boldsymbol{x}^{\mathrm{opt}, *} \in[\mathbf{0}, \mathbf{1}]$ of the global minimum $\boldsymbol{x}^{\text {opt }}$ of $f$ as follows:

1. Generate a spatially adaptive sparse grid $\Omega^{s}$ with the Novak-Ritter refinement criterion for $f, N_{\max }$, and $\gamma$.
2. Determine the sparse grid interpolant $f^{s}$ of $f$ by solving the linear system (4.1).
3. Optimize the interpolant: First, find the best grid point $\boldsymbol{x}^{(0)}:=\arg \min _{\boldsymbol{x}_{\ell, i} \in \Omega^{\mathrm{s}}} f\left(\boldsymbol{x}_{\ell, i}\right)$. Second, apply the local methods of type T2 to the interpolant $f^{s}$ with $\boldsymbol{x}^{(0)}$ as initial point. Let $\boldsymbol{x}^{(1)}$ be the resulting point with minimal objective function value. Third, we apply the global and globalized methods of types T1 and T3 to the interpolant $f^{s}$. Again, let $\boldsymbol{x}^{(2)}$ be the point with minimal $f$ value. Finally, determine the point of $\left\{\boldsymbol{x}^{(0)}, \boldsymbol{x}^{(1)}, \boldsymbol{x}^{(2)}\right\}$ with minimal $f$ value and return it as $\boldsymbol{x}^{\mathrm{opt}, *}$.

Note that the third step requires a fixed number of additional evaluations of the objective function, which can be neglected compared to $N_{\max }$. By default, we use the cubic modified hierarchical not-a-knot B-spline basis $\varphi_{\ell, i}^{p, \text { nak,mod }}(p=3)$ for the construction of the sparse grid surrogate. However, we could apply any of the hierarchical (B-) spline bases presented in Chapters 3 and 4.

Comparison methods. We use two comparison methods. First, we apply the gradientfree methods (type T1) to the sparse grid interpolant using modified piecewise linear hierarchical basis functions (i.e., $p=1$ ) on the same sparse grid as the cubic B-splines. We cannot employ gradient-based optimization as the objective function should be continuously differentiable and discontinuous derivatives are usually numerically problematic for gradient-based optimization methods (see, e.g., [Hüb14]). Second, we apply the gradient-free methods (type T1) directly to the objective function. We cannot use the gradient-based methods here as the gradient of the objective function is assumed to be unknown. For both of the comparison methods, we make sure that the objective function is evaluated at most $N_{\max }$ times by splitting the $N_{\max }$ evaluations evenly among all employed optimization methods.

[^16]Constrained optimization. For optimization problems with constraints, we proceed exactly as for unconstrained optimization, except that for optimizing the interpolant, we use the constrained optimization algorithms implemented in $\mathrm{SG}^{++}$as listed in Tab. 5.1. We only replace the objective function $f$ with a sparse grid surrogate $f^{s}$, and we assume that the constraint function $g$ can be evaluated fast. However, it would also be possible to replace $g$ with a sparse grid surrogate. In this case, it cannot be guaranteed that the resulting optimal point $x^{\mathrm{opt}, *}$ is feasible, i.e., we could have $\neg\left(g\left(\boldsymbol{x}^{\mathrm{opt}, *}\right) \leq 0\right)$.

### 5.3 Test Problems

It is impossible to assess the capability of optimization methods for every possible optimization problem. The most widespread approach in literature is the selection of a subset of specific problems with different characteristics (test problems) and the application of the methods to only these problems, in the hope that the methods perform similarly in actual application settings.

Trivial test functions. When testing methods that involve sparse grid interpolation, one has to consider that the function to be interpolated does not satisfy a specific trivial property. A test function $f:[\mathbf{0}, \mathbf{1}] \rightarrow \mathbb{R}$ is trivial if $f$ is a sum of tensor products of which at least one factor is a linear polynomial, i.e., if $f$ is of the form

$$
\begin{equation*}
f(\boldsymbol{x}) \equiv \sum_{q=1}^{m} \prod_{t=1}^{d} f_{q, t}\left(x_{t}\right), \quad m \in \mathbb{N}_{0}, f_{q, t}:[0,1] \rightarrow \mathbb{R}, \quad \forall_{q=1, \ldots, m} \exists_{t \in\{1, \ldots, d\}} f_{q, t} \in P^{1}, \tag{5.8}
\end{equation*}
$$

where $P^{1}$ is the space of univariate polynomials up to linear degree. This is already fulfilled if the summands of $f(\boldsymbol{x})$ do not depend on all coordinates $x_{t}$ of $\boldsymbol{x}$. One can show that for hat functions on sparse grids, the hierarchical surpluses $\alpha_{\ell, i}$ for trivial functions vanish if $\ell \geq 1$. This means that trivial functions can be well-approximated by hat functions on sparse grids just with boundary points, without placing any points in the interior. As this would distort our results, we avoid trivial test functions in the following, which include popular functions such as the Branin01, Rosenbrock, and Schwefel26 functions.

Selection of test problems. In the following, we select six unconstrained test problems and two constrained test problems, which are listed in Tab. 5.2 and plotted in Figures 5.3 and 5.4. The definitions of the problems are given in Appendix B. For the unconstrained case and the standard hierarchical B-spline basis, a more exhaustive list of test functions has been studied previously [Vale14]. Gavana [Gav13] and Runarsson/Yao [Run00] provide a good overview of unconstrained and constrained test problems, respectively.

| Name | Abbr. | $d$ | $m_{g}$ | C | CD | MM | Reference |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :--- |
| Branin02 | Bra02 | 2 | 0 | $\checkmark$ | $\checkmark$ | $\checkmark$ | [Mun98] |
| GoldsteinPrice | GoP | 2 | 0 | $\checkmark$ | $\checkmark$ | $\checkmark$ | [Gol71] |
| Schwefel06 | Sch06 | 2 | 0 | $\checkmark$ | $\times$ | $\times$ | [Schw77] |
| Ackley | Ack | $d$ | 0 | $\checkmark$ | $\checkmark$ | $\checkmark$ | [Ack87] |
| Alpine02 | Alp02 | $d$ | 0 | $\checkmark$ | $\checkmark$ | $\checkmark$ | [Cle99] |
| Schwefel22 | Sch22 | $d$ | 0 | $\checkmark$ | $\times$ | $\times$ | [Schw77] |
| G08 | G08 | 2 | 2 | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\underline{\text { [Schoena93] }}$ |
| G04Squared | G04Sq | 5 | 6 | $\checkmark$ | $\checkmark$ | $\times$ | [Col68] |

TABLE 5.2 Unconstrained (top) and constrained (bottom) test problems. The columns state the full and abbreviated names, the dimensionality $d$ of the objective function $f$, the number $m_{g}$ of constraints, whether $f$ is continuous in the domain $[\mathbf{0}, \mathbf{1}]$ (C), whether $f$ is continuously differentiable in the domain $[0,1]$ (CD), whether $f$ is multi-modal (MM, i.e., whether there are multiple local minima), and a reference to the original literature that defines the problem.

For each test problem, we state unscaled versions of objective functions $\bar{f}:[\boldsymbol{a}, \boldsymbol{b}] \rightarrow$ $\mathbb{R}, \bar{x} \mapsto \bar{f}(\bar{x})$ (and the unscaled constraint function $\overline{\boldsymbol{g}}$, if present). The actual objective function $f:[\mathbf{0}, \mathbf{1}] \rightarrow \mathbb{R}$ can be obtained by $f(\boldsymbol{x}):=\bar{f}(\bar{x})$ with the affine parameter transformation $x_{t}=\frac{\bar{x}_{t}-a_{t}}{b_{t}-a_{t}}, t=1, \ldots, d$ (similarly for the constraint function).

The parameter domains of some test problems have been slightly translated compared to the literature to avoid that the minima are located exactly at or close to the center of the domain. In these cases, sparse grids would be in advantage as they tend to place more points near the center of the domain (especially for high dimensionalities).

### 5.4 Numerical Results

The following numerical experiments can be roughly divided into two parts. First, we study interpolation errors for the test functions to assess the effects of the hierarchical B-spline bases introduced in Chapters 2 and 3 on inter-
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polation. Second, we consider the optimality gaps $f\left(\boldsymbol{x}^{\mathrm{opt}, *}\right)-f\left(\boldsymbol{x}^{\mathrm{opt}}\right)$ of the calculated approximations $\boldsymbol{x}^{\text {opt,* }}$ of the point $\boldsymbol{x}^{\mathrm{opt}}$ at which the objective function $f$ is minimal.


FIGURE 5.3 Bivariate test functions $\bar{f}$ in unconstrained optimization. The red dot indicates the location of the global minimum.


FIGURE 5.4 Test problems in constrained optimization. The blue areas denote the inequality constraints and the red dot indicates the location of the global minimum.

The results have been computed with the sparse grid toolbox $\mathrm{SG}^{++}$[Pfl10], ${ }^{4}$ which has been extended in the scope of this thesis. The new code has been written in such a way that it is scalable and efficient, while still being maintainable and portable [Pfl16].

### 5.4.1 Interpolation Error and Decay of Surpluses

Interpolation error for different test functions. Figure 5.5 shows the relative $L^{2}$ interpolation error $\frac{\left\|f-f^{s}\right\|_{L^{2}}}{\|f\|_{L^{2}}}$ of sparse grid interpolants $f^{s}$ to different objective functions $f$ (approximated via Monte Carlo quadrature using $10^{4}$ uniformly pseudo-random samples). The interpolation is performed on regular sparse grids of increasing levels using hierarchical not-a-knot B-splines $\varphi_{\ell, i}^{p, \text { nak }}$ of degree $p=1,3,5$. As a visual aid, the plots include gray lines that indicate different orders of convergence.

It is already known that-if the objective function is sufficiently smooth-the $L^{2}$ error of spline interpolants of degree $p$ on $d$-dimensional regular sparse grids of level $n$ asymptotically behaves like $\mathscr{O}\left(h_{n}^{p+1}\left(\log _{2} h_{n}^{-1}\right)^{d-1}\right)=\mathscr{O}\left(2^{-(p+1) n} n^{d-1}\right)$ for $n \rightarrow \infty$ [Sic11]. We can numerically verify this fact easily with Fig. 5.5, in which we obtain the asserted orders of convergence for the bivariate functions that are continuously differentiable.

[^17]





FIGURE 5.5 Relative $L^{2}$ interpolation error $\left\|f-f^{s}\right\|_{L^{2}} /\|f\|_{L^{2}}$ for different test functions $f$ (colors) using hierarchical not-a-knot B -splines $\varphi_{\ell, i}^{p, \text { nak }}$ of different degrees $p$ (line styles/markers) on regular sparse grids $\Omega_{n, d}^{\mathrm{s}}$ of different levels $n$.

For the functions Sch06 and Sch22, which have a non-differentiable kink, only linear convergence can be achieved regardless of the B-spline degree.

The region where the asymptotic behavior dominates largely depends on the objective function at hand. Functions like Bra02 and Ack with many small oscillations require more interpolation points than "smoother" functions like GoP and Alp02. This is also the case for all functions in higher dimensionalities, as more interpolation points are necessary to sufficiently explore the domain (curse of dimensionality). In Fig. 5.5, this can already be seen for $d \geq 3$. This is not a consequence of employing higher-order B-splines for the hierarchical basis. However, it seems that higher-order B-splines lead to a slight increase of the interpolation error in the pre-asymptotic range.

$$
\left[\begin{array}{ccc}
-\varphi_{\ell, i}^{p} & -\varphi_{\ell, i}^{p, \text { nak }} & -\varphi_{\ell, i}^{p, \text { mod }}-\varphi_{\ell, i}^{p, \text { nak,mod }} \\
-\varphi_{\ell, i}^{p, \text { fs }} & -\varphi_{\ell, i}^{p, \text { fs,nak }} & -\varphi_{\ell, i}^{p, \text { wfs }} \\
-p=1 & --\boldsymbol{p}=3 & \cdots \cdots \cdots=5
\end{array}\right]
$$


FIGURE 5.6
Relative $L^{2}$ interpolation error $\left\|f-f^{s}\right\|_{L^{2}} /\|f\|_{L^{2}}$ for the bivariate Alp02 function $(d=$ 2) using different hierarchical basis functions $\varphi_{\ell, i}$ (colors) of different degrees $p$ (line styles/markers) and regular sparse grids $\Omega_{n, d}^{\mathrm{s}}$ of different levels $n$.
The basis functions shown here involve standard (no superscript), not-a-knot (nak), modified (mod), fundamental (fs), and weakly fundamental (wfs) splines as well as the combinations introduced in Chapters 2 and 3.

Interpolation error for different basis functions. In Fig. 5.6, we fix the objective function and study the influence of the choice of hierarchical basis functions on the interpolation error. Shown are eight types of hierarchical B-spline bases as introduced in Chapters 2 and $\underline{3}$ for the degrees $p=1,3,5$. Note that some lines exactly overlap, which is indicated in the figure.

For $p=1$, the non-modified bases and the modified bases coincide. For higher degrees, the modified bases show worse results than the corresponding non-modified versions for the same level $n$. However, modified bases need significantly less grid points (no boundary points), which means that a direct comparison based on the sparse grid level $n$ is somewhat skewed. In addition, we see that the not-a-knot bases coincide exactly for $p>1$, as they span the same space for regular and dimensionally adaptive sparse grids. Only with the not-a-knot boundary conditions, we obtain the true theoretical order of convergence, which is $p+1$ for degree $p$. Otherwise, only quadratic convergence can be achieved regardless of $p$, albeit with a smaller constant (offset).

Pointwise interpolation error. The importance of not-a-knot boundary conditions is also evident from plots of the pointwise interpolation error as in Fig. 5.7. The interpolation error grows for the standard hierarchical B-spline basis $\varphi_{\ell, i}^{p}$ as we move towards the boundary of the domain $[\mathbf{0}, \mathbf{1}]$, before dropping to zero or near-zero values at or near boundary grid points. With not-a-knot B-splines $\varphi_{\ell, i}^{p, \text { nak }}$, the interpolation error is uniformly


FIGURE 5.7 Pointwise interpolation error $\left|f(\boldsymbol{x})-f^{s}(\boldsymbol{x})\right|$ on a logarithmic scale for the bivariate GoP function $(d=2)$ using different hierarchical basis functions $\varphi_{\ell, i}$ (left, center, right) of degree $p=3$ on the regular sparse grid $\Omega_{n, d}^{\mathrm{s}}$ of level $n=7$.
low. For comparison, modified B-splines $\varphi_{\ell, i}^{p, \text { mod }}$ incur even worse issues near the boundary, since the corresponding sparse grids do not contain boundary points.

Decay of surpluses. In the piecewise linear case ( $p=1$ ), the hierarchical surpluses $\alpha_{\ell, i}$ can be represented as the $L^{2}$ inner product of the corresponding hat function $\varphi_{\ell, i}^{1}$ with the second mixed derivative $\frac{\partial^{2 d}}{\partial x_{1}^{2} \ldots \partial x_{d}^{2}} f$ of the objective function $f$, if $\ell \geq 1$ and if this derivative exists and is continuous (see Eq. (2.25)). Consequently, one can prove that $\left|\alpha_{\ell, i}\right| \leq 2^{-d} 2^{-2\|\ell\|_{1}}\left\|\frac{\partial^{2 d}}{\partial x_{1}^{2} \ldots \partial x_{d}^{2}} f\right\|_{L^{\infty}}$ [Bun04], i.e., the absolute values of the hierarchical surpluses decay in quadratic order with the level sum $\|\ell\|_{1}$. This relation can be used to estimate the convergent range of the corresponding interpolation error (Figures 5.5 and 5.6). A generalization of this estimate to higher B-spline degrees $p>1$ is not straightforward, as the surpluses $\alpha_{\ell, i}$ then also depend on function values $f\left(\boldsymbol{x}_{\ell^{\prime}, i^{\prime}}\right)$ at grid points of higher levels $\boldsymbol{\ell}^{\prime} \geq \boldsymbol{\ell}$.

The decay of surpluses can be seen in Fig. 5.8, which shows the mean absolute value of surpluses corresponding to grid points grouped by their level sum $\|\ell\|_{1}$. Due to the dependency of coarse-level surpluses on high-level grid points for $p>1$, we have to fix the level $n$ of the regular sparse grid for this analysis. Figure 5.8 suggests that the absolute value of the surpluses decays with order $p+1$ for B -spline degree $p$, although no theoretical evidence is known to support this claim. Higher B-spline degrees seem to imply that $\left|\alpha_{\ell, i}\right|$ generally increases, if $\|\ell\|_{1}$ is in the pre-asymptotic range.


FIGURE 5.8 Mean absolute value of surpluses by level sum $\|\ell\|_{1}$ for different test functions $f$ (colors) using hierarchical not-a-knot B-splines $\varphi_{\ell, i}^{p, \text { nak }}$ of different degrees $p$ (line styles/markers) on the regular sparse grid $\Omega_{n, d}^{\mathrm{s}}$ of level $n=11$.

### 5.4.2 Complexity of Hierarchization

In Chap. 4, we introduced a number of new hierarchical spline bases with the aim to reduce the complexity of algorithms with the key example of hierarchization. In the following, we study the suitability of the new bases to achieve this goal [Vale18a].

Complexity of fundamental splines. Figure 5.9 compares the hierarchization complexity of modified hierarchical B-splines $\varphi_{\ell, i}^{p, \text { mod }}$ with the new modified hierarchical fundamental splines $\varphi_{\ell, i}^{p, \text { fs, mod }}$ as measured on a laptop with Intel Core i5-4300U. For the modified hierarchical B-spline basis, we solve a linear system of size $N \times N$, for which Gaussian elimination takes $\Theta\left(N^{3}\right)$ time and $\Theta\left(N^{2}\right)$ memory for $N \rightarrow \infty$ (where $N$ is the number of sparse grid points and $d$ is assumed to be constant). More sophisticated methods to solve linear systems are not able to significantly reduce this complexity without any further assumptions on the system matrix $A$ (e.g., symmetry, positive definiteness, or bandedness). As $N$ grows, the space needed to store an $N \times N$ matrix quickly exceeds the available memory.

For the modified hierarchical fundamental splines, we can use the breadth-first search (BFS) algorithm presented in Sec. 4.4. BFS works in quadratic time $\mathscr{O}\left(N^{2}\right)$, but more importantly, it works in linear space $\mathscr{O}(N)$. Both can be seen very well in Fig. 5.9: The computation time drops from cubic to quadratic complexity for fundamental splines and the consumed memory is reduced from quadratic to linear complexity.


FIGURE 5.9 Computation time and memory consumption of hierarchization with modified hierarchical B-splines $\varphi_{\ell, i}^{p, \text { mod }}$ (blue) and modified hierarchical fundamental splines $\varphi_{\ell, i}^{p, \text { fs, mod }}$ (red) of degrees $p=3$ and $p=5$ on the spatially adaptive sparse grids generated by the criterion of Novak-Ritter for the optimization of Ack with $d=4$ and $N_{\text {max }}$ grid points. Adapted from [Vale18a].

Complexity of weakly fundamental splines. It is not straightforward to include weakly fundamental splines in Fig. 5.9 as we have to insert missing chain points to apply the unidirectional principle (see Sec. 4.5). As this increases the number of necessary evaluations of $f$, a comparison of computation times with standard B-splines would be skewed. Instead, we study in Fig. 5.10 the number of grid points that have to be inserted to ensure the correctness of the unidirectional principle. As we have seen in Sec. 4.5.3 (cf. Fig. 4.14), inserting all chains needed for standard hierarchical B-splines often results in a full grid, which suffers from the curse of dimensionality. This can be seen in Fig. 5.10 for hierarchical not-a-knot B-splines (dashed lines). By inserting all full grid points, the number of grid points increases by several orders of magnitude: If the initial grid has $N_{\max }=10000$ points, then the grid size increases roughly by the factor $10^{2}$ for $d=2,10^{4}$ for $d=3$, and $10^{6}$ for $d=4$, resulting in computationally infeasible grids with $10^{6}, 10^{8}$, and $10^{10}$ points, respectively. If we instead only insert the missing chain points needed for the hierarchical weakly fundamental not-a-knot basis (solid lines, cf. Fig. 4.16), then the number of grid points increases only slightly. For grids that have a low adaptivity (which correspond to low adaptivity parameters $\gamma$ in the Novak-Ritter criterion, see Sec. 5.2.1), the grid size only increases by the factor of two. For highly-adaptive grids (corresponding to large $\gamma$ ), the number of necessary chain grid points increases significantly.


FIGURE 5.10 Total number of grid points after inserting all missing chains for cubic weakly fundamental not-a-knot splines $\varphi_{\ell, i}^{p, \text { wfs,nak }}(p=3$, solid lines), and after inserting all missing full grid points (dashed). Shown are the ratios of the resulting grid sizes to the initial grid sizes before inserting points. The initial grids are the spatially adaptive sparse grids generated by the criterion of Novak-Ritter for the optimization of Ack with different dimensionalities (colors), different adaptivity parameters $\gamma$ (left, center, right), and $N_{\max }$ grid points.

### 5.4.3 Optimality Gap

Optimality gaps and displacements. With the method described in Sec. 5.2, we find approximations $\boldsymbol{x}^{\text {opt,* }}$ of the global minimum $\boldsymbol{x}^{\text {opt }}$ of some objective function $f$ using optimization of a B-spline surrogate $f^{s}$ of $f$ on sparse grids. Obviously, the more accurate the sparse grid surrogate is, the better the approximation $x^{\mathrm{opt}, *}$ will be. In the following plots, we show the optimality gaps $f\left(\boldsymbol{x}^{\mathrm{opt}, *}\right)-f\left(\boldsymbol{x}^{\mathrm{opt}}\right)$ in terms of function values. ${ }_{-}^{5}$ The results are sensitive to even small displacements of the objective function, i.e., the results may change for the function $\boldsymbol{x} \mapsto f(\boldsymbol{x}-\boldsymbol{a})$ instead of $\boldsymbol{x} \mapsto f(\boldsymbol{x})$ for $\boldsymbol{x} \in[\mathbf{0 , 1}]$ and some small $\boldsymbol{a} \in \mathbb{R}^{d} .{ }_{-}^{6}$ Therefore, the optimization for each of the data points for Figures 5.11 and 5.12 was repeated five times with replacements $\boldsymbol{a}$ whose entries $a_{t}$ were independent and identically distributed Gaussian pseudo-random numbers with zero mean and a standard deviation of 0.01 . The optimality gaps shown in the figures of this section were computed as the mean of the five runs to increase confidence in the results.

[^18]Unconstrained optimization. Figure 5.11 shows the optimality gaps for different test functions $f$ over the number $N_{\text {max }}$ of allowed evaluations of $f$. For the continuously differentiable functions Bra02, GoP, Ack, and Alp02 in $d=2$ dimensions (top row), the optimization of the corresponding cubic B-spline surrogates (solid lines) performs significantly better than using piecewise linear basis functions (dashed lines). The reason is two-fold: First, by using higher-order basis functions, the surrogates are more accurate in general as seen in the discussion of the interpolation error in Sec. 5.4.1. Second, the availability of surrogate gradients accelerates the convergence of the employed optimization methods. For some test functions, B-splines give better results than even the direct optimization of the objective function (dotted lines).

For the test functions Sch06 and Sch22 with discontinuous derivatives, the advantage of higher-order B-splines is not as evident (Sch22) or does not even exist (Sch06). However, in low dimensions, i.e., $d \leq 4$, B-splines achieve a slight advantage compared to the piecewise linear basis for the Sch22 function. In higher dimensionalities, i.e., $d \geq 6$ (bottom row), convergence visibly slows down for all methods shown in Fig. 5.11, although for some objective functions, B-splines are still able to perform better than the comparison methods (most notably for the Ack function).

Constrained optimization. Figure 5.12 shows the result for the two constrained optimization problems. The objective function value $f\left(\boldsymbol{x}^{\mathrm{opt}, *}\right)$ at the approximated optimum $\boldsymbol{x}^{\text {opt,* }}$ should not only be as small as possible, but $\boldsymbol{x}^{\text {opt,* }}$ should also be feasible, i.e., $\boldsymbol{g}\left(\boldsymbol{x}^{\mathrm{opt}, *}\right) \leq \mathbf{0}$. Hence, we also plot the maximal violation $\left\|\left(\boldsymbol{g}\left(\boldsymbol{x}^{\mathrm{opt}, *}\right)\right)_{+}\right\|_{\infty}$ of the constraints in the respective optimal points $\boldsymbol{x}^{\text {opt,* }}$.

For the bivariate G08 problem, the hierarchical B-splines surrogates perform better than the direct gradient-free optimization of the problem for $N_{\max } \leq 3500$ objective function evaluations and better than the piecewise linear surrogate for $N_{\max } \geq 300$ objective function evaluations. All calculated points are feasible. ${ }^{7}$

The range of the objective function of the five-dimensional G04Sq problem is larger than the range of G08. This results in generally higher optimality gaps $f\left(\boldsymbol{x}^{\mathrm{opt}, *}\right)-f\left(\boldsymbol{x}^{\mathrm{opt}}\right)$ as we do not normalize with respect to the range. B-splines achieve good approximations $\boldsymbol{x}^{\text {opt,* }}$ of $\boldsymbol{x}^{\text {opt }}$ already for $N_{\text {max }}=1000$ with an optimality gap of around one. Both comparison methods show optimality gaps that are seven orders of magnitude higher.

Additionally, the corresponding values of constraint violation are between $10^{-10}$ and $10^{-6}$, i.e., the constraints are numerically met. In contrast, the optimizers struggle more for the comparison methods (optimization of the linear surrogate and of the objective function) to meet the constraints, as the values of the constraint violation partly exceed

[^19]

FIGURE 5.11 Optimality gaps $f\left(\boldsymbol{x}^{\mathrm{opt}, *}\right)-f\left(\boldsymbol{x}^{\mathrm{opt}}\right)$ between the function value at the approximated optimum $x^{\text {opt,* }}$ and the minimal function value at the actual optimum $\boldsymbol{x}^{\text {opt }}$ over the number $N_{\text {max }}$ of objective function evaluations for different unconstrained objective functions $f$ (colors). Shown are the optimization results of the B-spline surrogate (solid lines), the optimization results of the piecewise linear surrogate (dashed), and the optimization results of the actual objective function (dotted) as described in Sec. 5.2.


FIGURE 5.12 Optimality gaps $f\left(\boldsymbol{x}^{\mathrm{opt}, *}\right)-f\left(\boldsymbol{x}^{\mathrm{opt}}\right)$ between the function value at the approximated optimum $x^{\mathrm{opt}, *}$ and the minimal function value at the actual optimum $\boldsymbol{x}^{\text {opt }}$ over the number $N_{\text {max }}$ of objective function evaluations for different constrained optimization problems (dark, left vertical axes). Additionally to the lines of Fig. 5.11, the constraint violation $\left\|\left(g\left(x^{\mathrm{opt}, *}\right)\right)_{+}\right\|_{\infty}$ at the approximated optimum $\boldsymbol{x}^{\text {opt,* }}$ is plotted (light, right vertical axes).
$10^{-3}$. The availability of gradients seems to allow the constrained optimization methods to better enforce the feasibility of the resulting points $\boldsymbol{x}^{\text {opt,* }}$.

Note that while the results look already promising for the B-spline surrogate method, these results could still be improved upon. The Novak-Ritter criterion used to generate the spatially adaptive sparse grids does not take the constraints into account. Consequently, many sparse grid points are created outside the feasible domain. By modifying the criterion to prefer points that are in a neighborhood of the feasible domain, the quality of the interpolant close to potential optima should increase.

### 5.5 Example Application: Fuzzy Extension Principle

To conclude this chapter, we consider the fuzzy extension principle as an example application of optimization of B-spline sparse grid surrogates.

Aleatoric and epistemic uncertainties. Clas-
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5.5.3 Using B-Splines on Sparse Grids to Propagate Fuzzy Uncertainties (p. 145) sical uncertainty quantification (UQ) distinguishes between aleatoric and epistemic uncertainties [Wal16]. Aleatoric uncertainties result from the variability of inputs or model
components and from the "intrinsic randomness" of quantities. They are best described by probability theory, giving exact probabilities. Epistemic uncertainties arise from subjectivity, simplifying modeling assumptions, and incomplete knowledge. These uncertainties are better captured by fuzzy theory, which is more imprecise than the "exact" stochastic assumptions of probabilities [Wal16].

Uncertainty quantification with fuzzy uncertainties. In uncertainty quantification, the key question is as follows: Given a model and uncertain input parameters for the model, how uncertain is the model output? While there are many approaches available for probabilistic uncertainties, it is not straightforward to solve this task for fuzzy uncertainties. Fortunately, Zadeh proposed in 1975 the fuzzy extension principle [Zad75], which addresses this very question.

Sparse grids and B-splines for fuzzy uncertainties. As we explain in this section, the fuzzy extension principle requires the solution of numerous optimization problems that involve the original objective function $f$. This predestines the replacement of $f$ with sparse grid surrogates, as explained in the beginning of the chapter. Previous work by Klimke [Kli06] already studied this approach for piecewise linear functions on uniform sparse grids and for global polynomials on sparse Clenshaw-Curtis grids. We assess the suitability of interpolation with higher-order hierarchical B-splines on sparse grids for the fuzzy extension principle. It should be mentioned that there is also work directly incorporating (non-hierarchical) B-splines into the framework of fuzzy theory for modeling uncertain surfaces [Ani00; Zak14].

### 5.5.1 Fuzzy Sets and Fuzzy Intervals

In the following, we repeat very briefly the necessary definitions of basic fuzzy theory. Examples for the definitions are shown in Fig. 5.13. A more in-depth introduction can be found in [Hanss05; Kli06; Wal16].

Fuzzy sets. Let $X \subseteq \mathbb{R}$ be a closed interval on the real line and $\mu_{\tilde{x}}: X \rightarrow[0,1]$ be a function. We call the graph $\tilde{x}:=\left\{\left(x, \mu_{\tilde{x}}(x) \mid x \in X\right\}\right.$ of $\mu_{\tilde{x}}$ a fuzzy set with membership function $\mu_{\tilde{x}}$. Fuzzy sets generalize ordinary subsets of $X$, which can be obtained by requiring $\mu_{\tilde{x}}(X) \subseteq\{0,1\}$. In this case, the fuzzy set is called crisp and $\tilde{x}$ can be identified with the ordinary set $\left\{x \in X \mid \mu_{\tilde{x}}(x)=1\right\}$. A fuzzy set $\tilde{x}$ is normalized if $\max _{x \in X} \mu_{\tilde{x}}(x)=1$. A convex fuzzy set $\tilde{x}$ satisfies $\min \left(\mu_{\tilde{x}}(a), \mu_{\tilde{x}}(c)\right) \leq \mu_{\tilde{x}}(b)$ for all $a, b, c \in X$ with $a \leq b \leq c$.


FIGURE 5.13 Examples of membership functions of fuzzy sets and $\alpha$-cuts.

Fuzzy intervals and $\alpha$-cuts. A convex and normalized fuzzy set $\tilde{x}$ with piecewise continuous membership function $\mu_{\tilde{x}}$ is called fuzzy interval. If $\left\{x \in X \mid \mu_{\tilde{x}}(x)=1\right\}=\{a\}$ for some $a \in X$, then the fuzzy interval $\tilde{x}$ is called fuzzy number.

For $\alpha \in[0,1]$, the $\alpha$-cut of $\tilde{x}$ is defined as $(\tilde{x})_{\alpha}:=\left\{x \in X \mid \mu_{\tilde{x}}(x) \geq \alpha\right\}$ for $\alpha>0$ and $(\tilde{x})_{0}:=\operatorname{supp} \mu_{\tilde{x}}$ for $\alpha=0$. The $\alpha$-cuts of fuzzy intervals $\tilde{x}$ are always nested closed intervals, i.e., $(\tilde{x})_{\alpha}=[a, b]$ for some $a \leq b$ and $(\tilde{x})_{\alpha_{1}} \supseteq(\tilde{x})_{\alpha_{2}}$ for $\alpha_{1} \leq \alpha_{2}$.

Common types of fuzzy numbers and intervals. There are various types of fuzzy numbers and intervals [Kli06]. Most common are triangular fuzzy numbers (TFNs, i.e., linear B-splines), trapezoidal fuzzy intervals (TFIs, where a plateau of height one is inserted at the peak, i.e., sums of two neighboring linear B-splines), and Gaussian fuzzy numbers (GFNs) with membership function $\mu_{\tilde{x}}(x)=\exp \left(-\frac{(x-\mu)^{2}}{(2 \sigma)^{2}}\right.$. As the support of Gaussian fuzzy numbers is unbounded, quasi-Gaussian fuzzy numbers (QGFNs) truncate the support to a fixed multiple of the standard deviation $\sigma$ [Kli06]. However, it would be more natural to directly employ B-splines of degree $p>1$ (normalized adequately), since they generalize triangular fuzzy numbers and their limit with respect to $p$ is a Gaussian fuzzy number.

### 5.5.2 Fuzzy Extension Principle

Let $f:[\mathbf{0 , 1}] \rightarrow \mathbb{R}$ be an objective function, whose values $y=f(\boldsymbol{x})$ represent the results of the simulation of a model with input parameters $\left(x_{1}, \ldots, x_{d}\right)=x$. If the input parameters are uncertain and given as fuzzy sets $\tilde{x}_{1}, \ldots, \tilde{x}_{d}$, what is the resulting uncertain outcome " $\tilde{y}:=f\left(\tilde{x}_{1}, \ldots, \tilde{x}_{d}\right)$ "? Note that there is no definite answer to this question, as " $f\left(\tilde{x}_{1}, \ldots, \tilde{x}_{d}\right)$ " is not well-defined. The fuzzy extension principle, suggested by Zadeh [Zad75], provides one possible definition.

Alternative fuzzy extension principle. We use an alternative formulation of the fuzzy extension principle, which is stated in [Kli06]. The original formulation is computationally more complex, as it requires the solution of equality-constrained optimization problems and one needs to know the range of $f$, which might not be given. The two formulations are equivalent, if $\tilde{x}_{1}, \ldots, \tilde{x}_{d}$ are (compactly supported) fuzzy intervals and $f$ is continuous [Buc90], which we assume in the following.

The alternative fuzzy extension principle defines " $\tilde{y}=f\left(\tilde{x}_{1}, \ldots, \tilde{x}_{d}\right)$ " as the fuzzy set $\tilde{y}$ with

$$
\begin{equation*}
\mu_{\tilde{y}}(y):=\sup \left\{\alpha \in[0,1] \mid y \in(\tilde{y})_{\alpha}\right\}, \quad y \in \mathbb{R} \tag{5.9a}
\end{equation*}
$$

$$
\begin{align*}
(\tilde{y})_{\alpha} & :=\left[\min _{x \in \Omega_{\alpha}} f(x), \max _{x \in \Omega_{\alpha}} f(x)\right], & & \alpha \in[0,1],  \tag{5.9b}\\
\Omega_{\alpha} & :=\left(\tilde{x}_{1}\right)_{\alpha} \times \cdots \times\left(\tilde{x}_{d}\right)_{\alpha}, & & \alpha \in[0,1] . \tag{5.9c}
\end{align*}
$$

This definition is visualized in Fig. 5.14. The first equation defines $\tilde{y}$ via its $\alpha$-cuts, which are given in the second equation as the closed interval between the minimal and the maximal value of $f$ on some hyper-rectangular domain $\Omega_{\alpha}$. The third equation specifies this domain $\Omega_{\alpha}$ as the Cartesian product of the univariate $\alpha$-cuts. Hence, we only have to solve box-constrained optimization problems, as opposed to the general equalityconstrained problems in the original formulation of the fuzzy extension principle.

Implementation. The implementation of the alternative fuzzy extension principle is straightforward and shown in Alg. 5.1 [Kli06]. The range [ 0,1 ] of $\alpha$ is discretized into $m+1$ uniformly spaced values $\alpha_{j}$ (where $m \in \mathbb{N}$ ). For each of these values $\alpha_{j}$, we compute the corresponding $\alpha_{j}$-cut of $\tilde{y}$ by solving the two box-constrained optimization problems of Eq. (5.9). The fuzzy output interval $\tilde{y}$ can then be approximated by interpolating the interval bounds of the $\alpha_{j}$-cuts of $\tilde{y}$.

### 5.5.3 Using B-Splines on Sparse Grids to Propagate Fuzzy Uncertainties

Following Klimke's approach [Kli06], we replace the objective function $f$ in Alg. 5.1 with a sparse grid surrogate $f^{s}$. The solution of the optimization problems $\min _{x \in \Omega_{\alpha_{j}}} f^{s}(\boldsymbol{x})$ and $\max _{x \in \Omega_{\alpha_{j}}} f^{s}(\boldsymbol{x})$ with respect to the surrogate $f^{s}$ instead of the true objective function $f$ takes significantly less time, if evaluations of the objective function are expensive.

However, Klimke used piecewise linear functions as the hierarchical basis on uniform sparse grids and global polynomials on sparse Clenshaw-Curtis grids. The drawbacks of each of the bases are evident: First, piecewise linear surrogates are not continuously


```
function \(\tilde{y}=\) alternativeFuzzyExtensionPrinciple \(\left(m, \tilde{x}_{1}, \ldots, \tilde{x}_{d}\right)\)
    for \(j=0, \ldots, m\) do
        \(\alpha_{j} \leftarrow j / m\)
        for \(t=1, \ldots, d\) do Compute \(\left(\tilde{x}_{t}\right)_{\alpha_{j}}=\left[a_{j, t}, b_{j, t}\right]\)
        \(\Omega_{\alpha_{j}} \leftarrow\left(\tilde{x}_{1}\right)_{\alpha_{j}} \times \cdots \times\left(\tilde{x}_{d}\right)_{\alpha_{j}}=\left[\boldsymbol{a}_{j}, \boldsymbol{b}_{j}\right]\)
        Solve \(\min _{x \in \Omega_{a_{j}}} f(x)\) and \(\max _{x \in \Omega_{a_{j}}} f(x)\)
        \((\tilde{y})_{\alpha_{j}}=\left[c_{j}, d_{j}\right] \leftarrow\left[\min _{x \in \Omega_{\alpha_{j}}} f(x), \max _{x \in \Omega_{\alpha_{j}}} f(x)\right]\)
    \(D \leftarrow\left\{\left(c_{j}, \alpha_{j}\right) \mid j=0,1, \ldots, m\right\} \cup\left\{\left(d_{j}, \alpha_{j}\right) \mid j=m, m-1, \ldots, 0\right\}\)
    \(\mu_{\tilde{y}} \leftarrow\) Piecewise linear interpolant of \(D \quad m\) extend to \(X\) by zero
```

ALGORITHM 5.1 Alternative fuzzy extension principle. Inputs are the number of $\alpha$ segments to use as discretization and the $d$ fuzzy intervals $\tilde{x}_{1}, \ldots, \tilde{x}_{d}$ (we have to be able to determine $\alpha$-cuts of these fuzzy input intervals). The output is an approximation to the output $\tilde{y}$ of the alternative fuzzy extension principle (given by an approximation of its membership function $\mu_{\tilde{y}}$.
differentiable and can thus not be optimized well with gradient-based optimization methods. Second, global polynomials are only suitable for Clenshaw-Curtis grids (Chebyshevdistributed points) due to Runge's phenomenon, unnecessarily restricting the choice of grid points. Hierarchical B-splines of degree $p$ are ( $p-1$ ) times continuously differentiable and defined for arbitrary point distributions, eliminating both drawbacks simultaneously.

Methodology. Given a sparse grid $\Omega^{\text {s }}$, which may be regular or spatially adaptive, we compute three solutions of the alternative fuzzy extension principle as follows:

- First, we replace $f$ in Alg. 5.1 with the sparse grid interpolant $f^{s, p}$ on $\Omega^{s}$ using modified hierarchical not-a-knot B-splines $\varphi_{\ell, i}^{p, \text { nak, mod }}$ of cubic degree $(p=3)$. For solving the optimization problems over $f^{s, p}$ in Alg. 5.1, we use the globalized version of the method of gradient descent as described in Sec. 5.2.2 using 100 initial points. The resulting fuzzy output interval is denoted by $\tilde{y}^{s, p}$.
- Second, we replace $f$ in Alg. 5.1 with the sparse grid interpolant $f^{s, 1}$ on $\Omega^{s}$ using modified piecewise linear basis functions. For solving the optimization problems over $f^{\text {s,1 }}$ in Alg. 5.1, we use a multi-start version of the Nelder-Mead method as described in Sec. 5.2.2 using 100 initial simplices ${ }^{8}$. The resulting fuzzy output interval corresponds to Klimke's method and is denoted by $\tilde{y}^{s, 1}$.
- Third, for comparison, we solve Alg. 5.1 for the actual objective function $f$. For solving the optimization problems over $f$, we use a multi-start version of the NelderMead method as described in Sec. 5.2.2 using 1000 initial simplices and 2000000 allowed evaluations of $f$. The resulting fuzzy output interval is denoted by $\tilde{y}^{\text {ref }}$ (reference solution).

In the following, we fix the number of $\alpha$ segments in Alg. 5.1 as $m=100$. As fuzzy input intervals $\tilde{x}_{t}, t=1, \ldots, d$, we use the trapezoidal fuzzy interval with 0 -cut [0.125, 0.625 ] and 1 -cut $[0.25,0.375]$ if $t$ is odd and the quasi-Gaussian fuzzy number with mean 0.5 , standard deviation 0.125 , and 0 -cut $[0.125,0.875]$ if $t$ is even.

Convergence of fuzzy intervals on regular sparse grids. As an example, Fig. 5.15 shows the convergence of the fuzzy output intervals $\tilde{y}^{s, p}$ and $\tilde{y}^{s, 1}$ obtained by the interpolation of the bivariate Alp02 function on regular sparse grids $\Omega^{s}=\Omega_{n, d}^{s}$ to the reference solution $\tilde{y}^{\text {ref }}$. Already for $n=4$, the B-spline approximation is better than the piecewise linear approximation. For $n=5$, no difference is visible anymore between $\tilde{y}^{s, p}$ and $\tilde{y}^{\text {ref }}$, while $\tilde{y}^{s, 1}$ still clearly deviates from $\tilde{y}^{\text {ref }}$.

[^20]FIGURE 5.15
Convergence of the membership functions of the fuzzy output intervals $\tilde{y}^{\mathrm{s}, p}$ (solid lines, modified hierarchical cubic not-a-knot B-splines) and $\tilde{y}^{\text {s,1 }}$ (dashed, modified hierarchical hat functions) to the reference solution $\tilde{y}^{\text {ref }}$ (red) for the bivariate Alp02 function using regular sparse grids of level $n=2, \ldots, 5$.


In Fig. 5.16, we study the convergence of the relative $L^{2}$ errors

$$
\begin{equation*}
e^{\mathrm{s}, *}:=\frac{\left\|\mu_{\tilde{\mathrm{r} r e f}}-\mu_{\tilde{\mathrm{s}}, *}\right\|_{L^{2}}}{\left\|\mu_{\tilde{y} \text { ref }}\right\|_{L^{2}}}, \quad * \in\{1, p\} \tag{5.10}
\end{equation*}
$$

of the membership functions ("fuzzy errors"). The Alp02 $(d=2)$ errors that correspond to Fig. 5.15 are shown in green in the left-most plot of Fig. 5.16. For the Bra02, GoP, and Alp02 functions, B-spline surrogates achieve dramatic improvements over the hat function surrogates in the bivariate case. For the bivariate Ack function, B-splines yield an error that is still an order of magnitude smaller than the error of hat functions. Just little or even no improvement can be seen for the functions Sch06 and Sch22 with discontinuous derivatives or higher dimensionalities $d \geq 4$.

Fuzzy Novak-Ritter method. We want to employ spatial adaptivity to improve the results of regular sparse grids. To this end, we modify the Novak-Ritter criterion to create a grid generation method that is tailored for the fuzzy extension principle, resulting in Alg. 5.2. Its main idea is to generate more points near the optima of the fuzzy extension principle (Alg. 5.1) than in other regions of [0,1]. Therefore, we apply the Novak-Ritter criterion twice to every $\alpha$ level $\alpha_{j}=\frac{j}{m}(j=0, \ldots, m)$, once for the minimum and once for the maximum. For all $\alpha_{j}$, the points to be refined are collected in a set. If a point is selected multiple times for different $\alpha_{j}$, it is refined only once. In addition, we enlarge the search domain $\Omega_{\alpha_{j}}$ by $10 \%$, since the minimum or the maximum might be near the boundary $\Omega_{\alpha_{j}}$ and since the points to be inserted might not be close to the points to be refined. We ensure that the size of $\Omega_{\alpha_{j}}$ is at least 0.05 in every coordinate direction. The remaining experiments use $\gamma=0.1$ as adaptivity.


FIGURE 5.16 Fuzzy errors $e^{\mathrm{s}, *}:=\left\|\mu_{\tilde{y} \text { ref }}-\mu_{\tilde{y}, s, *}\right\|_{L^{2}} /\left\|\mu_{\tilde{y}^{\text {ref }}}\right\|_{L^{2}}$ for regular sparse grids $\Omega_{n, d}^{\mathrm{s}}$ and different objective functions $f$ (colors) over the level $n$ of the sparse grid.

```
function \(K=\) fuzzyNovakRitterMethod \(\left(f, \gamma, m, K, \tilde{x}_{1}, \ldots, \tilde{x}_{d}\right)\)
    for \((\ell, i) \in K\) do \(d_{\ell, i} \leftarrow 0 \quad \rightsquigarrow\) degrees (number of refinements)
    while \(|K|<N_{\text {max }}\) do
        \(R \leftarrow \emptyset\)
        for \(j=0, \ldots, m\) do
            \(\alpha_{j} \leftarrow j / m\)
            for \(t=1, \ldots, d\) do
                \(\left[a_{j, t}, b_{j, t}\right] \leftarrow\left(\tilde{x}_{t}\right)_{\alpha_{j}} \quad m\) determine \(\alpha_{j}\)-cut
                if \(b_{j, t}-a_{j, t}<0.05\) then \(\quad m\) ensure minimal size of 0.05
                    \(\left(a_{j, t}, b_{j, t}\right) \leftarrow\left(\left(a_{j, t}+b_{j, t}\right) / 2-0.025,\left(a_{j, t}+b_{j, t}\right) / 2+0.025\right)\)
                \(\left(a_{j, t}, b_{j, t}\right) \leftarrow\left(a_{j, t}-0.05\left(b_{j, t}-a_{j, t}\right), b_{j, t}+0.05\left(b_{j, t}-a_{j, t}\right)\right) \rightsquigarrow\) enlarge by \(10 \%\)
            \(K_{j} \leftarrow\left\{(\boldsymbol{\ell}, \boldsymbol{i}) \in K \mid \boldsymbol{x}_{\ell, i} \in\left[\boldsymbol{a}_{j}, \boldsymbol{b}_{j}\right] \cap[\mathbf{0}, \mathbf{1}]\right\} \quad \rightsquigarrow\) set of feasible points \(\left(\left[\boldsymbol{a}_{j}, \boldsymbol{b}_{j}\right]=\Omega_{\alpha_{j}}\right)\)
            for \((\boldsymbol{\ell}, \boldsymbol{i}) \in K_{j}\) do \(r_{\ell, i} \leftarrow\left|\left\{\left(\boldsymbol{\ell}^{\prime}, \boldsymbol{i}^{\prime}\right) \in K_{j} \mid f\left(\boldsymbol{x}_{\ell^{\prime}, i^{\prime}}\right) \leq f\left(\boldsymbol{x}_{\ell, i}\right)\right\}\right| \quad \quad \rightsquigarrow\) ranks
            \(\left(\ell^{*}, i^{*}\right) \leftarrow \arg \min _{(\ell, i) \in K_{j}}\left[\left(r_{\ell, i}+1\right)^{\gamma}\left(\|\ell\|_{1}+d_{\ell, i}+1\right)^{1-\gamma}\right] \quad \rightsquigarrow \rightarrow\) for minimum
            \(\left(\ell^{* *}, \boldsymbol{i}^{* *}\right) \leftarrow \arg \min _{(\ell, i) \in K_{j}}\left[\left(\left|K_{j}\right|-r_{\ell, i}+2\right)^{\gamma}\left(\|\ell\|_{1}+d_{\ell, i}+1\right)^{1-\gamma}\right] \rightsquigarrow\) for maximum
            \(R \leftarrow R \cup\left\{\left(\ell^{*}, \boldsymbol{i}^{*}\right),\left(\ell^{* *}, \boldsymbol{i}^{* *}\right)\right\}\)
        Refine all points in \(K\) that are in \(R\)
        for \((\ell, i) \in R\) do \(d_{\ell, i} \leftarrow d_{\ell, i}+1\)
```

ALGORITHM 5.2 Fuzzy Novak-Ritter method to generate spatially adaptive sparse grids for the fuzzy extension principle. Inputs are the objective function $f$, the adaptivity parameter $\gamma \in[0,1]$, the number of $\alpha$ segments, the initial sparse grid $K$ as a set of level-index pairs, and the the $d$ fuzzy intervals $\tilde{x}_{1}, \ldots, \tilde{x}_{d}$. The output is the spatially adaptive sparse grid $K$.


FIGURE 5.17 Fuzzy errors $e^{\mathrm{s}, *}:=\left\|\mu_{\tilde{\mathrm{y}} \text { ref }}-\mu_{\tilde{\mathrm{y}}, *}\right\|_{L^{2}} /\left\|\mu_{\tilde{y} \text { ref }}\right\|_{L^{2}}$ for spatially adaptive sparse grids $\Omega^{s}$ (solid markers) and different objective functions $f$ (colors) over the number $N_{\max }$ of objective function evaluations. For comparison, the results of Fig. 5.16 for regular sparse grids are repeated (hollow markers).

Convergence of fuzzy intervals on spatially adaptive sparse grids. As we can see in Fig. 5.17, the spatially adaptive sparse grids generated by the fuzzy Novak-Ritter method improve results significantly for both cubic B-spline and piecewise linear surrogates. However, the performance of the B-spline surrogates benefits more from the spatial adaptivity. Even for higher-dimensional settings such as $d=6$, the spatial adaptivity helps to decrease the errors by one order of magnitude. For instance, for the Ack function in six variables, we can achieve an error of $2.6 \%$ with a budget of 10000 objective function evaluations (grid points) on regular sparse grids. With the same budget and with spatial adaptivity, the error drops below $0.25 \%$. Conversely, to achieve the same error as in the regular case ( $2.6 \%$ ), only 1600 evaluations are needed for spatially adaptive grids.

## 6

# Application 1: Topology Optimization 

Money. A social life. A shave.
A Ph.D. student needs not such things.
— Mike Slackenerny (PHD Comics ${ }^{1}$ )

Now, we want to investigate the first real-world application, which is the field of topology optimization. The classical and widely-used method in engineering is shape optimization, where the shape of a component (parametrized by $\boldsymbol{x} \in \mathbb{R}^{d}$ ) has to be determined such that some objective function value $f(\boldsymbol{x})$ is optimal, i.e., minimal or maximal. For example, a bridge over a valley can be built in the shape of a parabolic arc. The task of shape optimization is then to choose the coefficients of the parabola such that the bridge's stability is maximized, possibly with the constraint that the volume occupied by the bridge does not exceed a certain value (to save construction costs) or that the size of the resulting passage meets some size requirements (e.g., at least 20 m wide and 6 m tall).

However, the framework of shape optimization unnecessarily prescribes the topology of the shapes in the search space [All16]. In the bridge example, it may well be that a

[^21]viaduct-type bridge with three arcs instead of one is more stable while occupying less volume. We are not able to find such a bridge with shape optimization in the previous example, as we have restricted the search space to single-arc bridges. This issue is resolved by the more sophisticated framework of topology optimization, where the topology ${ }^{2}$ is not given by the user, but chosen by the optimization algorithm (in a hopefully optimal way), rendering topology optimization a key area of simulation technology.

Recently, B-splines have been used for shape optimization [Mar16] and topology optimization [Qia13; Zha17]. Sparse grids have been employed for topology optimization [Hüb14] as well. In this chapter, we want to combine these two numerical tools, which have been used in isolation until now, to perform topology optimization using B-splines on sparse grids. The two most common approaches for topology optimization are the level-set method and the homogenization method [All16]. The level-set method describes the boundary of the object as the zero level set $\psi^{-1}(0)$ of a function $\psi: \tilde{\Omega} \rightarrow \mathbb{R}$ (levelset function) and uses a partial differential equation (PDE) to iteratively transport this function and, consequently, the object's boundary [All04]. However, we want to focus on the second method: the method of homogenization.

This chapter is structured as follows: Section 6.1 explains the homogenization method. In Sec. 6.2, we discuss the details of applying B-splines on sparse grids to this method. We set up different micro-cell models and scenarios in Sec. 6.3, before reviewing numerical results in Sec. 6.4. The results in this chapter have been obtained in collaboration with Prof. Dr. Michael Stingl and Daniel Hübner (both FAU Erlangen-Nürnberg, Germany). The author of this thesis contributed the parts related to interpolation and sparse grids, while the collaborators at FAU studied the engineering and application parts of the joint project (for example, they provided optimization scenarios and assessed the quality of the results).

### 6.1 Homogenization and the Two-Scale Approach

We roughly follow the presentation given in [Hüb14; Vale14; Vale16]. The necessary notation is summarized in Tab. 6.1.

IN THIS SECTION
6.1.1 Homogenization (p. 153)
6.1.2 Two-Scale Approach (p. 154)

[^22]|  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\tilde{\Omega}$ | Object domain | $\boldsymbol{F}$ | External force | $\tilde{\varrho}$ | Global density fcn. |
| $\tilde{d}$ | \#dimensions of $\tilde{\Omega}$ | $\boldsymbol{u}$ | Displacement fcn. | $\varrho$ | Micro-cell density fcn. |
| $d$ | \#micro-cell param. | $J(\tilde{\varrho})$ | Compliance fcn. | $\varrho^{*}$ | Density bound |
| $\boldsymbol{x}^{(q)}$ | Micro-cell param. | $\operatorname{vol}(\tilde{\Omega})$ | Total volume | $\boldsymbol{E}$ | Elasticity tensor |
|  |  | $\operatorname{vol}_{\tilde{\varrho}(\tilde{\Omega})}$ | Volume w.r.t. $\tilde{\varrho}$ | $\boldsymbol{R}$ | Cholesky factor |

TABLE 6.1 Glossary of the notation for topology optimization.

### 6.1.1 Homogenization

Density function. Let $\tilde{\Omega} \subseteq \mathbb{R}^{\tilde{d}}$ be the object domain. ${ }^{3}$ Usually, we assume $\tilde{d}=2$ or $\tilde{d}=3$, although the method can be generalized to arbitrary dimensionalities $\tilde{d} \in \mathbb{N}$. Shapes and topologies are described by density functions $\tilde{\varrho}: \tilde{\Omega} \rightarrow[0,1]$. The function values $\tilde{\varrho}(\tilde{x}) \in[0,1]$ tell if $\tilde{\boldsymbol{x}}$ is contained in the object (value of one) or not (value of zero). The homogenization approach also allows values between zero and one, giving the physical density of the material in $\tilde{\boldsymbol{x}}$.

Optimization of compliance values. Furthermore, for every density function $\tilde{\varrho}$, let $J(\tilde{\varrho})$ be an objective function value. In our setting, which is shown in Fig. 6.1, we exert a force $\boldsymbol{F}$ on the object, measure the resulting deformation, and compute the compliance (i.e., the inverse of the stiffness) as the objective function value $J(\tilde{\varrho})$ :

$$
\begin{equation*}
J(\tilde{\varrho})=\int_{\tilde{\Omega}} \boldsymbol{F}^{\mathrm{T}} \boldsymbol{u}_{\tilde{\varrho}}(\tilde{\boldsymbol{x}}) \mathrm{d} \tilde{\boldsymbol{x}}, \tag{6.1}
\end{equation*}
$$

where the displacement function $\boldsymbol{u}_{\tilde{\varrho}}: \tilde{\Omega} \rightarrow \mathbb{R}^{\tilde{d}}$ depends on the density [Hüb14]. We want to find the density function with the minimal compliance value:

$$
\begin{equation*}
\min _{\tilde{\varrho}} J(\tilde{\varrho}) . \tag{6.2}
\end{equation*}
$$

If we do not impose additional conditions, then there are often uninteresting trivial solutions. For example, choosing $\tilde{\varrho}: \equiv 1$ (i.e., filling the entire domain $\tilde{\Omega}$ with material) usually leads to the topology with the highest stiffness and, thus, the smallest displacement

[^23]
## FIGURE 6.1

Example scenario for topology optimization. An object (light blue) is fixed on the left side of the object domain $\tilde{\Omega}$ (darker blue) and deformed by a force $F$, resulting in a displaced object (dashed). The density function $\tilde{\varrho}(\tilde{\boldsymbol{x}})$ is one inside the object and zero outside.

and compliance value. Therefore, we introduce the following volume constraint:

$$
\begin{equation*}
\frac{\operatorname{vol}_{\tilde{\varrho}}(\tilde{\Omega})}{\operatorname{vol}(\tilde{\Omega})} \leq \varrho^{*}, \quad \operatorname{vol}_{\tilde{\varrho}}(\tilde{\Omega}):=\int_{\tilde{\Omega}} \tilde{\varrho}(\tilde{x}) \mathrm{d} \tilde{x}, \quad \operatorname{vol}(\tilde{\Omega}):=\operatorname{vol}_{1}(\tilde{\Omega}), \tag{6.3}
\end{equation*}
$$

where $\operatorname{vol}(\tilde{\Omega})=\int_{\tilde{\Omega}} 1 \mathrm{~d} \tilde{x}$ is the volume of the object domain and $\varrho^{*} \in[0,1]$ is an upper bound on the volume fraction.

### 6.1.2 Two-Scale Approach

Discretization and two-scale approach. Of course, we cannot solve the problem (6.2) numerically, as there are infinitely many density functions $\tilde{\varrho}$. For simplicity, we assume that $\tilde{\Omega}$ is some hyper-rectangle $[\tilde{\boldsymbol{a}}, \tilde{\boldsymbol{b}}]=\left[\tilde{a}_{1}, \tilde{b}_{1}\right] \times \cdots \times\left[\tilde{a}_{\tilde{d}}, \tilde{b}_{\tilde{d}}\right]$; if it is not, we replace $\tilde{\Omega}$ with its bounding box. The object domain $\tilde{\Omega}$ can then be split into $M_{1} \times \cdots \times M_{\tilde{d}}$ equally-sized and axis-aligned sub-hyper-rectangles, which we call macro-cells (where $M_{1}, \ldots, M_{\tilde{d}} \in \mathbb{N}$ ).

In the two-scale approach, we assume the material of the macro-cells to be repetitions of infinitesimally small periodic structures (i.e., identical for each macro-cell), called micro-cells. These micro-cells have a specific shape, which is parametrized by $d$ micro-cell parameters $x_{1}, \ldots, x_{d}$, normalized to values in the unit interval [ 0,1$]$. For instance, in two dimensions, this shape may be an axis-aligned cross with thicknesses $x_{1}$ and $x_{2}$, as shown in Fig. 6.2. The choice of a suitable micro-cell model (parametrization of the micro-cells) depends on the optimization scenario and has to be done a priori.

Elasticity tensors. Note that while the shape of all micro-cells in one macro-cell is identical, the micro-cell parameters corresponding to different macro-cells differ in general. This enables varying densities in different regions of $\tilde{\Omega}$. We denote the micro-cell parameters corresponding to the $q$-th macro-cell with $\boldsymbol{x}^{(q)}=\left(x_{q}^{(1)}, \ldots, x_{q}^{(d)}\right) \in[\mathbf{0}, \mathbf{1}]=[0,1]^{d}$, where $q=1, \ldots, M$ and $M:=M_{1} \cdots M_{\tilde{d}}$ is the number of macro-cells. With linear elastic-


FIGURE 6.2 Two-scale approach to discretize the homogenized topology optimization problem in two dimensions ( $\tilde{d}=2$ ). Left: The object domain $\tilde{\Omega}$ is subdivided into $M_{1} \times M_{2}$ macro-cells, each with its own density (gray squares). Center: Every macro-cell is the repetition of infinitesimally small periodic micro-cells. Right: The shape of the structure in every micro-cell is described by a micro-cell model with $d$ parameters $x_{1}, \ldots, x_{d}$. Here, the micro-cell model is a cross with two parameters that represent the thickness of each crossbar.
ity, one can compute so-called elasticity tensors $\boldsymbol{E}^{(q)}$, which encode information about the material properties of the different macro-cells. The elasticity tensors can be written as symmetric matrices in $\mathbb{R}^{3 \times 3}$ (for $\tilde{d}=2$ ) or in $\mathbb{R}^{6 \times 6}$ (for $\tilde{d}=3$ ). ${ }^{4}$ To simplify the following considerations, we assume that $\tilde{d}=3$, i.e., $E^{(q)} \in \mathbb{R}^{6 \times 6}$. The elasticity tensors are usually computed as the solution of a finite element method (FEM) problem (micro-problem). Once all $\boldsymbol{E}^{(q)}$ are known, we can compute the compliance value by solving another FEM problem (macro-problem), see [All04] and [Hüb14].

Discretized optimization problem. The new optimization problem emerging from the two-scale discretization process has the form

$$
\begin{gather*}
\min J\left(\boldsymbol{x}^{(1)}, \ldots, \boldsymbol{x}^{(M)}\right), \quad \boldsymbol{x}^{(1)}, \ldots, \boldsymbol{x}^{(M)} \in[\mathbf{0}, \mathbf{1}] \quad \text { s.t. } \quad \bar{\varrho}\left(\boldsymbol{x}^{(1)}, \ldots, \boldsymbol{x}^{(M)}\right) \leq \varrho^{*},  \tag{6.4a}\\
\bar{\varrho}\left(\boldsymbol{x}^{(1)}, \ldots, \boldsymbol{x}^{(M)}\right):=\frac{1}{M} \sum_{q=1}^{M} \varrho^{(q)}\left(\boldsymbol{x}^{(q)}\right) . \tag{6.4b}
\end{gather*}
$$

Here, $\varrho^{(q)}\left(\boldsymbol{x}^{(q)}\right) \in[0,1]$ is the density of the $q$-th macro-cell with micro-cell parameter $\boldsymbol{x}^{(q)}$ (i.e., the fraction of material volume of one micro-cell with respect to its total volume) and $\bar{\varrho}\left(\boldsymbol{x}^{(1)}, \ldots, \boldsymbol{x}^{(M)}\right) \in[0,1]$ is the resulting total mean density. This discretized optimization problem can now be implemented and solved numerically.

[^24]
### 6.2 Approximating Elasticity Tensors

Optimization process. During the process of solving Eq. (6.4), optimization algorithms typically evaluate the objective function $J\left(\boldsymbol{x}^{(1)}, \ldots, \boldsymbol{x}^{(M)}\right)$ iteratively at different micro-cell parameter combinations $\left(\boldsymbol{x}^{(1)}, \ldots, \boldsymbol{x}^{(M)}\right) \in\left(\mathbb{R}^{d}\right)^{M}$. Every evaluation of $J$ corresponds to one solution of a macro-problem. However, to solve the macro-problem, the elasticity tensors $\boldsymbol{E}^{(q)}$
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6.2.1 Drawbacks of the Naive

Approach (p. 156)
6.2.2 B-Splines on Sparse Grids for Topology Optimization (p. 157)

Interpolation (p. 158) of all $M$ macro-cells need to be known. Hence, in every optimization iteration, it is necessary to solve one macro-problem and $M$ micro-cell problems, all with the FEM. This naive approach has two major drawbacks, which we explain in the following.

### 6.2.1 Drawbacks of the Naive Approach

Drawback 1: Computation time. First, this approach is computationally infeasible even for simple micro-cell models and optimization scenarios. The computation of a single elasticity tensor usually takes seconds to minutes. All $M$ micro-cell problems per optimization iteration can be solved in parallel without any communication. However, $M$ is typically in the range of thousands and there are thousands or tens of thousands optimization iterations (the optimization problem is ( $d \cdot M$ )-dimensional!). This implies that the overall computation may still take several days or even weeks to complete.

Drawback 2: Approximation of gradients. Second, most optimization algorithms require gradients of the objective function and of the constraints, i.e.,

$$
\begin{equation*}
\frac{\partial}{\partial x_{t}} \boldsymbol{E}^{(q)}\left(\boldsymbol{x}^{(q)}\right), \quad \frac{\partial}{\partial x_{t}} \varrho^{(q)}\left(\boldsymbol{x}^{(q)}\right), \quad q=1, \ldots, M, \quad t=1, \ldots, d . \tag{6.5}
\end{equation*}
$$

However, in general, both gradients are unavailable and have to be approximated by finite differences. This introduces new error sources and increases the number of elasticity tensors to be evaluated, further slowing down the solution process. Additionally, the number of optimization iterations necessary to achieve convergence might increase if there are discontinuities in the objective function or its gradient. Such discontinuities can already be caused by the inexact solution of the FEM. If we need Hessians or other higher-order derivatives, then the issues even worsen.

### 6.2.2 B-Splines on Sparse Grids for Topology Optimization

Elasticity tensor function. As a remedy, we replace the costly elasticity tensors with cheap surrogates. If we assume that all macro-cells use the same micro-cell model, the elasticity tensor $\boldsymbol{E}^{(q)}$ of the $q$-th macro-cell with the parameter $\boldsymbol{x}^{(q)} \in[\mathbf{0}, \mathbf{1}]$ can be written as the value $\boldsymbol{E}\left(\boldsymbol{x}^{(q)}\right)$ of some function $\boldsymbol{E}:[\mathbf{0}, \mathbf{1}] \rightarrow \mathbb{R}^{6 \times 6}$ (assuming that $\tilde{d}=3$ ) at the point $\boldsymbol{x}^{(q)}$. In the following, $\boldsymbol{E}:[\mathbf{0}, \mathbf{1}] \rightarrow \mathbb{R}^{m}$ gives $m \in \mathbb{N}$ values from which the symmetric elasticity tensor can be uniquely reconstructed, i.e., $m=6$ for $\tilde{d}=2$ and $m=21$ for $\tilde{d}=3$. The vector-valued/matrix-valued versions of $\boldsymbol{E}$ will be used interchangeably.

Elasticity tensor surrogate. The idea is to use B-splines on sparse grids to approximate the elasticity tensor function $E$. In contrast to the theoretical framework that we established in Chapters 2 to 4, the function to be interpolated is not scalar-valued, but vector-valued. This means that we have to construct $m$ sparse grid interpolants $E_{j}^{s}$ for the $m$ components $E_{j}$ of $\boldsymbol{E}(j=1, \ldots, m)$. Note that one could generate different spatially adaptive sparse grids for the different components $E_{j}^{s}$. However, it is not possible to evaluate only specific entries of $\boldsymbol{E}$ without also evaluating all other entries, which means that we would waste computational resources by selecting only a subset of the calculated entries. Therefore, we use the same grid for all components.

Additionally, we approximate the density $\varrho^{(q)}$ of the $q$-th macro-cell with a surrogate $\varrho^{\mathrm{s}}$ using B-splines on the same sparse grid as for $E_{j}^{s}$ for reasons of implementation, resulting in $m+1$ sparse grid interpolants in total. From a theoretical perspective, this is not necessary, since the density can be explicitly calculated with simple formulas for most micro-cell models, independently of evaluations of the elasticity tensor.

Advantages. Our approach has multiple obvious advantages:

- The sparse grid interpolant $\boldsymbol{E}^{s}$ has to be generated only once in an offline step before the optimization algorithm starts. During the optimization (online phase), only inexpensive evaluations of $\boldsymbol{E}^{\mathrm{s}}$ are performed, saving much computation time.
- Sparse grids ease the curse of dimensionality, which prohibits conventional full grid interpolation methods if $d>4$.
- With spatially adaptive sparse grids and a suitable refinement criterion, we can spend more grid points in regions of interest of $\boldsymbol{E}$, e.g., regions with large oscillations.
- By using B-splines as basis functions, the interpolant $E^{s}$ will be more accurate than with piecewise linear basis functions. In addition, we can calculate its derivatives $\frac{\partial}{\partial x_{t}} \boldsymbol{E}^{s}\left(\boldsymbol{x}^{(q)}\right)$ fast and explicitly, accelerating the speed of convergence of the optimizer.


### 6.2.3 Cholesky Factor Interpolation

Positive definiteness of elasticity tensors. Unfortunately, just replacing elasticity tensors with B-spline surrogates often does not lead to correct results in practice. Experiments show that for only for some sparse grids, the optimization algorithm converges to an optimal point [Vale16]. The optimization algorithm crashes for most spatially adaptive grids, not being able to find any meaningful optimum. The root of the problem proves to be that the interpolated elasticity tensors $\boldsymbol{E}^{s}(\boldsymbol{x})$ are not positive definite for specific micro-cell parameters $\boldsymbol{x} \in[\mathbf{0}, \mathbf{1}]$. However, indefinite or even negative definite tensors $\boldsymbol{E}^{s}$ would mimic unphysical behavior. ${ }^{5}$ Hence, it is imperative for the optimization process that the interpolated elasticity tensors are symmetric positive definite (SPD).

Positive definiteness of sparse grid interpolants. Interpolation on sparse grids per se does not preserve positive definiteness. A counterexample is shown in Fig. 6.3A, which displays the minimal eigenvalue of the elasticity tensor surrogate resulting from interpolation on a regular sparse grid. As the positivity of the diagonal is a necessary condition for positive definiteness, small oscillations of the interpolant of some entries already make the whole elasticity tensor non-positive-definite.

These oscillations are more likely to occur near the boundary of the domain [0, 1], such that there are larger regions where the interpolated tensor is not positive definite anymore. The reason is two-fold: First, sparse grids without boundary points are notoriously biased towards the center of the domain, as they place only few points near the boundary [Pfl10]. This leads to a loss of interpolation accuracy near the boundary when compared to the center of $[\mathbf{0}, \mathbf{1}]$. Second, both the minimal eigenvalue of $\boldsymbol{E}(\boldsymbol{x})$ and the norm of its gradient with respect to $x$ are small near $x_{1}=0$ or $x_{2}=0$. Consequently, the "surface" of the minimal eigenvalue function is rather flat in these regions and almost vanishes, facilitating the existence of negative eigenvalues of surrogate functions $\boldsymbol{E}^{s}(\boldsymbol{x})$.

Note that for most micro-cell models, the optimization algorithm often evaluates the objective function $J\left(\boldsymbol{x}^{(1)}, \ldots, x^{(M)}\right)$ at micro-cell parameter combinations for which many of the points $\boldsymbol{x}^{(j)}$ are near the boundary of $[\mathbf{0}, \mathbf{1}]$. This is because many of the macro-cells will either be empty or fully filled with material, which usually corresponds to micro-cell parameters near zero or one, respectively. Thus, $E^{s}$ is frequently evaluated in the regions of indefiniteness, which further worsens the issue.

[^25]

FIGURE 6.3 Minimal eigenvalue (colored contour lines) of elasticity tensor surrogates for the 2D cross model ( $\tilde{d}=2, d=2$ ) and cubic hierarchical B-splines $\varphi_{\ell, i}^{p}(p=$ 3) on the regular sparse grid $\Omega_{n, d}^{s(b)}$ (dots) with $n=6$ and $b=4$. Left: The minimal eigenvalue of $\boldsymbol{E}^{s}(\boldsymbol{x})$ becomes negative in some regions (red areas) of the domain $[\mathbf{0}, \mathbf{1}]$, indicating that $\boldsymbol{E}^{\mathrm{s}}(\boldsymbol{x})$ is not positive definite. Right: The minimal eigenvalue of $\boldsymbol{E}^{\mathrm{chol}, \mathrm{s}}(\boldsymbol{x})$ is non-negative in the whole domain $[\mathbf{0}, \mathbf{1}]$.

Positivity-preserving methods. Even in one dimension, it cannot be guaranteed that the interpolant of positive data remains positive, which is a key problem in the estimation of probability densities [Pfl10; Gri10; Fra16]. Just clamping the interpolated values via $\max (\cdot, 0)$ does not help: In our application, the tensor may still be indefinite; additionally, the calculated gradients of the interpolants do not match the actual gradients anymore. In density estimation, clamping a density-like function changes its integral, making it necessary to recalculate its normalization constant [Fra17].

One possible workaround is to apply a continuous injective transformation $T: \mathbb{R}_{>0} \rightarrow$ $\mathbb{R}$ on the positive values (e.g., $\ln$ ), then interpolate the resulting values, and finally apply the inverse transformation $T^{-1}: \mathbb{R} \rightarrow \mathbb{R}_{>0}$ on the interpolated values (e.g., exp). ${ }_{-}^{6}$ For the piecewise linear hierarchical basis, another approach has been developed recently [Fra17], maintaining the positivity by inserting additional sparse grid points. In the context of spline approximation, positivity-preserving approximation schemes based on so-called quasi-interpolation are known [Höl13]. For our application, for which we need to preserve positive definiteness, it is conceivable that one could apply these positivitypreserving methods in the eigenspace, interpolating the positive eigenvalues.

[^26]Interpolation of Cholesky factors. Instead, we pursue a different, more canonical approach based on Cholesky factorization:

```
PROPOSITION 6.1 (Cholesky factorization)
```

For every SPD matrix $E \in \mathbb{R}^{6 \times 6}$, there is a unique upper triangular matrix $\boldsymbol{R} \in \mathbb{R}^{6 \times 6}$ with positive diagonal entries such that

$$
\begin{equation*}
E=\boldsymbol{R}^{\mathrm{T}} \boldsymbol{R} . \tag{6.6}
\end{equation*}
$$

PROOF See [Ben24] or [Fre07].
In one dimension, the Cholesky factorization is equivalent to the application of a transformation $T$ as above by choosing $T:=\sqrt{ } \cdot$ and $T^{-1}=(\cdot)^{2}$. Our approach is as follows:

1. Define $\boldsymbol{R}:[0,1] \rightarrow \mathbb{R}^{6 \times 6}$ as the Cholesky factor of $E:[0,1] \rightarrow \mathbb{R}^{6 \times 6}$, i.e., $E(x)=$ $R(x)^{\mathrm{T}} R(x)$ for all $x \in[0,1]$.
2. During the grid generation (offline phase), evaluate $E\left(\boldsymbol{x}_{\ell, i}\right)$ at the grid points $\boldsymbol{x}_{\ell, i}$, compute the Cholesky factors $\boldsymbol{R}\left(\boldsymbol{x}_{\ell, i}\right)$ of $\boldsymbol{E}\left(\boldsymbol{x}_{\ell, i}\right)$, and interpolate them instead of the elasticity tensors to obtain an interpolant $\boldsymbol{R}^{s}:[\mathbf{0}, \mathbf{1}] \rightarrow \mathbb{R}^{6 \times 6}$.
3. During the optimization (online phase), every time the value $\boldsymbol{E}(\boldsymbol{x})$ of an elasticity tensor is needed, the interpolant $\boldsymbol{R}^{s}(\boldsymbol{x})$ is evaluated and we return

$$
\begin{equation*}
E^{\text {chol,s }}(x):=R^{\mathrm{s}}(x)^{\mathrm{T}} R^{\mathrm{s}}(x) \tag{6.7}
\end{equation*}
$$

Advantages of Cholesky factor interpolation. As shown in Fig. 6.3B, the resulting elasticity tensor surrogate $E^{\text {chol,s }}$ is positive semidefinite on the whole domain and positive definite almost everywhere: The surrogate $\boldsymbol{E}^{\text {chol,s }}(\boldsymbol{x})$ is singular if and only if $\boldsymbol{R}^{s}(\boldsymbol{x})$ is singular, which is in general only the case on a negligible null set in $[\mathbf{0}, \mathbf{1}]$.

Another advantage of this approach is that not only the positive definiteness, but also the explicit differentiability of the surrogate $E^{\text {chol,s }}$ is preserved. The gradient can be computed easily and fast with the product rule:

$$
\begin{equation*}
\frac{\partial}{\partial x_{t}} \boldsymbol{E}^{\mathrm{chol}, \mathrm{~s}}(\boldsymbol{x})=\boldsymbol{R}^{\mathrm{s}}(\boldsymbol{x})^{\mathrm{T}} \cdot \frac{\partial}{\partial x_{t}} \boldsymbol{R}^{\mathrm{s}}(\boldsymbol{x})+\frac{\partial}{\partial x_{t}} \boldsymbol{R}^{\mathrm{s}}(\boldsymbol{x})^{\mathrm{T}} \cdot \boldsymbol{R}^{\mathrm{s}}(\boldsymbol{x}), \quad t=1, \ldots, d, \tag{6.8}
\end{equation*}
$$

where both the sparse grid interpolant $\boldsymbol{R}^{s}(\boldsymbol{x})$ and its derivative $\frac{\partial}{\partial x_{t}} \boldsymbol{R}^{s}(\boldsymbol{x})$ are known. As discussed above, this is key to the applicability of gradient-based optimization.


FIGURE 6.4 Types of micro-cell models in two dimensions (top row) and three dimensions (bottom row).

### 6.3 Micro-Cell Models and Optimization Scenarios

In the following, we present the different micro-cell models and optimization scenarios for which we perform numerical experiments in the next section.
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### 6.3.1 Micro-Cell Models

We use the various micro-cell models that are depicted in Fig. 6.4. The models differ in the spatial dimensionality $\tilde{d}$ and the number $d$ of micro-cell parameters $\boldsymbol{x} \in[\mathbf{0}, \mathbf{1}]=$ $[0,1]^{d}$. Note that the presented models are only some examples. One can easily design complicated micro-cell models with larger numbers of parameters.

Orthogonal (non-sheared) models in two dimensions. The basic component of the four two-dimensional models is a square with a cross (Fig. 6.4A) of two axis-aligned orthogonal bars, whose widths are determined by two micro-cell parameters $x_{1}$ and $x_{2}$. The micro-cell parameters are ratios of the bar widths to the edge lengths of the micro-cell
(although the actual micro-cells are infinitesimally small). This results in the cross model. For the framed cross model (Fig. 6.4B), we add a diagonal cross with orthogonal bars of widths $x_{3}$ and $x_{4}$ (horizontally measured). To simplify the boundary treatment, we shift the contents of the framed cross micro-cell by $50 \%$ of the micro-cell's edge lengths in both directions, such that previous corners of the micro-cell correspond to the new center.

Sheared models in two dimensions. Both of these models can be extended by shearing. The idea is to increase the stability of the resulting macro-structure with respect to forces that act at angles other than $0^{\circ}$ and $90^{\circ}$ (cross model) or $0^{\circ}, 90^{\circ}$, and $45^{\circ}$ (framed cross model). If we just rotated the crosses in the micro-cells, then the micro-structure would not be periodic. Instead, we shear the whole micro-cell in the horizontal direction, where the shearing angle $\theta$ is an additional micro-cell parameter, which gives us another degree of freedom. ${ }^{7}$ This results in the sheared cross model (Fig. 6.4C) and sheared framed cross model (Fig. 6.4D) with three and five micro-parameters each.

Models in three dimensions. The two-dimensional cross model can be transferred to three spatial dimensions by just adding another bar in the new dimension. Each of the three bars has square cross-section with given edge lengths $x_{1}, x_{2}$, or $x_{3}$, respectively, resulting in the 3D cross model with three micro-cell parameters (Fig. 6.4E). By shearing in the two horizontal directions, we obtain two new degrees of freedom $\theta_{1}$ and $\theta_{2}$ (shearing angles). The emerging $3 D$ sheared cross model has five micro-cell parameters (Fig. 6.4F).

### 6.3.2 Test Scenarios

To benchmark the performance of the new method, we take a subset of the scenarios given in [Vald17], which reviews more than 100 papers on topology optimization to determine the most common test scenarios in the field. The geometry and the boundary conditions of the four scenarios (two for each 2D and 3D) are given in Fig. 6.5 (dimensions in meters). In contrast to [Vald17], we only use single-point loads (i.e., not loads applied to line segments, areas, or volumes) for implementational reasons. The upper bound on the density (see Sec. 6.1.1) is $\varrho^{*}=50 \%$ for the 2D scenarios and $\varrho^{*}=10 \%$ for the 3D scenarios. As in [Sig01] and for reasons of simplicity, we apply a force $\boldsymbol{F}$ with unit value (i.e., $\|\boldsymbol{F}\|_{2}=1 \mathrm{~N}$ ), and we use a hypothetical material with a Young's modulus (stiffness) of 1 Pa and a Poisson ratio (transversal expansion to axial compression) of 0.3.
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FIGURE 6.5 Test scenarios in topology optimization in two and three spatial dimensions. Shown are the domains $\tilde{\Omega}$, load points, locations of homogeneous Dirichlet boundary conditions (red), and exemplary optimal structures (blue).

### 6.4 Implementation and Numerical Results

In this final section of the chapter, we study optimal results of the test scenarios and analyze interpolation errors and optimization results for topology optimization with B-spline surrogates on sparse grids.
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### 6.4.1 Implementation

In the following, for simplicity, we combine the two functions to be interpolated, i.e., the Cholesky factor $\boldsymbol{R}:[\mathbf{0}, \mathbf{1}] \rightarrow \mathbb{R}^{6 \times 6}$ and the micro-cell density $\varrho:[\mathbf{0}, \mathbf{1}] \rightarrow \mathbb{R}$, to one single objective function $f:[\mathbf{0}, \mathbf{1}] \rightarrow \mathbb{R}^{m+1}$, from which both functions can be recovered.


A Offline phase (without the actual grid generation).


B Online phase (one iteration of the optimizer).
FIGURE 6.6 Offline and online phase for topology optimization. The interpolation of the micro-cell density $\varrho$ with $\varrho^{\text {s }}$ (see Sec. 6.2.2) has been omitted for brevity.

Overview of offline and online phase. Our method is divided into an offline phase and an online phase, both of which are sketched in Fig. 6.6. The offline phase consists of generating the spatially adaptive sparse grid $\Omega^{s}=\left\{\boldsymbol{x}_{\ell_{k}, i_{k}} \mid k=1, \ldots, N\right\}$, solving the corresponding micro-problems, computing the Cholesky factors, and hierarchizing the Cholesky factor entries and micro-cell densities to obtain the sparse grid interpolant $f^{s}$. Each optimization iteration of the online phase consists of evaluating the interpolant $\boldsymbol{f}^{s}$ for each micro-cell parameter $\boldsymbol{x}^{(j)}(j=1, \ldots, M)$, reconstructing the elasticity tensor
 proximated compliance value $J^{s}\left(\boldsymbol{x}^{(1)}, \ldots, \boldsymbol{x}^{(M)}\right)$. The superscript in $J^{\text {s }}$ indicates that we do not use the exact elasticity tensors $\boldsymbol{E}$ to compute the compliance value, but rather the reconstructed and interpolated tensors $\boldsymbol{E}^{\text {chol,s }}$.

Generation of spatially adaptive sparse grids. We use the classical surplus-based refinement criterion (see, e.g., [Pfl10]) as shown in Alg. 6.1 to generate the spatially adaptive sparse grids. The difference to common surrogate settings is that the objective function $f:[\mathbf{0}, \mathbf{1}] \rightarrow \mathbb{R}^{m+1}$ is vector-valued. As the entries of $\boldsymbol{R}$ cannot be evaluated individually, the adaptivity criterion has to consider all entries at once to avoid performing unnecessary evaluations. We use the surpluses in the piecewise linear hierarchical basis, as their absolute values correlate with the second mixed derivative of the objective function due to Eq. (2.25). The surpluses are combined using the formula $\beta_{k}:=\boldsymbol{c}^{\mathrm{T}}\left|\boldsymbol{\alpha}_{\ell_{k}, i_{k}}\right|$ (with entry-wise absolute value) and the points with largest $\beta_{k}$ are refined.
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function \(\Omega^{s}=\operatorname{offlinePhase}\left(f, n, b, c, \ell_{\max }, \kappa, N_{\text {refine }}\right)\)
    \(\Omega^{s} \leftarrow \Omega_{n, d}^{s(b)}\)
        \(\rightsquigarrow\) initial regular sparse grid
    while true do
        \(N \leftarrow\left|\Omega^{s}\right| \quad ~ \rightsquigarrow ~\) number of grid points
        Let \(\left(\boldsymbol{\alpha}_{\ell_{k^{\prime}}, i_{k^{\prime}}}\right)_{k^{\prime}=1, \ldots, N}\) satisfy \(\forall_{k=1, \ldots, N} \sum_{k^{\prime}=1}^{N} \boldsymbol{\alpha}_{\ell_{k^{\prime}}, i_{k^{\prime}}} \varphi_{\boldsymbol{\ell}_{k^{\prime}}, \boldsymbol{i}_{k^{\prime}}}^{1}\left(\boldsymbol{x}_{\ell_{k}, i_{k}}\right)=\boldsymbol{f}\left(\boldsymbol{x}_{\ell_{k}, i_{k}}\right)\)
        for \(k=1, \ldots, N\) do \(\beta_{k} \leftarrow \boldsymbol{c}^{\mathrm{T}}\left|\boldsymbol{\alpha}_{\ell_{k}, i_{k}}\right| \quad m\) combine surpluses to a scalar value
        \(K^{*} \leftarrow\left\{k=1, \ldots, N\left|\exists_{x_{\ell, i} \notin \Omega^{s}} x_{\ell_{k}, i_{k}} \rightarrow x_{\ell, i},\left\|\ell_{k}\right\|_{\infty}<\ell_{\text {max }},\left|\beta_{k}\right|>\kappa\right\}\right.\)
        if \(K^{*}=\emptyset\) then break \(\xrightarrow{m}\) stop when there are no refinable grid points left
        Refine \(\leq N_{\text {refine }}\) of the points \(\left\{\boldsymbol{x}_{\ell_{k}, i_{k}} \in \Omega^{\mathrm{s}} \mid k \in K^{*}\right\}\) with largest \(\beta_{k}\)
```

ALGORITHM 6.1 Generation of spatially adaptive sparse grids for topology optimization. Inputs are the objective function $f:[0,1] \rightarrow \mathbb{R}^{m+1}$ (combination of the Cholesky factor of the elasticity tensor and the micro-cell density), the level $n \geq d$ and boundary parameter $b \in \mathbb{N}$ of the initial regular sparse grid, the vector $\boldsymbol{c} \in \mathbb{R}^{m+1}$ of coefficients with which the absolute values of the entries of the surpluses are combined, the maximal level $\ell_{\max } \in \mathbb{N}$, the refinement threshold $\kappa \in \mathbb{R}_{>0}$, and the number $N_{\text {refine }} \in \mathbb{N}$ of points to refine in each iteration. Output is the spatially adaptive sparse grid $\Omega^{\mathrm{s}}$.

Parameter bounds. In the micro-cell models presented in Sec. 6.3.1, extreme microcell parameters near zero or one may cause problems with the resulting elasticity tensors. For instance, many elasticity tensor entries corresponding to the 2D cross model are discontinuous near the lines $x_{1}=1$ or $x_{2}=1$ [Hüb14; Vale14]. This is due to the fact that the micro-cell is completely filled with material on these lines, independent of the other micro-cell parameter. Similar issues occur for the other models and the shearing angles. Hence, we have to restrict the range of the feasible micro-cell parameters, i.e., the sparse grid points $\boldsymbol{x}=\boldsymbol{x}_{\ell_{k}, i_{k}}$ are still defined on the unit hyper-cube [0,1], but the actual micro-cell parameters $\overline{\boldsymbol{x}}$ are retrieved by an affine transformation $\overline{\boldsymbol{x}}:=\boldsymbol{a}+(\boldsymbol{b}-\boldsymbol{a}) \boldsymbol{x}$. For the models in Sec. 6.3.1, we restrict the bar widths to [0.01, 0.99] and the shearing angles to $[-0.35 \pi, 0.35 \pi]$.

Software, algorithms, and domain discretization. The micro-problems and macroproblems were solved with the FEM software package CFS++ [Kal10]. ${ }^{9}$ The micro-problems were discretized by dividing the micro-cells into $128 \times 128=16384$ elements (models in two dimensions) or $16 \times 16 \times 16=4096$ elements (models in three dimensions). The macro-domains $\tilde{\Omega}$ were discretized using 32 macro-cells per meter in the 2D cantilever scenario (i.e., $64 \times 32=2048$ cells), 20 macro-cells per meter in the 3D cantilever scenario (i.e., $20 \times 20 \times 20=8000$ cells), and 10 macro-cells per meter in the other scenarios (i.e., 1600 cells for the 2D L-shape and 4000 cells for the 3D center-load). The generation of

[^29]the sparse grids (offline phase) was done via a MATLAB code, while the evaluation of the interpolants (online phase) was performed by the sparse grid toolbox $\mathrm{SG}^{++}$[Pfl10]. ${ }^{10}$ For the solution of the emerging optimization problems, a sequential quadratic programming method was employed (see Sec. 5.1.3).

### 6.4.2 Error Sources

There are multiple sources that contribute to the numerical error of our method:
E1. Discretization of the micro-problem (i.e., the elasticity tensors $E$ are inaccurate)
E2. Sparse grid interpolation (i.e., $E^{s} \neq E$ )
E3. Reconstruction of elasticity tensors with Cholesky factors (i.e., $\boldsymbol{E}^{\text {chol,s }} \neq \boldsymbol{E}^{s}$ )
E4. Discretization of the macro-problem (i.e., the compliance $J$ is inaccurate)
E5. Optimization (i.e., the minimum found by the optimizer is inaccurate or not global)
E6. Floating-point rounding errors (i.e., arithmetical operations are inaccurate)
E6-type errors are always present and will not be analyzed in this chapter. Errors of type $\underline{E 1}$ and E4 are intrinsic to the homogenization approach and will not be discussed here either. The optimization error E5 has already been discussed in Sec. 5.4.3 for explicit test functions. Therefore, in the remainder of this chapter, we will focus on the analysis of the errors of types E2 and E3, since the interpolation of Cholesky factors is the major new contribution to this application.

### 6.4.3 Interpolation Error

Spectral interpolation error measure. For the interpolation error E2 and the Cholesky factorization error E3, we cannot simply take the absolute value of the difference of the objective function $f:[0,1] \rightarrow \mathbb{R}^{m+1}$ and its surrogate $\boldsymbol{f}^{s}$, since both are vector-valued. As the micro-cell density $\varrho$ is not affected by the Cholesky factorization, we consider only the elasticity tensor $\boldsymbol{E}:[\mathbf{0}, \mathbf{1}] \rightarrow \mathbb{R}^{6 \times 6}$ and its surrogate $\boldsymbol{E}^{\text {chol, }, ~}:[\mathbf{0}, \mathbf{1}] \rightarrow \mathbb{R}^{6 \times 6}$ obtained by Cholesky factorization. To retrieve a scalar error measure, we use the spectral norm

$$
\begin{equation*}
\left\|E(x)-E^{\mathrm{chol}, s}(x)\right\|_{2}, \quad x \in[0,1] \tag{6.9}
\end{equation*}
$$

i.e., the largest absolute eigenvalue of $\boldsymbol{E}(\boldsymbol{x})-\boldsymbol{E}^{\mathrm{chol}, \mathrm{s}}(\boldsymbol{x})$. However, the choice of the norm is arbitrary, as all matrix norms on $\mathbb{R}^{6 \times 6}$ are equivalent to each other.
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FIGURE 6.7 Pointwise spectral interpolation error for the 2D cross model and cubic B -splines on $N=1320$ spatially adaptive sparse grid points (dots) for the direct elasticity tensor interpolation (left) and the Cholesky factor interpolation (right).

Pointwise spectral interpolation error. Figure 6.7 shows the pointwise spectral interpolation error for the 2D cross model and the corresponding spatially adaptive sparse grid generated with the refinement algorithm as explained in Sec. 6.4.1. The above-mentioned discontinuity of elasticity tensor entries near $x_{1}=1$ or $x_{2}=1$ is most severe near the corners $\boldsymbol{x} \in\{(0,1),(1,0)\}$ (cf. Fig. 6.3), as some entries vanish if one of the micro-cell bars has zero width. Hence, most points are placed near these singularity corners.

The left plot (Fig. 6.7A) shows the spectral interpolation error $\left\|E(\boldsymbol{x})-\boldsymbol{E}^{s}(\boldsymbol{x})\right\|_{2}$ of the direct elasticity tensor interpolant without Cholesky factorization (i.e., error E2). The maximum error is $1.2 \cdot 10^{-3}$, which is attained near the critical lines $x_{1}=1$ or $x_{2}=1$. Note that the mean error over the whole domain [0,1] is only $4.5 \cdot 10^{-5}$. In the right plot (Fig. 6.7B), the picture changes slightly when looking at the spectral interpolation error $\left\|\boldsymbol{E}(\boldsymbol{x})-\boldsymbol{E}^{\text {chol,s }}(\boldsymbol{x})\right\|_{2}$ of the elasticity tensor resulting from Cholesky factorization (i.e., errors E2 and E3 combined). The maximum error becomes $3.4 \cdot 10^{-3}$, while the mean error increases to $1.1 \cdot 10^{-4}$. We conclude that the Cholesky factorization leads to an increase of interpolation errors by only less than half an order of magnitude.

Convergence of spectral interpolation error. Figure 6.8A shows the convergence of the relative $L^{2}$ spectral interpolation errors

$$
\begin{equation*}
\varepsilon^{\mathrm{s}}:=\frac{\| \| E(\cdot)-E^{\mathrm{s}}(\cdot)\left\|_{2}\right\|_{L^{2}}}{\| \| E(\cdot)\left\|_{2}\right\|_{L^{2}}}, \quad \varepsilon^{\mathrm{chol}, \mathrm{~s}}:=\frac{\| \| E(\cdot)-E^{\mathrm{chol}, \mathrm{~s}}(\cdot)\left\|_{2}\right\|_{L^{2}}}{\| \| E(\cdot)\left\|_{2}\right\|_{L^{2}}} \tag{6.10}
\end{equation*}
$$
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A $\varepsilon^{\text {s }}$ (blue) and $\varepsilon^{\text {chol,s }}$ (red) for the 2D cross
 model and different degrees.

FIGURE 6.8 Convergence of relative $L^{2}$ spectral interpolation errors over the increasing number $N$ of spatially adaptive grid points (i.e., decreasing threshold $\kappa$ ) for the 2D cross model without or with Cholesky factor interpolation and different degrees $p$ (left) and for the other models and cubic degree (right).
for the 2D cross model, i.e., the relative $L^{2}$ error of the functions depicted in Fig. 6.7. Relative errors of $1 \%$ are already obtained for $N=200$ grid points. Unfortunately, even for higher B-spline degrees $p>1$, the order of convergence is only quadratic due to the singularities of the elasticity tensor. This slow convergence does not improve for the other micro-cell models as shown in Figure 6.8B. In fact, the convergence decelerates even more as the number of micro-cell parameters increases. For the 2D sheared cross and 3D cross models with three parameters, the spatially adaptive sparse grid with $N \approx 10000$ grid points is able to achieve a relative error of around $3 \%$. However, for the 2D sheared framed cross and 3D sheared cross models with five parameters, only errors of about $5 \%$ are reached for the same grid size.

### 6.4.4 Optimal Compliance Values and Structures

Optimal compliance values for different micro-cell models. In the following, we use for each micro-cell model a specific spatially adaptive sparse grid with around 10000 points. The exact grid sizes and other details about the employed sparse grids can be found in Tab. C. 2 (located in Appendix C). For hierarchical cubic B-splines ( $p=3$ ), Tab. 6.2 lists the compliance values $J\left(\boldsymbol{x}^{\mathrm{opt}, *,(1)}, \ldots, \boldsymbol{x}^{\left.\mathrm{opt},,_{,}^{(M)}\right)}\right.$ for each of the four scenarios

| Scenario | 2D-C | 2D-FC | 2D-SC | 2D-SFC | 3D-C | 3D-SC |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 2D cantilever | 74.974 | 70.816 | $\mathbf{6 7 . 8 0 9}$ | 68.602 | - | - |
| 2D L-shape | 183.68 | 177.51 | $\mathbf{1 6 9 . 6 0}$ | 174.55 | - | - |
| 3D cantilever | - | - | - | - | 247.60 | $\mathbf{1 6 2 . 5 9}$ |
| 3D center-load | - | - | - | - | 169.27 | 46.171 |

TABLE 6.2 Optimal compliance values for the different scenarios and micro-cell models using cubic B-splines (spatially adaptive grids with around 10000 points). The entries highlighted in bold face indicate the best choice of micro-cell models for a given scenario. More details can be found in Tab. C.1.
and the corresponding possible micro-cell models, where $\left(\boldsymbol{x}^{\mathrm{opt}, *,(1)}, \ldots, \boldsymbol{x}^{\mathrm{opt}, *,(M)}\right) \in\left(\mathbb{R}^{d}\right)^{M}$ is the micro-cell parameter combination that is returned by the optimizer. ${ }^{11}$ It is obvious that more complicated micro-cell models lead to lower (better) compliance values, as they are a generalization of the simple models. For instance, the 2D cross is a special case of the 2D framed cross, the 2D sheared cross, and the 2D sheared framed cross. By choosing the respectively best model for each scenario, we are able to decrease the compliance value (and, hence, increase the stability of the resulting structure) by $9.6 \%$ in the 2D cantilever scenario, by $7.7 \%$ in the 2D L-shape scenario, by $34 \%$ in the 3D cantilever scenario, and by $73 \%$ in the 3D center-load scenario. In general, this motivates the usage of more complicated micro-cell models, which cannot be computationally handled with conventional full grid interpolation methods. Consequently, sparse grids or similar methods have to be used.

Corresponding optimal structures. The corresponding optimal structures are shown in Fig. 6.9 for the 2D cantilever scenario and, for reasons of space, in Appendix C in Figures C. 1 and C. 2 for the other three scenarios. Of course, the periodic micro-cell structures cannot be plotted directly, as the micro-cells are infinitesimally small. Therefore, the figures show for each macro-cell only one single large micro-cell.

Two effects can be seen in the plots of the optimal structures: First, the simpler models are not able to direct the emerging forces at arbitrary angles. For example, the 2D framed cross model strongly prefers angles of $45^{\circ}$, which results in structures that are not as stable as they could be. The 2D sheared cross and 2D sheared framed cross models are considerably more flexible, allowing internal forces to act at almost arbitrary angles. Second, the sheared micro-cell models use the available material volume more
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FIGURE 6.9 Topologically optimal structures in the 2D cantilever scenario for different micro-cell models using cubic B-splines (spatially adaptive grids with around 10000 points). The colors indicate the length of the displacement, where dark regions correspond to weak displacements and bright regions to strong displacements. The color map is the same as in Fig. C.1. Only bars with widths $\geq 0.1$ are shown. More details can be found in Tab. C.1.
efficiently than the cross model. This is most striking in the 3D case (see Fig. C.2), where it seems that the sheared cross structures use more volume than the simple cross structures, although the structures spend exactly the same amount of material volume. The reason is that for the cross model, both bars have to be used in order to connect the macro-cell to its neighbors. For the sheared cross model, a shearing of the vertical bar suffices and we save volume by not using the horizontal bar. Both of these effects explain the significantly lower compliance values for the sheared micro-cell models.

Comparison to the direct solution. B-splines on sparse grids lead to a drastic reduction in computation time. Solving the 2D cantilever scenario with the best-placed sheared cross model would take 453 days with exact elasticity tensor evaluations (i.e., without surrogates), assuming the same number of iterations as for the surrogate tensor case and sequential computation of the elasticity tensors. This estimate does not account for approximating the missing derivatives of the elasticity tensor. If we incorporate this and use 100 parallel processes, we still need weeks for the solution. In contrast, the computation time using our sparse grid surrogates is a matter of minutes or hours at


FIGURE 6.10 Convergence of the optimality-interpolation gap $\left|J^{\mathrm{opt}, *}-J^{\mathrm{s}, \mathrm{opt}, *}\right|$ for the $2 \mathrm{D} / 3 \mathrm{D}$ cantilever scenario and and different micro-cell models using cubic B-splines $(p=3)$. The left plot additionally shows $J^{\mathrm{opt}, *}:=J\left(\boldsymbol{x}^{\mathrm{opt}, *,(1)}, \ldots, \boldsymbol{x}^{\mathrm{opt}, *,(M)}\right)$ and $J^{\mathrm{s}, \mathrm{opt}, *}:=J^{\mathrm{s}}\left(\boldsymbol{x}^{\mathrm{opt}, *,(1)}, \ldots, \boldsymbol{x}^{\mathrm{opt}, *,(M)}\right)$ for the 2D cross model.
most, resulting in speedups of around 200. This is excluding the time for the offline phase, which is in the range of hours, but which has to be spent only once, as the resulting grid can be reused for different scenarios.

Optimality-interpolation gaps. Ideally, we would measure the true optimality gap

$$
\begin{equation*}
J\left(\boldsymbol{x}^{\mathrm{opt}, *,(1)}, \ldots, \boldsymbol{x}^{\mathrm{opt}, *,(M)}\right)-J\left(\boldsymbol{x}^{\mathrm{opt},(1)}, \ldots, \boldsymbol{x}^{\mathrm{opt},(M)}\right), \tag{6.11}
\end{equation*}
$$

cf. error E5. Unfortunately, the true optimum ( $\left.\boldsymbol{x}^{\mathrm{opt},(1)}, \ldots, \boldsymbol{x}^{\mathrm{opt},(M)}\right)$ could not be computed: Apart from the time issue mentioned above, oscillations in the elasticity tensor evaluation and errors stemming from types E1 and E6 reliably led to optimizer crashes as it ran into discontinuities, which are smoothed out when using B-spline surrogates. However, as in Fig. 6.10, we can at least calculate the optimality-interpolation gap

$$
\begin{equation*}
\left|J\left(x^{\mathrm{opt}, *,(1)}, \ldots, x^{\mathrm{opt}, *,(M)}\right)-J^{\mathrm{s}}\left(\boldsymbol{x}^{\mathrm{opt}, *,(1)}, \ldots, \boldsymbol{x}^{\mathrm{opt}, *,(M)}\right)\right| \tag{6.12}
\end{equation*}
$$

between the actual compliance value and the approximated, reported compliance value. This gap does not constitute any kind of bound on the true optimality gap; however, the idea is that as the interpolation error converges to zero, the optimality-interpolation gap should converge to zero, too.

|  | 2D/3D cross |  |  | 2D/3D sheared cross |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Scenario | $p=1$ | $p=3$ | $p=5$ | $p=1$ | $p=3$ | $p=5$ |
| 2D cantilever | 82.365 | 74.974 | 76.070 | 68.889 | 67.809 | 68.018 |
| 2D L-shape | 193.83 | 183.68 | 183.70 | 169.85 | 169.60 | 169.60 |
| 3D cantilever | 249.75 | 247.60 | 247.33 | 148.72 | 162.59 | 152.34 |
| 3D center-load | 162.68 | 169.27 | 163.94 | 45.713 | 46.171 | 47.074 |

TABLE 6.3 Optimal compliance values for the different scenarios and B-spline degrees using the 2D/3D cross micro-cell model (left) and the 2D/3D sheared cross micro-cell model (right). The spatially adaptive sparse grids are the same as in Tab. 6.2. The entries highlighted in bold face indicate the best choice of B-spline degree for a given scenario and micro-cell model. Optimization runs of entries marked as italic terminated prior to success due to numerical difficulties.

Figure 6.10 (left) shows that for the 2D cross model, the optimizer reports compliance values that are smaller than in reality ( $J^{\mathrm{s}, \text { opt,* }}$ vs. $J^{\text {opt,* })}$. However, the difference steadily converges to zero. This is similar for the other micro-cell model as shown in the right part of Fig. 6.10, although the convergence is much slower due to the higher number $d$ of micro-cell parameters.

Optimal compliance values for different B-spline degrees. Finally, to study the effect of the B-spline degree on the optimization performance, Tab. 6.3 lists the compliance values for the degrees $p=1,3,5$ and the 2D/3D cross and sheared cross micro-cell models. In the two-dimensional scenarios, higher-order B-splines decrease the compliance value by up to $9 \%$. In the three-dimensional scenarios, higher-order B-splines may perform worse than the piecewise linear functions $(p=1)$. (However, as indicated in Tab. 6.3, all optimization runs with piecewise linear functions terminated prematurely due to numerical difficulties with the discontinuous derivatives.) It may be suspected that if we used micro-cell models with less prominent discontinuities (i.e., "smoother" elasticity tensors), the advantage of higher-order B-splines would be more visible. All in all, the application of topology optimization underlines that good interpolation (and thus a good quality of the surrogate) is key to good optimization results.

## Application 2: Musculoskeletal Models

## 6 Beware of bugs in the above code; <br> I have only proved it correct, not tried it.

— Donald E. Knuth [Knu77]

Existing musculoskeletal models of muscle-tendon complexes, e.g., of the human upper limb, can mainly be divided into two different types. Lumped-parameter musculoskeletal models, for example Hill-type models based on multi-body simulations [Röh16; Vale18b], constitute the most common type. These models assume that the components of the musculoskeletal system are rigid. The mechanics is reduced to point masses associated with their moment of inertia; thus, these models can be described by few parameters.

Continuum-mechanical musculoskeletal models form the other type. Their advantage is that they are more detailed and, hence, more realistic. However, their increased complexity leads to higher computational costs. As an example, we consider an inverse problem (see Chap. 1) that involves a continuum-mechanical simulation of such a musculoskeletal model, where we search values of model parameters such that a specific movement is attained. Each iteration of the solution process for such an inverse problem may take hours or even days, depending on the model at hand.

| $F_{\mathrm{T}}$ | Triceps force | $r_{\mathrm{T}}$ | Triceps lever arm | $\beta_{\mathrm{T}}$ | Triceps activation |
| :---: | :--- | :--- | :--- | :--- | :--- |
| $F_{\mathrm{B}}$ | Biceps force | $r_{\mathrm{B}}$ | Biceps lever arm | $\beta_{\mathrm{B}}$ | Biceps activation |
| $F_{\mathrm{L}}$ | Load force | $r_{\mathrm{L}}$ | Load lever arm | $M$ | Moment |
| $\theta$ | Elbow angle | $\theta^{*}$ | Target elbow angle | $\theta_{F_{\mathrm{L}}}$ | Equil. elbow angle |
| $t$ | Time | $(\cdot)^{\mathrm{s}}$ | Sparse grid solution | $(\cdot)^{\text {ref }}$ | Reference solution |

TABLE 7.1 Glossary of the notation for musculoskeletal models.

Surrogate methods based on sparse grids help to decrease the complexity in two ways: First, the evaluation of surrogates is obviously drastically cheaper than the solution of the inverse problem. Second, the particular choice of sparse grids decreases the number of necessary samples to construct the surrogates. As for the previous application, the choice of B-splines as hierarchical basis functions enables the evaluation of continuously differentiable surrogate gradients. For the example of inverse problems, this means that gradient-based optimization methods may be employed, which significantly accelerates convergence compared to gradient-free methods.

This chapter is split into three sections. First, in Sec. 7.1, we introduce a continuummechanical model of the human upper limb. Second, in Sec. 7.2, we list the types of inverse problems of interest. Finally, in Sec. 7.3, we present numerical results regarding the solution of these inverse problems.

The results of this chapter are based on a collaboration with Prof. Oliver Röhrle, PhD, and Dr. Michael Sprenger (both SimTech/University of Stuttgart, Germany). ${ }_{-}^{1}$ The collaborators contributed the biomechanical model with its theory, its geometry, and its implementation, while the author of this thesis contributed the sparse grid/B-spline methodology and computed the numerical results. Note that the results have already been published in a paper [Vale18b], which we will follow closely in this chapter.

### 7.1 Continuum-Mechanical Model of the Upper Limb

In the following, we first discuss the state of the art in biomechanical modeling. Then, we address details of the model of the human upper limb. For convenience, the most relevant symbols are listed in Tab. 7.1.
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### 7.1.1 Continuum-Mechanical Musculoskeletal Models

Limitations of classical models and benefits of continuum-mechanical models. Due to the simplicity of classical lumped-parameter models, their degree of realism is limited. Without any modifications, lumped-parameter models are not able to represent detailed heterogeneous material characteristics or non-trivial muscle force paths [Röh16].

The exploitation of continuum-mechanical constitutive laws for musculoskeletal models is a more recent development [Röh16]. The resulting models are capable to model spatial quantities such as complex muscle fiber field architectures, local activation principles, complex muscle geometries, or contact mechanics [Röh16; Vale18b]. Most of the existing work only treats single skeletal muscles in isolation [Lem05; Shara11; Hei14]. The model used in this thesis (which is the same model as in [Spr15; Röh16; Vale18b]) aims at studying the interplay of multiple muscles and bones.

Overdetermined antagonistic systems. Musculoskeletal systems are typically overdetermined [Röh16]. This means that the number of muscles that act on a specific joint is usually larger than the number of the joint's degrees of freedom. For instance, in a simple model of the human upper limb, there are two antagonistic muscles (i.e., muscles that work against each other), namely triceps and biceps, but only one joint angle at the elbow. Mathematically speaking, a single muscle suffices to attain a large range of elbow angles that are possible with an antagonistic muscle pair. However, the usage of two muscles enables faster movements and allows for abrupt changes of direction.

The overdetermination of most musculoskeletal models implies that additional conditions have to be imposed in order to obtain unique solutions. There exist various types of such conditions, for instance, minimal control effort, minimal control change, and minimal kinematic energy [Vale18b]. The idea behind these conditions is that the human body tries to minimize the energy effort that is associated with all types of motion.

Forward and inverse dynamics. Musculoskeletal simulations are usually based on either forward dynamics or inverse dynamics [Vale18b]. Forward-dynamic approaches use activation parameters for the muscles as the input and simulate the corresponding motion as the output. This requires that we know the muscle forces (depending on the activation levels) beforehand. For example, one can prescribe activation levels of facial muscles to achieve specific facial expressions [Wu13]. In contrast, inverse-dynamic approaches use experimental motion data as the input to estimate the muscle forces as the output [Röh16]. With inverse-dynamic simulations, one can investigate the wrapping of muscles around the knee joint [Fern05] or visualize the motion of skin [Lee09], for instance.


FIGURE 7.1 Human upper limb model geometry shown as a raising arm movement for the elbow angles $\theta=10^{\circ}, 45^{\circ}, 80^{\circ}, 115^{\circ}$, and $150^{\circ}$ (from left to right). For $\theta=80^{\circ}$, the contributing forces (blue) and lever arms (red) are shown. Taken and adapted from [Spr15; Vale18b].

### 7.1.2 Details of the Human Upper Limb Model

As shown in Fig. 7.1, our model of the human upper limb consists of the three bones humerus, ulna, and radius, the elbow joint with one degree of freedom, and the antagonistic muscle pair of triceps brachii and biceps brachii [Vale18b]. The bones are rigid bodies and the muscle-tendon complex is simulated with a continuum-mechanical approach. This implies that the muscles deform when they contract.

Overall stress components. The continuum-mechanical part of the model is based on the theory of finite elasticity. When muscles deform, forces act on each infinitesimally small element of the muscles, which is known as stress. Usually, especially in linear elasticity, stress is measured with the Cauchy stress tensor (also called the true stress) [Sön13]. For non-linear stress-strain relations, one may use other measures such as the second Piola-Kirchhoff stress. The second Piola-Kirchhoff stress has the additional advantage that it is defined along the material directions, in contrast to the Cauchy stress tensor, which measures the stress in coordinate directions [Sön13].

In [Spr15; Röh16; Vale18b], the strain energy function is defined such that the resulting overall second Piola-Kirchhoff stress $S_{\text {MTC }}$ of the muscle-tendon complex satisfies

$$
\begin{equation*}
\boldsymbol{S}_{\mathrm{MTC}}=\boldsymbol{S}_{\mathrm{iso}}+\boldsymbol{S}_{\mathrm{aniso}}-p \boldsymbol{C}^{-1} \tag{7.1}
\end{equation*}
$$

where $S_{\text {iso }}$ and $S_{\text {aniso }}$ are the isotropic and anisotropic parts of the stress, respectively, $p$ is the hydrostatic pressure to ensure incompressibility, and $C$ is the right Cauchy-Green
deformation tensor. The anisotropic part $S_{\text {aniso }}$ is defined as

$$
\begin{equation*}
\boldsymbol{S}_{\text {aniso }}:=\left(\boldsymbol{S}_{\text {passive }}+\beta \gamma_{\mathrm{M}} \boldsymbol{S}_{\text {active }}\right)\left(1-\gamma_{\mathrm{ST}}\right), \tag{7.2}
\end{equation*}
$$

cf. [Vale18b]. Here, $\boldsymbol{S}_{\text {passive }}$ and $\boldsymbol{S}_{\text {active }}$ are the passive and active contributions due to the skeletal muscle fibers, $\beta \in[0,1]$ is the activation parameter of the respective muscletendon complex, and $\gamma_{\mathrm{M}}, \gamma_{\text {ST }}$ are two material parameters with which we can differentiate between the different types of soft tissues of the muscle-tendon complex: fat, tendon, and muscle [Vale18b]. Isotropic fat tissue can be obtained by setting $\gamma_{S T}:=1$, passive anisotropic tendon tissue by setting $\gamma_{S T}:=0$ and $\gamma_{\mathrm{M}}:=0$, and skeletal muscle tissue by setting $\gamma_{S T}:=0$ and $\gamma_{M}:=1$. A mixture of these pure materials is achieved by linear interpolation when setting $\gamma_{M}$ and $\gamma_{S T}$ to values between zero and one [Vale18b]. More details about the theory part of the model are given in [Spr15; Röh16; Vale18b].

### 7.2 Momentum Equilibrium and Elbow Angle Optimization

In this section, we give an overview of the methodology of our approach. We continue following the presentation of [Vale18b].
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### 7.2.1 From Muscle Forces to Equilibrium Angles

Model inputs and outputs. In the following, we regard simulations of the human upper limb model described in Sec. 7.1 as a black box, which receives as its input the elbow angle $\theta \in\left[10^{\circ}, 150^{\circ}\right]$ and the activation parameters $\left(\beta_{\mathrm{T}}, \beta_{\mathrm{B}}\right) \in[\mathbf{0}, \mathbf{1}]=[0,1]^{2}$ of triceps and biceps. ${ }^{2}$ The outputs of the black box simulation are the forces $F_{\mathrm{T}}\left(\theta, \beta_{\mathrm{T}}\right)$ and $F_{\mathrm{B}}\left(\theta, \beta_{\mathrm{B}}\right)$ that triceps and biceps exert. These forces depend on the elbow angle as well as on the respective activation parameter. Gravitational forces due to the masses of bones or muscles are neglected in this context. However, we allow the specification of an external load $F_{\mathrm{L}}$, which is applied to the end of the forearm. This load may be the weight force of some object that the arm is supposed to keep in position.

Moments and lever arms. Each force exerts a moment (or torque) on the elbow joint. The moments are the products of the forces $F_{X}$ with the respective lever arms $r_{X}(X \in$
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$\{T, B, L\})$. The lever arms are approximated as in [Röh16; Vale18b] by using the tendondisplacement method of [An84]:
\[

$$
\begin{align*}
r_{\mathrm{T}}(\theta) & :=\left(-0.0009399\{\theta\}^{2}+0.1126\{\theta\}+22.21\right) \mathrm{mm}  \tag{7.3a}\\
r_{\mathrm{B}}(\theta) & :=\left(-0.001482\{\theta\}^{2}+0.1776\{\theta\}+35.02\right) \mathrm{mm}  \tag{7.3b}\\
r_{\mathrm{L}}(\theta) & :=\sin (\theta) \cdot 282.5 \mathrm{~mm} \tag{7.3c}
\end{align*}
$$
\]

where $\{\theta\}$ denotes the dimensionless value of $\theta$ in degrees. The lever arms are nonnegative and the forces are signed, i.e., positive forces pull the forearm downwards and negative forces pull it upwards. In general, $F_{\mathrm{T}}, F_{\mathrm{L}} \geq 0 \mathrm{~N}$ and $F_{\mathrm{B}} \leq 0 \mathrm{~N}$.

Total moment and equilibrium elbow angle. The total moment of the system is given by the function

$$
\begin{gather*}
M_{F_{\mathrm{L}}, \beta_{\mathrm{T}}, \beta_{\mathrm{B}}}:\left[10^{\circ}, 150^{\circ}\right] \rightarrow \mathbb{R},  \tag{7.4a}\\
M_{F_{\mathrm{L}}, \beta_{\mathrm{T}}, \beta_{\mathrm{B}}}(\theta):=F_{\mathrm{T}}\left(\theta, \beta_{\mathrm{T}}\right) r_{\mathrm{T}}(\theta)+F_{\mathrm{B}}\left(\theta, \beta_{\mathrm{B}}\right) r_{\mathrm{B}}(\theta)+F_{\mathrm{L}} r_{\mathrm{L}}(\theta), \tag{7.4b}
\end{gather*}
$$

cf. [Vale18b]. The system is in equilibrium if the total moment vanishes, i.e., $M_{F_{\mathrm{L}}, \beta_{\mathrm{T}}, \beta_{\mathrm{B}}}(\theta)=$ 0 Nm . We call the corresponding angle $\theta$ the equilibrium elbow angle for the load $F_{\mathrm{L}}$ and the activation parameters $\beta_{\mathrm{T}}, \beta_{\mathrm{B}}$. To find this angle for a given load $F_{\mathrm{L}}$ and activation parameters $\beta_{\mathrm{T}}$ and $\beta_{\mathrm{B}}$, we first note that $M_{F_{\mathrm{L}}, \beta_{\mathrm{T}}, \beta_{\mathrm{B}}}$ may have zero, exactly one, or multiple zeros in $\left[10^{\circ}, 150^{\circ}\right]$. Hence, the inverse function evaluated at 0 Nm is partially defined depending on the load and the activation parameters:

$$
\begin{equation*}
\theta_{F_{\mathrm{L}}}: D_{\theta_{\mathrm{P}_{\mathrm{L}}}} \rightarrow\left[10^{\circ}, 150^{\circ}\right], \quad D_{\theta_{\mathrm{F}_{\mathrm{L}}}} \subseteq[\mathbf{0}, 1], \quad \theta_{F_{\mathrm{L}}}\left(\beta_{\mathrm{T}}, \beta_{\mathrm{B}}\right):=\left(M_{F_{\mathrm{L}}, \beta_{\mathrm{T}}, \beta_{\mathrm{B}}}\right)^{-1}(0 \mathrm{Nm}), \tag{7.5}
\end{equation*}
$$

which is well-defined whenever $M_{F_{\mathrm{L}_{\mathrm{L}}}, \beta_{\mathrm{T}}, \beta_{\mathrm{B}}}$ has a unique root. We approximate $\theta_{F_{\mathrm{L}}}\left(\beta_{\mathrm{T}}, \beta_{\mathrm{B}}\right)$ with the Newton method [Röh16; Vale18b]:

$$
\begin{equation*}
\theta^{(j+1)}:=\theta^{(j)}-\frac{M_{F_{\mathrm{L}}, \beta_{\mathrm{T}}, \beta_{\mathrm{B}}}\left(\theta^{(j)}\right)}{\frac{\partial}{\partial \theta} M_{F_{\mathrm{L}}, \beta_{\mathrm{T}}, \beta_{\mathrm{B}}}\left(\theta^{(j)}\right)}, \quad j \in \mathbb{N}, \tag{7.6}
\end{equation*}
$$

with an initial value $\theta^{(0)} \in\left[10^{\circ}, 150^{\circ}\right]$ and the stopping criterion of $\left|M_{F_{\mathrm{L}}, \beta_{\mathrm{T}}, \beta_{\mathrm{B}}}\left(\theta^{(j)}\right)\right|<$ $10^{-9} \mathrm{Nm}$. We repeat the Newton method for the initial values $\theta^{(0)}=80^{\circ}, 40^{\circ}, 120^{\circ}$ and use the first converged result (i.e., we check if $\theta^{(0)}=80^{\circ}$ converges; if not, we proceed with $\theta^{(0)}=40^{\circ}$, and so on). If all three initial values do not converge, we conclude that $\left(\beta_{\mathrm{T}}, \beta_{\mathrm{B}}\right) \notin D_{\theta_{F_{1}}}$.

### 7.2.2 Optimization Problems

General problem. The general problem in our setting is as follows: For a given external load $F_{\mathrm{L}}$ and a target elbow angle $\theta^{*}$, find activation parameters $\left(\beta_{\mathrm{T}}, \beta_{\mathrm{B}}\right) \in[\mathbf{0}, \mathbf{1}]$ such that the target elbow angle is attained in the equilibrium, i.e., $\theta_{F_{\mathrm{L}}}\left(\beta_{\mathrm{T}}, \beta_{\mathrm{B}}\right)=\theta^{*}$. Example applications of such a scenario are medicine and robotics, when a specific movement should be carried out.

List of optimization problems. As discussed in Sec. 7.1.1, musculoskeletal systems with an antagonistic muscle pair such as our human upper limb model are usually overdetermined. This means that there are multiple solutions to this general problem. As a remedy, one may solve one of the following two optimization problems [Vale18b]:

O1. For a given external load $F_{\mathrm{L}}$ and a target angle $\theta^{*} \in\left[10^{\circ}, 150^{\circ}\right]$, find the activation parameters $\left(\beta_{\mathrm{T}}, \beta_{\mathrm{B}}\right) \in[0,1]$ such that $\beta_{\mathrm{T}}+\beta_{\mathrm{B}}$ is minimized under the constraint $\theta_{F_{\mathrm{L}}}\left(\beta_{\mathrm{T}}, \beta_{\mathrm{B}}\right)=\theta^{*}$.

O2. For a given external load $F_{\mathrm{L}}\left(t_{2}\right)$ for a time $t_{2}>t_{1}$, a target angle $\theta^{*}\left(t_{2}\right) \in\left[10^{\circ}, 150^{\circ}\right]$, and initial activation parameters $\left(\beta_{\mathrm{T}}\left(t_{1}\right), \beta_{\mathrm{B}}\left(t_{1}\right)\right) \in[0,1]$, find new activation parameters $\left(\beta_{\mathrm{T}}\left(t_{2}\right), \beta_{\mathrm{B}}\left(t_{2}\right)\right) \in[\mathbf{0}, \mathbf{1}]$ such that $\left(\beta_{\mathrm{T}}\left(t_{2}\right)-\beta_{\mathrm{T}}\left(t_{1}\right)\right)^{2}+\left(\beta_{\mathrm{B}}\left(t_{2}\right)-\beta_{\mathrm{B}}\left(t_{1}\right)\right)^{2}$ is minimized under the constraint $\theta_{F_{\mathrm{L}}\left(t_{2}\right)}\left(\beta_{\mathrm{T}}\left(t_{2}\right), \beta_{\mathrm{B}}\left(t_{2}\right)\right)=\theta^{*}\left(t_{2}\right)$.

The motivation of both problems is that the human body tries to achieve a given movement with minimal energy effort.

Motivation of problem $\underline{\mathbf{0 1}}$. For the first problem $\underline{01}$, this effort is quantified by $\beta_{\mathrm{T}}+\beta_{\mathrm{B}}$, i.e., the energy effort for each muscle is assumed to be proportional to its activation parameter.

Motivation of problem O2. The second problem O 2 is motivated as follows: Before time $t=t_{1}$, the musculoskeletal system is in equilibrium for the external load $F_{\mathrm{L}}\left(t_{1}\right)$, activation parameters $\beta_{\mathrm{T}}\left(t_{1}\right), \beta_{\mathrm{B}}\left(t_{1}\right)$, and elbow angle $\theta^{*}\left(t_{1}\right):=\theta_{F_{\mathrm{L}}\left(t_{1}\right)}\left(\beta_{\mathrm{T}}\left(t_{1}\right), \beta_{\mathrm{B}}\left(t_{1}\right)\right)$, i.e., $M_{F_{\mathrm{L}}\left(t_{1}\right), \beta_{\mathrm{T}}\left(t_{1}\right), \beta_{\mathrm{B}}\left(t_{1}\right)}\left(\theta^{*}\left(t_{1}\right)\right)=0 \mathrm{Nm}$. Directly after $t=t_{1}$, the external force and/or the target angle is suddenly changed to $F_{\mathrm{L}}\left(t_{2}\right)$ and $\theta^{*}\left(t_{2}\right)$, respectively. Consequently, triceps and biceps adapt their activation parameters such that the musculoskeletal system returns to equilibrium at some time $t=t_{2}>t_{1}$. Hence, we have to determine the new activation parameters $\beta_{\mathrm{T}}\left(t_{2}\right), \beta_{\mathrm{B}}\left(t_{2}\right)$ such that $M_{F_{\mathrm{L}}\left(t_{2}\right), \beta_{\mathrm{T}}\left(t_{2}\right), \beta_{\mathrm{B}}\left(t_{2}\right)}\left(\theta^{*}\left(t_{2}\right)\right)=0 \mathrm{Nm}$. Again, these parameters $\beta_{\mathrm{T}}\left(t_{2}\right)$ and $\beta_{\mathrm{B}}\left(t_{2}\right)$ are not uniquely determined. Therefore, we want to find the pair of activation parameters that is closest (in terms of the Euclidean norm) to the initial activation parameters $\beta_{\mathrm{T}}\left(t_{1}\right), \beta_{\mathrm{B}}\left(t_{1}\right)$.

Optimization method. Problems $\underline{\mathrm{O} 1}$ and O 2 are both constrained optimization problems. For their solution, we employ the augmented Lagrangian method as described in Sec. 5.1.3 using an adaptive gradient descent algorithm for the gradient-based optimization of the penalized objective function (see Sec. 5.1.2).

### 7.2.3 B-Spline Surrogates on Sparse Grids

Complexity. To solve optimization problems O 1 and O 2 , the optimization method needs to evaluate the objective and constraint functions multiple times during the algorithm. This requires the evaluation of $\theta_{F_{\mathrm{L}}}$, which in turn has to be approximated with the Newton method. As we see in Eq. (7.6), each iteration of the Newton method needs not only the values of the muscle forces $F_{\mathrm{T}}$ and $F_{\mathrm{B}}$, but also their partial derivatives with respect to $\theta$. These partial derivatives have to be approximated with finite differences.

Unfortunately, simulations of continuum-mechanical models are computationally expensive. One evaluation of the muscle force pair $F_{\mathrm{T}}, F_{\mathrm{B}}$ requires the solution of a solid mechanics model with a complex constitutive law, pre-stretch, and contact between bone and muscles [Vale18b]. On average, a single evaluation of $F_{\mathrm{T}}$ and $F_{\mathrm{B}}$ takes about half an hour on current desktop computers. If we assume that we need four Newton iterations on average, then a single iteration of the optimization algorithm to solve problems $\underline{\mathrm{O} 1}$ and $\underline{\mathrm{O} 2}$ will take four hours to complete (assuming one evaluation of objective and constraint functions per optimizer iteration and two evaluations of the muscle force pair per Newton iteration to approximate the missing derivative). Consequently, the whole optimization process takes two weeks to complete, if the optimizer converges after 100 iterations.

Sparse grid surrogates. A popular way to reduce complexity is to employ surrogates. In this case, the idea is to replace the muscle force functions $F_{\mathrm{T}}, F_{\mathrm{B}}$ with surrogates $F_{\mathrm{T}}^{\mathrm{s}}, F_{\mathrm{B}}^{\mathrm{s}}$ [Vale18b], e.g., by interpolation. We then automatically obtain a surrogate

$$
\begin{gather*}
M_{F_{\mathrm{L}}, \beta_{\mathrm{T}}, \beta_{\mathrm{B}}}^{\mathrm{s}}:\left[10^{\circ}, 150^{\circ}\right] \rightarrow \mathbb{R},  \tag{7.7a}\\
M_{F_{\mathrm{L}}, \beta_{\mathrm{T}}, \beta_{\mathrm{B}}}^{\mathrm{s}}(\theta):=  \tag{7.7b}\\
F_{\mathrm{T}}^{\mathrm{s}}\left(\theta, \beta_{\mathrm{T}}\right) r_{\mathrm{T}}(\theta)+F_{\mathrm{B}}^{\mathrm{s}}\left(\theta, \beta_{\mathrm{B}}\right) r_{\mathrm{B}}(\theta)+F_{\mathrm{L}} r_{\mathrm{L}}(\theta),
\end{gather*}
$$

for the total moment (cf. Eq. (7.4)) and, consequently, a surrogate

$$
\begin{equation*}
\theta_{F_{\mathrm{L}}}^{\mathrm{s}}: D_{\theta_{\mathrm{F}_{\mathrm{L}}}} \rightarrow\left[10^{\circ}, 150^{\circ}\right], \quad D_{\theta_{\mathrm{F}_{\mathrm{L}}}} \subseteq[\mathbf{0}, 1], \quad \theta_{F_{\mathrm{L}}}^{\mathrm{s}}\left(\beta_{\mathrm{T}}, \beta_{\mathrm{B}}\right):=\left(M_{F_{\mathrm{L}}, \beta_{\mathrm{T}}, \beta_{\mathrm{B}}}^{\mathrm{s}}\right)^{-1}(0 \mathrm{Nm}), \tag{7.8}
\end{equation*}
$$

for the equilibrium elbow angle function (cf. Eq. (7.5)). Since the surrogates are much cheaper to evaluate, the computation time is decreased by up to seven orders of magnitude, as experiments show.

The approach in [Vale18b] and in this thesis is to determine surrogates $F_{X}^{s}:[\mathbf{0}, \mathbf{1}] \rightarrow \mathbb{R}$ ( $X \in\{\mathrm{~T}, \mathrm{~B}\}$ ) by sparse grid interpolation. Compared to surrogate construction techniques based on full grids, sparse grids help to reduce the number of samples that are necessary to build "reasonably" accurate surrogates, especially if the number of dimensions is moderately large ( $d \geq 4$, curse of dimensionality).

The present model only has $d=2$ dimensions ( $\beta_{\mathrm{T}}$ and $\beta_{\mathrm{B}}$ ), since the model contains only two muscles. However, as we will see, already for this low-dimensional problem, sparse grids outperform conventional full grid interpolation. The results have to be seen as a proof of concept. One will be able to handle higher dimensionalities (i.e., models with a larger number of muscles) similarly with little or even no adjustments at all. The low dimensionality of the model in this thesis enables us to compute and compare against reference solutions, which would not be possible in a higher-dimensional setting.

Benefiting from B-splines. As in [Vale18b], we use higher-order hierarchical B-splines as basis functions for the sparse grid surrogates. This has three advantages when compared with conventional sparse grid bases such as piecewise linear functions: First, the partial derivative $\frac{\partial}{\partial \theta} M^{s}$ needed for the Newton method in Eq. (7.6) is continuous and explicitly known. There is no need to approximate the derivative with finite differences, reducing both error and computation time. Second, we can use gradient-based optimization methods for the solution of the optimization problems $\underline{\mathrm{O} 1}$ and $\underline{\mathrm{O} 2}$, which involve the equilibrium elbow angle function $\theta_{F_{\mathrm{L}}}^{\mathrm{s}}:[\mathbf{0 , 1}] \rightarrow \mathbb{R}$. With the implicit function theorem [Kud95], we obtain for the derivative of $\theta_{F_{\mathrm{L}}}^{\mathrm{s}}$

$$
\begin{equation*}
\nabla_{\beta_{\mathrm{T}}, \beta_{\mathrm{B}}} \theta_{F_{\mathrm{L}}}^{s}=-\left(\nabla_{\beta_{\mathrm{T}}, \beta_{\mathrm{B}}} M^{\mathrm{s}}\right) \cdot\left(\nabla_{\theta} M^{\mathrm{s}}\right)^{-1}=-\frac{\nabla_{\beta_{\mathrm{T}}, \beta_{\mathrm{B}}} M^{\mathrm{s}}}{\frac{\partial}{\partial \theta} M^{\mathrm{s}}} \tag{7.9}
\end{equation*}
$$

where $\nabla_{\beta_{\mathrm{T}}, \beta_{\mathrm{B}}}$ is the transposed Jacobian with respect to $\beta_{\mathrm{T}}$ and $\beta_{\mathrm{B}} .{ }_{-}^{3}$ For B -splines, both the transposed Jacobian $\nabla_{\beta_{\mathrm{T}}, \beta_{\mathrm{B}}} M^{\mathrm{s}}$ and the partial derivative $\frac{\partial}{\partial \theta} M^{\mathrm{s}}$ are continuous, explicitly known, and can be evaluated fast. Third and finally, the usage of higher-order B-splines as basis functions increases the order of convergence of interpolation errors as shown for test functions in Sec. 5.4.1. Thus, fewer interpolation points are necessary to construct a surrogate with the same error as for piecewise linear functions.
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### 7.3 Implementation and Numerical Results

### 7.3.1 Implementation

Parameters, implementation, and geometry. Details about implementational aspects of the model can be found in [Spr15; Röh16; Vale18b], for instance, values for the material parameters. The constitutive law has been implemented in the CMISS software package (an interactive computer program for Continuum Mechan-
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7.3.5 Spatial Adaptivity (p. 189) ics, Image analysis, Signal processing and System identification ${ }^{4}$ ). The emerging PDEs are discretized using quadratic finite element basis functions and the resulting linearized system is solved with CMISS. The geometry of the human upper limb model is based on the Visible Human Male's dataset [Spi96]. Again, we refer to [Spr15; Röh16] for details about the geometry.

### 7.3.2 Reference and Sparse Grid Solution

Reference solution. Since the model is only two-dimensional, we can compute a reference solution on a full grid. To this end, we evaluate the exerted muscle forces $F_{\mathrm{T}}$ and $F_{\mathrm{B}}$ on the full grid

$$
\begin{equation*}
\left\{10^{\circ}, 11^{\circ}, \ldots, 150^{\circ}\right\} \times\{0,0.1, \ldots, 1\} \ni\left(\theta, \beta_{X}\right), \quad X \in\{\mathrm{~T}, \mathrm{~B}\} . \tag{7.10}
\end{equation*}
$$

The resulting 1551 grid points are interpolated with bicubic full grid splines ${ }_{-}^{5}$ to obtain reference solutions $F_{\mathrm{T}}^{\mathrm{ref}}, F_{\mathrm{B}}^{\mathrm{ref}}:\left[10^{\circ}, 150^{\circ}\right] \times[0,1] \rightarrow \mathbb{R}$, which are shown in Fig. 7.2. Due to the high resolution of the full grid, we may assume that the reference solutions are accurate enough to ensure $F_{\mathrm{T}}^{\mathrm{ref}} \approx F_{\mathrm{T}}$ and $F_{\mathrm{B}}^{\text {ref }} \approx F_{\mathrm{B}}$. We refer to the resulting equilibrium elbow angle with $\theta_{F_{\mathrm{L}}}^{\text {ref }}$. It is displayed in Fig. 7.3 for the loads of $F_{\mathrm{L}}=22 \mathrm{~N},-60 \mathrm{~N}$, and 180 N .

Sparse grid solution. Additionally, we evaluate $F_{\mathrm{T}}$ and $F_{\mathrm{B}}$ at the $N=49$ grid points

$$
\begin{equation*}
\left\{\left(\theta^{(k, \text { unif })}, \beta_{X}^{(k, \text { unif })}\right) \mid k=1, \ldots, N\right\} \subseteq\left[10^{\circ}, 150^{\circ}\right] \times[0,1], \quad X \in\{\mathrm{~T}, \mathrm{~B}\} \tag{7.11}
\end{equation*}
$$

of the uniform regular sparse grid $\Omega_{n, d}^{s}$ of level $n=5$ in $d=2$ dimensions without boundary points (to reduce the number of samples) and at the sparse Clenshaw-Curtis
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grid
\[

$$
\begin{equation*}
\left\{\left(\theta^{(k, c \mathrm{cc})}, \beta_{X}^{(k, \mathrm{cc})}\right) \mid k=1, \ldots, N\right\} \subseteq\left[10^{\circ}, 150^{\circ}\right] \times[0,1], \quad X \in\{\mathrm{~T}, \mathrm{~B}\} \tag{7.12}
\end{equation*}
$$

\]

of the same size and level. ${ }^{6}$ These values are interpolated using three different hierarchical B-spline bases of degree $\bar{p}=1,3$, and 5: modified hierarchical uniform B-splines $\varphi_{\ell, i}^{p, \text { mod }}$ (see Sec. 3.1.3), modified hierarchical Clenshaw-Curtis B-splines $\varphi_{\ell, i}^{p, c c, \text { mod }}$ (see Sec. 3.1.4), and $\overline{\text { modified }}$ hierarchical uniform not-a-knot B-splines $\varphi_{\ell, i}^{p, n a k, \bmod }$ (see Sec. 3.2.3). The implementation was done using the sparse grid toolbox $\mathrm{SG}^{++}$[Pfl10]. ${ }^{7}$ The corresponding interpolants and resulting quantities are denoted with the superscripts " $s, p$ ", " $s, p, c c$ ", or " $s, p$, nak", respectively. A superscript of " $s$ " without any further specification means one of the three hierarchical B-spline bases in general. Note that the equilibrium elbow angle is not interpolated (neither in the full grid nor in the sparse grid case), but rather obtained by inserting the interpolated muscle forces into (7.7) and (7.8).

### 7.3.3 Errors of Muscle Forces and Equilibrium Angle

Quality of reference interpolants. Before we turn to the sparse grid interpolants, we assess the quality of the reference interpolants on the full grid. For this purpose, we evaluate the full grid interpolants $F_{\mathrm{T}}^{\mathrm{s}}, F_{\mathrm{B}}^{\mathrm{s}}$ at the sparse grid points $\left(\theta^{(k)}, \beta_{X}^{(k)}\right.$ ) (which are not a subset of the full grid points!) and compare the resulting values with the known exact values $F_{\mathrm{T}}\left(\theta^{(k)}, \beta_{\mathrm{T}}^{(k)}\right)$ and $F_{\mathrm{B}}\left(\theta^{(k)}, \beta_{\mathrm{B}}^{(k)}\right)$ of the muscle forces $F_{\mathrm{T}}, F_{\mathrm{B}}$. We also incorporate
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FIGURE 7.3 Reference equilibrium elbow angle $\theta_{F_{\mathrm{L}}}^{\text {ref }}$ for different loads $F_{\mathrm{L}}$. The empty areas correspond to activation pairs at which $\theta_{F_{\mathrm{L}}}^{\text {ref }}$ is not well-defined (see Eq. (7.5)).
the known values at the sparse Clenshaw-Curtis grid points. In particular, let $G$ be the union of $\left\{\left(\theta^{(k, \text { unif })}, \beta_{X}^{(k, \text { unif })}\right) \mid k=1, \ldots, N\right\}$ and $\left\{\left(\theta^{(k, c c)}, \beta_{X}^{(k, \text { cc })}\right) \mid k=1, \ldots, N\right\}$. We then approximate the relative $L^{2}$ interpolation error of the reference interpolants by

$$
\begin{equation*}
\frac{\left\|F_{X}-F_{X}^{\mathrm{ref}}\right\|_{L^{2}}}{\left\|F_{X}\right\|_{L^{2}}} \approx \frac{|G|^{-1 / 2}\left\|\left(F_{X}\left(\theta, \beta_{X}\right)-F_{X}^{\mathrm{ref}}\left(\theta, \beta_{X}\right)\right)_{\left(\theta, \beta_{X}\right) \in G}\right\|_{2}}{|G|^{-1 / 2}\left\|\left(F_{X}\left(\theta, \beta_{X}\right)\right)_{\left(\theta, \beta_{X}\right) \in G}\right\|_{2}}, \quad X \in\{\mathrm{~T}, \mathrm{~B}\}, \tag{7.13}
\end{equation*}
$$

where $\|\cdot\|_{2}$ is the Euclidean norm. ${ }^{8}$ After inserting the known values $F_{X}\left(\theta, \beta_{X}\right)$ and $F_{X}^{\text {ref }}\left(\theta, \beta_{X}\right)\left(\left(\theta, \beta_{X}\right) \in G\right)$ on the right-hand side, we obtain

$$
\begin{equation*}
\frac{\left\|F_{\mathrm{T}}-F_{\mathrm{T}}^{\mathrm{ref}}\right\|_{L^{2}}}{\left\|F_{\mathrm{T}}\right\|_{L^{2}}} \approx 2.19 \% 0, \quad \frac{\left\|F_{\mathrm{B}}-F_{\mathrm{B}}^{\mathrm{ref}}\right\|_{L^{2}}}{\left\|F_{\mathrm{B}}\right\|_{L^{2}}} \approx 2.06 \% 0 . \tag{7.14}
\end{equation*}
$$

These errors are very small, which justifies our assumption of $F_{\mathrm{T}}^{\text {ref }} \approx F_{\mathrm{T}}$ and $F_{\mathrm{B}}^{\text {ref }} \approx F_{\mathrm{B}}$.

Error of sparse grid muscle forces. Table 7.2a contains the relative $L^{2}$ interpolation errors $\left\|F_{X}^{\text {ref }}-F_{X}^{s}\right\|_{L^{2}} /\left\|F_{X}^{\text {ref }}\right\|_{L^{2}}(X \in\{\mathrm{~T}, \mathrm{~B}\})$ of the sparse grid interpolants for all hierarchical bases and degrees $p=1,3,5$. All reported errors are relatively small due to the smoothness of the original functions (cf. $F_{X}^{\text {ref }}$ in Fig. 7.2). All in all, the modified Clenshaw-Curtis B-splines perform best, achieving relative $L^{2}$ errors of below $3.6 \%$ in the cubic case. Surprisingly, the not-a-knot B-splines are the worst choice in our comparison. Their corre-

[^37]| $p$ | 1 | 3 | 5 |
| :--- | :---: | :---: | :---: |
| $\varphi_{\ell, i}^{p, \bmod }$ | $3.60,7.12$ | $3.05,7.00$ | $\mathbf{2 . 9 8}, 7.90$ |
| $\varphi_{\ell, i}^{p, \mathrm{cc}, \bmod }$ | $\mathbf{3 . 2 8}, 4.35$ | $3.31, \mathbf{3 . 5 6}$ | $3.35,3.64$ |
| $\varphi_{\ell, i}^{p, \text { nak,mod }}$ | $3.60,7.12$ | $3.09,10.0$ | $7.13,24.6$ |

A $\left\|F_{X}^{\mathrm{ref}}-F_{X}^{\mathrm{s}}\right\|_{L^{2}} /\left\|F_{X}^{\mathrm{ref}}\right\|_{L^{2}}$ [\%o] given as triceps/biceps pairs $(X \in\{T, B\})$.

| $p$ | 1 | 3 | 5 |
| :--- | :---: | :---: | :---: |
| $\varphi_{\ell, i}^{p, \text { mod }}$ | 4.15 | 3.74 | 3.72 |
| $\varphi_{\ell, i}^{p, c c, m o d}$ | 3.42 | 2.83 | 2.86 |
|  | $\varphi_{\ell, i}^{p, \text { nak,mod }}$ | 4.15 | 4.06 |
| B | $\left\\|\theta_{F_{\mathrm{L}}}^{\text {ref }}-\theta_{F_{\mathrm{L}}}^{\mathrm{s}}\right\\|_{L^{2}} /\left\\|\theta_{F_{\mathrm{L}}}^{\text {ref }}\right\\|_{L^{2}}[\% 0]$ for $F_{\mathrm{L}}=$ |  |  |
| 22N. |  |  |  |

TABLE 7.2 Relative $L^{2}$ errors of triceps/biceps force (left) and equilibrium elbow angle (right) for different hierarchical bases $\varphi_{\ell, i}$ and B-spline degrees $p$. Highlighted entries are the best among those with the same hierarchical basis or the same degree (similar to Nash equilibria).
sponding errors exceed $1 \%$ for the triceps and $p>1$. The possible reasons are two-fold: First, there might be slight noise in the given muscle force data, which is visible in Fig. 7.2, as there seems to be a kink in $F_{\mathrm{B}}^{\text {ref }}$ at $\theta \approx 25^{\circ}$. Second, the employed regular sparse grids might be too coarse as the higher convergence order of not-a-knot B-splines only pays off in the asymptotic range (see Sec. 5.4.1). The same observations hold for the degree $p$, for which $p=3$ seems to be the best choice, as the errors increase again for $p=5$.

Figure 7.4 shows the pointwise absolute error $\left|F_{X}^{\text {ref }}\left(\theta, \beta_{X}\right)-F_{X}^{s}\left(\theta, \beta_{X}\right)\right|$ for the modified B-splines $\varphi_{\ell, i}^{p, \text { mod }}$ and $\varphi_{\ell, i}^{p, \text { cc,mod }}$ on uniform and Clenshaw-Curtis grids in the cubic case $p=3$. Note that in contrast to usual interpolation settings, the absolute errors $\left|F_{X}^{\text {ref }}-F_{X}^{s}\right|$ shown in Fig. 7.4 do not vanish at the sparse grid points $\left(\theta^{(k)}, \beta_{X}^{(k)}\right)(X \in\{\mathrm{~T}, \mathrm{~B}\}$, $k=1, \ldots, N$ ), since $F_{X}^{\mathrm{s}}$ does not interpolate $F_{X}^{\text {ref }}$ at these points. ${ }^{9}$ As it is typical for (modified) sparse grid interpolants, the error is the largest near the boundary of the domain. However, the Clenshaw-Curtis points help to decrease the error due to the higher density of grid points near the boundary. In the Clenshaw-Curtis case, the maximal errors are

$$
\begin{equation*}
\left\|F_{\mathrm{T}}^{\mathrm{ref}}-F_{\mathrm{T}}^{\mathrm{s}, p, \mathrm{cc}}\right\|_{L^{\infty}} \approx 10.6 \mathrm{~N}, \quad\left\|F_{\mathrm{B}}^{\mathrm{ref}}-F_{\mathrm{B}}^{\mathrm{s}, p, \mathrm{cc}}\right\|_{L^{\infty}} \approx 9.51 \mathrm{~N}, \tag{7.15}
\end{equation*}
$$

where $\left\|F_{X}^{\text {ref }}-F_{X}^{s, p, c \mathrm{cc}}\right\|_{L^{\infty}}:=\max _{\left(\theta, \beta_{X}\right)}\left|F_{X}^{\text {ref }}\left(\theta, \beta_{X}\right)-F_{X}^{s, p, c \mathrm{cc}}\left(\theta, \beta_{X}\right)\right|$ (since the functions are continuous). If we restrict the domain to [ $\left.31^{\circ}, 129^{\circ}\right] \times[0.15,0.85]$ by omitting $15 \%$ on each side of the original domain, then the maximal absolute errors drop to only 6.73 N (triceps) and 0.967 N (biceps), which is small compared to maximal possible forces of around 1 kN .
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FIGURE 7.4 Absolute error of muscle forces $F_{\mathrm{T}}, F_{\mathrm{B}}$ for modified cubic B-splines ( $p=3$ ) on sparse grids of uniform type (left two plots) and of Clenshaw-Curtis type (right two plots) together with the points of the sparse grid (dots).

Error of the equilibrium elbow angle. The relative $L^{2}$ errors $\left\|\theta_{F_{\mathrm{L}}}^{\text {ref }}-\theta_{F_{\mathrm{L}}}^{s}\right\|_{L^{2}} /\left\|\theta_{F_{\mathrm{L}}}^{\text {ref }}\right\|_{L^{2}}$ of the equilibrium elbow angle function are shown in Tab. 7.2a for the load of $F_{\mathrm{L}}=22 \mathrm{~N}$. Modified cubic Clenshaw-Curtis B-splines achieve the best results. Therefore, we use this type of hierarchical basis for the remainder of this chapter. Pointwise plots of the absolute error $\left|\theta_{F_{\mathrm{L}}}^{\text {ref }}-\theta_{F_{\mathrm{L}}}^{\mathrm{s}, p, \mathrm{cc}}\right|$ are presented in Fig. 7.5. Again, the maximal error is comparatively small: For $F_{\mathrm{L}}=22 \mathrm{~N}$, it is only $0.886^{\circ}$. If we restrict the domain to $[0.15,0.85]^{2}$, then this maximal error drops to $0.103^{\circ}$ (or $6.18^{\prime}$ ), as the areas near the boundary of [0,1] contribute the most to the error.

### 7.3.4 Test Scenario

Definition of the test scenario. In the following, we want to assess the performance of the sparse grid interpolants for the optimization problems $\underline{\mathrm{O} 1}$ and $\underline{\mathrm{O} 2 .}$. For this goal, we create a test scenario [Vale18b] that simulates a pseudo-dynamic sequence of motions by varying the load force and/or the target elbow angle in discrete time steps $t$ as seen in Fig. 7.6A. The test scenario is as follows:

1. Find a feasible initial solution for problem $\underline{\mathrm{O} 1}$ with $F_{\mathrm{L}}\left(t_{0}\right):=22 \mathrm{~N}$ and $\theta^{*}\left(t_{0}\right):=75^{\circ}$.
2. Apply $\underline{\mathrm{O} 1}$ with $F_{\mathrm{L}}\left(t_{1}\right):=22 \mathrm{~N}$ and $\theta^{*}\left(t_{1}\right):=75^{\circ}$.
3. Apply $\underline{\mathrm{O} 2}$ with $F_{\mathrm{L}}\left(t_{2}\right):=22 \mathrm{~N}$ and $\theta^{*}\left(t_{2}\right):=60^{\circ}$ (changed target angle).
4. Apply O 2 with $F_{\mathrm{L}}\left(t_{3}\right):=30 \mathrm{~N}$ and $\theta^{*}\left(t_{3}\right):=60^{\circ}$ (changed load).
5. Apply O 2 with $F_{\mathrm{L}}\left(t_{4}\right):=40 \mathrm{~N}$ and $\theta^{*}\left(t_{4}\right):=50^{\circ}$ (changed load and target angle).


FIGURE 7.5 Absolute error $\left|\theta_{F_{\mathrm{L}}}^{\text {ref }}-\theta_{F_{\mathrm{L}}}^{\mathrm{s}, p, c \mathrm{c}}\right|$ of the equilibrium elbow angle for modified hierarchical cubic Clenshaw-Curtis B-splines $(p=3)$ for different loads $F_{\mathrm{L}}$. In the empty areas, at least one of $\theta_{F_{\mathrm{L}}}^{\mathrm{ref}}$ and $\theta_{F_{\mathrm{L}}}^{\mathrm{s}, p, \mathrm{cc}}$ is not well-defined (see Eq. (7.5)).

For each of the steps 2 to 5 , the activation levels $\beta_{\mathrm{T}}, \beta_{\mathrm{B}}$ obtained in the previous step (i.e., either the feasible initial solution of step 1 or the optimal solution of steps 2 to 4 ) are used as the input of the optimization problem $\underline{\mathrm{O} 1}$ or $\underline{\mathrm{O} 2}$. The feasible initial solution in step 1 is determined as explained in Sec. 5.1.3.

Solutions of problem O1. We note that independently of $F_{\mathrm{L}}$ and $\theta^{*}$, every solution $\left(\beta_{\mathrm{T}}, \beta_{\mathrm{B}}\right)$ of problem $\underline{\mathrm{O} 1}$ will be on the boundary part of the domain $[0,1]$, on which at least one activation parameter vanishes, i.e.,

$$
\begin{equation*}
\left\{\left(\beta_{\mathrm{T}}, \beta_{\mathrm{B}}\right) \in[\mathbf{0}, \mathbf{1}] \mid\left(\beta_{\mathrm{T}}=0\right) \vee\left(\beta_{\mathrm{B}}=0\right)\right\} \tag{7.16}
\end{equation*}
$$

The reason is that the two muscles triceps and biceps are antagonistic (see Sec. 7.1.1), meaning that they work against each other. If both $\beta_{\mathrm{T}}>0$ and $\beta_{\mathrm{B}}>0$, then the body will waste energy, as the same target elbow angle can be attained by reducing both $\beta_{\mathrm{T}}$ and $\beta_{\mathrm{B}}$ simultaneously, thus requiring less energy. A visual example for this is Fig. 7.3, where the contour lines generally go from the bottom left (small $\beta_{\mathrm{T}}, \beta_{\mathrm{B}}$ ) to the top right (large $\beta_{\mathrm{T}}, \beta_{\mathrm{B}}$ ). This issue may be prevented by either more complicated musculoskeletal models with more than two muscles or different optimization problems such as problem O2, where the objective function differs.

Plots of optimization results. Figures 7.6B to 7.6D show the results of the test scenario using the muscle forces $F_{X}^{s, p, c \mathrm{c}}$ obtained by interpolating with modified hierarchical cubic


FIGURE 7.6 Setting (a) of the test scenario and corresponding results (b, c, d).

Clenshaw-Curtis B-splines (solid lines, $p=3$ ). As comparison, we repeat the solution process with the forces obtained by interpolating with the corresponding hierarchical piecewise linear basis (dashed lines, $p=1$ ) and with the reference forces $F_{X}^{\text {ref }}$ (dotted lines). For the piecewise linear basis, we use exactly the same method as for the cubic case (Newton method for $\theta_{F_{\mathrm{L}}}^{\mathrm{s}}$, Augmented Lagrangian with adaptive gradient descent for the solution of problems $\underline{\mathrm{O} 1}$ and $\underline{\mathrm{O} 2}$, although the derivatives of the muscle forces are discontinuous. For the reference forces, we use the fact that the reference surrogates are full grid spline interpolants, which can be explicitly differentiated. Without the full grid interpolants, we would have to approximate the derivatives with finite differences.

Equilibrium elbow angle. In Fig. 7.6B, we see that the activation levels of all three methods are more or less the same. However, Fig. 7.6C reveals that even these small differences lead to deviations of the resulting equilibrium elbow angle to the target angle that differ by up to two orders of magnitude. The two green lines with filled markers at the bottom of Fig. 7.6C show the error of the equilibrium elbow angle $\theta_{F_{\mathrm{L}}}^{\mathrm{s}}$ using sparse grid interpolation to the desired target angle $\theta^{*}$. Unsurprisingly, this error is very small as it is minimized by the optimizer as part of the constraint. The true error, which is obtained by using the reference equilibrium elbow angle $\theta_{F_{\mathrm{L}}}^{\text {ref }}$, is in general much larger (top two green lines in Fig. 7.6C with hollow markers). We see that the cubic B-splines decrease the error by up to two orders of magnitude compared to the piecewise linear basis. There are two reasons for this: First, the error of $\theta_{F_{\mathrm{L}}}$ is generally smaller when using higher-order B-splines as we have seen above. Second, higher-order B-splines are continuously differentiable, which makes them suitable for gradient-based optimization. In contrast, the surrogates obtained by piecewise linear interpolation have kinks, which may complicate finding optimal points in the augmented Lagrangian and Newton methods.

Number of evaluations and Newton iterations. This is supported by Fig. 7.6D, which shows the number of evaluations of $\theta_{F_{\mathrm{L}}}$ during the optimization and the average number of Newton iterations per evaluation. While the number of total evaluations is similar for all three methods, the number of required Newton iterations to achieve convergence is in general around $50 \%$ larger for the piecewise linear basis functions.

### 7.3.5 Spatial Adaptivity

Generation of a spatially adaptive sparse grid. As mentioned in [Vale18b], spatial adaptivity may be employed to reduce the number of necessary muscle force samples even further, especially for more complicated musculoskeletal systems with more parameters. To verify this statement, we remove all grid points $\left(\theta^{(k, c c)}, \beta_{X}^{(k, c c)}\right)$ from the regular sparse Clenshaw-Curtis grid that satisfy

$$
\begin{equation*}
\frac{\left|\alpha_{\mathrm{T}}^{(k, p, \mathrm{cc})}\right|}{\max _{k^{\prime}}\left|\alpha_{\mathrm{T}}^{\left(k^{\prime}, p, \mathrm{cc}\right)}\right|}<1 \% \quad \text { and } \quad \frac{\left|\alpha_{\mathrm{B}}^{(k, p, \mathrm{cc})}\right|}{\max _{k^{\prime}}\left|\alpha_{\mathrm{B}}^{\left(k^{\prime}, p, \mathrm{cc}\right)}\right|}<1 \% \tag{7.17}
\end{equation*}
$$

where $\alpha_{X}^{(k, p, \mathrm{cc})}(X \in\{\mathrm{~T}, \mathrm{~B}\})$ is the hierarchical surplus of the basis function $\varphi_{k}^{p, \mathrm{cc}, \bmod }$ corresponding to $\left(\theta^{(k, c \mathrm{cc})}, \beta_{X}^{(k, c \mathrm{cc})}\right)$. For higher-dimensional models, one would of course not sample muscle data on a regular sparse grid and then coarsen the data by removing points, but rather use an a posteriori adaptivity criterion to decide which grid points to refine iteratively.


FIGURE 7.7 Errors of muscle forces and equilibrium elbow angle for the spatially adaptive case (modified hierarchical cubic Clenshaw-Curtis B-splines, i.e., $p=3$ ) together with the points of the spatially adaptive sparse grid (dots).

Comparison with the regular case. For the cubic case $p=3$, the resulting force interpolants $F_{X}^{s, p, c, \text { c,adap }}$ together with the spatially adaptive sparse grid (which has been coarsened from 49 to 28 points) and equilibrium elbow angle $\theta_{F_{\mathrm{L}}}^{\mathrm{s} p, \mathrm{cc}, \text { adap }}$ for $F_{\mathrm{L}}=22 \mathrm{~N}$ are shown in Fig. 7.7. The sparse grid is almost dimensionally adaptive, as $F_{X}^{\text {ref }}$ seems to be almost linear in the $\beta_{X}$ direction for both $X=\mathrm{T}$ and $X=\mathrm{B}$. The errors increase slightly: The relative $L^{2}$ force errors for (T, B) increase from ( $3.31 \% 0,3.56 \%$ ) to ( $3.36 \% 0,4.43 \%$ ), and the absolute $L^{\infty}$ errors increase from ( $10.6 \mathrm{~N}, 9.51 \mathrm{~N}$ ) to ( $12.3 \mathrm{~N}, 9.57 \mathrm{~N}$ ). In addition, the relative $L^{2}$ and absolute $L^{\infty}$ errors for $\theta_{F_{\mathrm{L}}}$ increase from $2.83 \%$ and $0.886^{\circ}$ to $4.12 \% 0$ and $1.09^{\circ}$, respectively. While all these errors are somewhat larger than for the regular sparse grid, they are still at an acceptable level, but the number of necessary muscle force evaluations is halved compared to the regular case. Additionally, the solution of the test scenario doesn't change significantly due to the similar errors of $F_{X}$ and $\theta_{F_{\mathrm{L}}}$.

## 8

# Application 3: Dynamic Portfolio Choice Models 

The goal is to buy as many iPads as possible during your lifetime.

- In a talk at the 5th Workshop on Sparse Grids and Applications

Surrogates based on B-splines on sparse grids can also be used for our third application, which stems from finance. In this application, we optimize financial decisions of an individual over their lifetime in discrete time steps or iterations $t=0, \ldots, T$ (for example, years $t=0, \ldots, 80$, where $20+t$ is the age of the individual), depending on internal and external factors. There are three types of variables:

- State variables $\boldsymbol{x}_{t}$ such as the individual's wealth $w_{t}$ and their income cannot be controlled directly by the individual. Instead, the individual's decisions may influence the value of state variables of future iterations. ${ }^{1}$
- Policy variables $y_{t}$ such as consumption $c_{t}$ and the amount of stocks to buy or sell represent the investment decisions the individual can make in each iteration. They

[^39]are subject to specific constraints (for instance, you cannot spend more money than you have, if you do not allow debts).

- Stochastic variables $\boldsymbol{\omega}_{t}$ such as return rates of stocks and inflation cannot be controlled by the individual at all. Therefore, statements about optimal investment conditions are usually made for expected values instead of exact values.

We discretize the state space with a spatially adaptive sparse grid. For each state grid point, an optimization problem over the policy variables has to be solved, where the objective function depends on the expected value over the stochastic variables. By using B-splines as hierarchical basis functions, the accuracy of the interpolants is increased and the explicitly known gradients enable the usage of gradient-based optimization methods, thus accelerating convergence. The process is repeated for each time step, which is possible due to the Bellman principle, which implies that the objective functions occurring at time $t$ depend on the interpolant of the next iteration $t+1$. Hence, the problem has to be solved backward in time via a scheme that closely resembles dynamic programming.

The outline of this chapter is as follows: In Sec. 8.1, we formalize the framework of dynamic portfolio choice models and describe our approach. Afterwards, we explain in Sec. 8.2 the necessary algorithms for implementing the solution of these models. Section 8.3 introduces the transaction costs problem as an example application of the general framework presented in Sec. 8.1. Finally, in Sec. 8.4, we study numerical results.

This chapter is based on a collaboration with Prof. Dr. Raimond Maurer and Peter Schober (both Goethe University Frankfurt, Germany). In previous work, Peter Schober treated the solution of dynamic portfolio choice models with piecewise linear basis functions on spatially adaptive sparse grids [Schob18]. The original contribution of this thesis is the introduction of higher-order B-splines for the solution of these problems. The author of this thesis contributed the methodology of hierarchical B-splines and large parts of the implementation. The contributions of the collaborators at Goethe University Frankfurt are the financial models, the literature review of related work, and the assessment of the quality of results.

### 8.1 Solving the Bellman Equation

In this section, we give a mathematical framework for dynamic portfolio choice models, briefly mention related literature, and explain where B-splines on sparse grids come into play. Table 8.1 summarizes

IN THIS SECTION
8.1.1 Bellman Equation (p. 193)
8.1.2 Solution with B-Spline Surrogates on Sparse Grids (p. 196)

|  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $t$ | Time | $w_{t}$ | Wealth | $u$ | Utility fcn. |
| $\boldsymbol{x}_{t}$ | State variables | $c_{t}$ | Consumption | $\boldsymbol{\psi}_{t}$ | State transition fcn. |
| $\boldsymbol{y}_{t}$ | Policy variables | $b_{t}$ | Bond investment | $J_{t}$ | Value fcn. |
| $\boldsymbol{\omega}_{t}$ | Stochastic variables | $\tilde{J}_{t}^{\mathrm{s}}$ | Interpolated certainty-equivalent-transf. value fcn. |  |  |
| $\boldsymbol{\gamma}$ | Risk aversion | $s_{t, j}$ | Stock holding | $\boldsymbol{y}_{t}^{\text {opt }}$ | Optimal policy fcn. |
| $\varrho$ | Patience factor | $\delta_{t, j}^{ \pm}$ | Stock buy/sell | $\hat{(\cdot)}$ | Normalized quantity |
| $r_{t}$ | Bond return rate | $\lambda_{t, j}$ | Stock return rate | $\eta_{t}$ | Wealth ratio |
| $\tau$ | Transaction cost rate | $\varepsilon_{t}^{\mathrm{w}, \mathrm{Eu}}$ | Weighted Euler equation error |  |  |

TABLE 8.1 Glossary of the notation for dynamic portfolio choice models.
the symbols that are introduced in this chapter. Rust provides a more detailed introduction to dynamic portfolio choice models [Rus18].

### 8.1.1 Bellman Equation

Utility maximization. In the following, dynamic portfolio choice models aim to maximize the expected discounted time-additive utility over the lifetime of the individual, where the terminal utility is derived solemnly from consumption (i.e., no inheritance motive). If we neglect stochastic factors, then these models solve

$$
\begin{equation*}
\left(\boldsymbol{y}_{0}^{\mathrm{opt}}, \ldots, \boldsymbol{y}_{T}^{\mathrm{opt}}\right)=\underset{\boldsymbol{y}_{0}, \ldots, y_{T}}{\arg \max } \sum_{t=0}^{T} \varrho^{t} u\left(c_{t}\left(\boldsymbol{x}_{t}, \boldsymbol{y}_{t}\right)\right) \quad \text { s.t. specific constraints. } \tag{8.1}
\end{equation*}
$$

Here, $\boldsymbol{x}_{t} \in\left[\mathbf{0 , 1} \mathbf{1} \subseteq \mathbb{R}^{d}\right.$ and $\boldsymbol{y}_{t} \in \mathbb{R}^{m_{y}}$ are the state ${ }_{-}^{2}$ and policy of time $t=0, \ldots, T$, respectively. The constraints ensure that for instance, we do not spend more money than we actually have. Starting from a given initial state $\boldsymbol{x}_{0}$, the state $\boldsymbol{x}_{t+1}$ of time $t+1$ can be computed from $\boldsymbol{x}_{0}$ and $\boldsymbol{y}_{0}, \ldots, \boldsymbol{y}_{t}$ with a state transition function $\left(\boldsymbol{x}_{t}, \boldsymbol{y}_{t}\right) \mapsto \boldsymbol{x}_{t+1}$. As shown in Fig. 8.1, in each time step, a fraction of the available wealth is consumed (consumption $c_{t}$ ), which can be computed from the state $\boldsymbol{x}_{t}$ and the policy $\boldsymbol{y}_{t}$. The individuals rate the consumption with a utility function $u\left(c_{t}\right)$. A common choice for $u$ is the constant relative risk aversion (CRRA) utility $u\left(c_{t}\right):=c_{t}^{1-\gamma} /(1-\gamma)$ with the risk aversion $\gamma \in \mathbb{R} \backslash\{1\}$. Positive and negative values of $\gamma$ correspond to risk-averse and risk-affine individuals, respectively. The factor $\varrho \in] 0,1]$ is the patience or time discount factor.
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## FIGURE 8.1

Example of a dynamic portfolio choice model. The available wealth $w_{t}$ is either invested into risk-free bonds $\left(b_{t}\right)$ or consumed $\left(c_{t}\right)$, resulting in utility $u\left(c_{t}\right)$. In the last time step $T$ (far right), the optimal solution is to consume the whole wealth, if we do not take inheritance into account.


Limitations of naive utility maximization. When solving the utility maximization problem in Eq. (8.1), there are two issues. First, solving Eq. (8.1) for all times $t$ at once implies solving a $(T+1) m_{y}$-dimensional optimization problem, which is usually computationally infeasible. Second, Eq. (8.1) does not take stochastic variables $\boldsymbol{\omega}_{t}$ such as stock return rates into account. These variables influence the state transition, i.e., $\left(\boldsymbol{x}_{t}, \boldsymbol{y}_{t}, \boldsymbol{\omega}_{t}\right) \mapsto \boldsymbol{x}_{t+1}$. Consequently, $\boldsymbol{x}_{t+1}$ cannot be computed from $\boldsymbol{x}_{0}$ and $\boldsymbol{y}_{0}, \ldots, \boldsymbol{y}_{t}$ alone, which complicates the solution of Eq. (8.1) even for expected values.

Bellman principle. To resolve the first issue, Bellman's principle of optimality [Bel57] can be applied to problems like Eq. (8.1) that are said to have optimal substructure. The principle states that the optimal policy for all times $t=0, \ldots, T$ is also optimal with respect to $t=1, \ldots, T$, i.e.,

$$
\begin{equation*}
\max _{y_{0}, \ldots, \boldsymbol{y}_{T}} \sum_{t=0}^{T} \varrho^{t} u\left(c_{t}\left(\boldsymbol{x}_{t}, \boldsymbol{y}_{t}\right)\right)=\max _{\boldsymbol{y}_{0}}\left(u\left(c_{0}\left(\boldsymbol{x}_{0}, \boldsymbol{y}_{0}\right)\right)+\varrho_{\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{T}} \sum_{t=1}^{T} \varrho^{t-1} u\left(c_{t}\left(\boldsymbol{x}_{t}, \boldsymbol{y}_{t}\right)\right)\right) \tag{8.2}
\end{equation*}
$$

where we omitted the constraints for brevity. The inner maximum problem over $\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{T}$ has the same structure as the problem on the left-hand side (LHS). With the value function $J_{t}:[\mathbf{0}, \mathbf{1}] \rightarrow \mathbb{R}, J_{t}\left(\boldsymbol{x}_{t}\right):=\max _{\boldsymbol{y}_{t}, \ldots, \boldsymbol{y}_{T}} \sum_{t^{\prime}=t}^{T} \varrho^{t^{\prime}-t} u\left(c_{t^{\prime}}\left(\boldsymbol{x}_{t^{\prime}}, \boldsymbol{y}_{t^{\prime}}\right)\right)$, this can be rewritten as

$$
\begin{equation*}
J_{0}\left(\boldsymbol{x}_{0}\right)=\max _{\boldsymbol{y}_{0}}\left(u\left(c_{0}\left(\boldsymbol{x}_{0}, \boldsymbol{y}_{0}\right)\right)+\varrho J_{1}\left(\boldsymbol{x}_{1}\right)\right) \quad \text { s.t. specific constraints, } \tag{8.3}
\end{equation*}
$$

where $\boldsymbol{x}_{1}$ is the result of the state transition starting from $\left(\boldsymbol{x}_{0}, \boldsymbol{y}_{0}\right)$.
General Bellman equation. If we formulate Eq. (8.3) for arbitrary times $t$ and consider constraints, state transition, and stochastic variables, we obtain the Bellman equation:

$$
\begin{gather*}
J_{t}\left(\boldsymbol{x}_{t}\right)=\max _{\boldsymbol{y}_{t}}\left(u\left(c_{t}\left(\boldsymbol{x}_{t}, \boldsymbol{y}_{t}\right)\right)+\varrho \mathbb{E}_{t}\left[J_{t+1}\left(\boldsymbol{\psi}_{t}\left(\boldsymbol{x}_{t}, \boldsymbol{y}_{t}, \boldsymbol{\omega}_{t}\right)\right)\right]\right), \quad t=0, \ldots, T,  \tag{8.4a}\\
\boldsymbol{y}_{t} \in \mathbb{R}^{m_{\boldsymbol{y}}} \text { s.t. } \boldsymbol{g}_{t}\left(\boldsymbol{x}_{t}, \boldsymbol{y}_{t}\right) \leq \mathbf{0} \tag{8.4b}
\end{gather*}
$$

where $J_{T+1}: \equiv 0$ for simplicity, $\boldsymbol{\psi}_{t}:[\mathbf{0}, \mathbf{1}] \times \mathbb{R}^{m_{y}} \times \Omega \rightarrow[\mathbf{0}, \mathbf{1}],\left(\boldsymbol{x}_{t}, \boldsymbol{y}_{t}, \boldsymbol{\omega}_{t}\right) \mapsto \boldsymbol{x}_{t+1}$, is the state transition function, $\boldsymbol{g}_{t}:[\mathbf{0 , 1}] \times \mathbb{R}^{m_{y}} \rightarrow \mathbb{R}^{m_{g}}$ is the constraint function, and

$$
\begin{equation*}
\mathbb{E}_{t}\left[J_{t+1}\left(\boldsymbol{\psi}_{t}\left(\boldsymbol{x}_{t}, \boldsymbol{y}_{t}, \boldsymbol{\omega}_{t}\right)\right)\right]:=\int_{\Omega} J_{t+1}\left(\boldsymbol{\psi}_{t}\left(\boldsymbol{x}_{t}, \boldsymbol{y}_{t}, \omega_{t}\right)\right) P_{t, \omega}\left(\boldsymbol{\omega}_{t}\right) \mathrm{d} \boldsymbol{\omega}_{t} \tag{8.5}
\end{equation*}
$$

with the probability density function $P_{t, \omega}: \Omega \rightarrow \mathbb{R}_{\geq 0}$ of $\omega_{t} \cdot{ }_{-}^{3}$ We denote the location of the maximum of (8.4) as the optimal policy $\boldsymbol{y}_{t}^{\text {opt }}$, which may be regarded as a function $\boldsymbol{y}_{t}^{\mathrm{opt}}:[\mathbf{0 , 1}] \rightarrow \mathbb{R}^{m_{y}}, \boldsymbol{x}_{t} \mapsto \boldsymbol{y}_{t}^{\mathrm{opt}}\left(\boldsymbol{x}_{t}\right)$.

Dynamic programming scheme. The Bellman equation (8.4) can be solved backwards in time with a dynamic programming scheme. Starting from the solution $J_{T}$ and $\boldsymbol{y}_{T}^{\mathrm{opt}}$ of time $T$, which is determined by maximizing the utility for the terminal time step, we can determine $J_{t}$ and $\boldsymbol{y}_{t}^{\mathrm{opt}}$ from $J_{t+1}$ and $\boldsymbol{y}_{t+1}^{\mathrm{opt}}$ for $t=T-1, T-2, \ldots, 0$ with the Bellman equation. This way, we only have to solve $T+1$ separate $m_{y}$-dimensional optimization problems instead of a single large $(T+1) m_{y}$-dimensional problem. Often, the terminal solutions $J_{T}$ and $\boldsymbol{y}_{T}^{\text {opt }}$ are explicitly known. In our case, the optimal terminal solution is to consume the whole wealth $w_{T}$ (see Fig. 8.1).

Implementation and interpolation. For the implementation of (8.4), we discretize the state space $[\mathbf{0}, \mathbf{1}]$ into $N_{t}$ grid points $\boldsymbol{x}_{t}^{(k)}, k=1, \ldots, N_{t}$, and we tabulate the values of $J_{t}$ and $\boldsymbol{y}_{t}^{\text {opt }}$ at $\boldsymbol{x}_{t}^{(k)}$ for all $t=0, \ldots, T$ and $k=1, \ldots, N_{t}$. However, in general, the next state $\boldsymbol{\psi}_{t}\left(\boldsymbol{x}_{t}^{(k)}, \boldsymbol{y}_{t}, \boldsymbol{\omega}_{t}\right)$ does not correspond to a grid point $\boldsymbol{x}_{t+1}^{\left(k^{\prime}\right)}$, which means that we cannot lookup the value of $J_{t+1}$ at $\boldsymbol{\psi}_{t}\left(\boldsymbol{x}_{t}^{(k)}, \boldsymbol{y}_{t}, \boldsymbol{\omega}_{t}\right)$. Therefore, we have to interpolate $J_{t+1}$ at the grid points, obtaining the interpolant $J_{t+1}^{\mathrm{s}}$ as a result:

$$
\begin{equation*}
J_{t}^{s}\left(\boldsymbol{x}_{t}^{(k)}\right)=\max _{\boldsymbol{y}_{t}}\left(u\left(c_{t}\left(\boldsymbol{x}_{t}^{(k)}, \boldsymbol{y}_{t}\right)\right)+\varrho \mathbb{E}_{t}\left[J_{t+1}^{s}\left(\boldsymbol{\psi}_{t}\left(\boldsymbol{x}_{t}^{(k)}, \boldsymbol{y}_{t}, \boldsymbol{\omega}_{t}\right)\right)\right]\right), \quad k=1, \ldots, N_{t} \tag{8.6}
\end{equation*}
$$

where $J_{T+1}^{\mathrm{s}}: \equiv 0$ for simplicity. As $J_{t+1}^{\mathrm{s}}$ on the right-hand side (RHS) is only an approximation to $J_{t+1}$, the values $J_{t}^{s}\left(\boldsymbol{x}_{t}^{(k)}\right)$ on the LHS are approximations, too. Since we are mainly interested in the optimal policy decisions $\boldsymbol{y}_{t}^{\text {opt }}$, we have to interpolate them as well, i.e.,

$$
\begin{equation*}
\boldsymbol{y}_{t}^{\mathrm{opt}, s}\left(\boldsymbol{x}_{t}^{(k)}\right)=\underset{\boldsymbol{y}_{t}}{\arg \max }\left(u\left(c_{t}\left(\boldsymbol{x}_{t}^{(k)}, \boldsymbol{y}_{t}\right)\right)+\varrho \mathbb{E}_{t}\left[J_{t+1}^{\mathrm{s}}\left(\boldsymbol{\psi}_{t}\left(\boldsymbol{x}_{t}^{(k)}, \boldsymbol{y}_{t}, \boldsymbol{\omega}_{t}\right)\right)\right]\right) \tag{8.7}
\end{equation*}
$$

Note that the employed grids for $\boldsymbol{y}_{t}^{\mathrm{opt,s}}$ may be different from the grids for $J_{t}^{s}$.
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### 8.1.2 Solution with B-Spline Surrogates on Sparse Grids

Sparse grids for dynamic models and related work. As interpolation approaches for $J_{t}$ based on full grids suffer from the curse of dimensionality, we want to use interpolation on spatially adaptive sparse grids instead. Recently, sparse grids have found increasing interest in the solution of dynamic models in finance [Bru17; Jud14; Schob18; Win10]. For example in [Bru17], discrete choices in the value iteration are computed using piecewise linear basis functions on spatially adaptive sparse grids. Schober employs spatially adaptive sparse grids for the interpolation of dynamic portfolio choice models, but uses piecewise linear basis functions [Schob18]. Judd et al. use global polynomials on sparse Clenshaw-Curtis grids for the interpolation of higher-dimensional economic models [Jud14].

B-splines on sparse grids for dynamic portfolio choice models. The shortcomings of the two approaches of piecewise linear functions [Bru17; Schob18] or global polynomials [Jud14] are evident: Piecewise linear functions are not continuously differentiable, impeding convergence of interpolation errors (see Sec. 5.4.1) and prohibiting the use of gradient-based optimization methods to solve Eq. (8.6). The reason for the latter statement is that gradient-based optimizers require the derivatives of the objective function of Eq. (8.6) with respect to the entries $y_{t, j}$ of $\boldsymbol{y}_{t}\left(j=1, \ldots, m_{y}\right)$, i.e.,

$$
\begin{align*}
& u^{\prime}\left(c_{t}\left(\boldsymbol{x}_{t}^{(k)}, \boldsymbol{y}_{t}\right)\right) \frac{\partial}{\partial y_{t, j}} c_{t}\left(\boldsymbol{x}_{t}^{(k)}, \boldsymbol{y}_{t}\right) \\
& +\varrho \mathbb{E}_{t}\left[\left(\boldsymbol{\nabla}_{\boldsymbol{x}_{t+1}} J_{t+1}^{\mathrm{s}}\left(\boldsymbol{\psi}_{t}\left(\boldsymbol{x}_{t}^{(k)}, \boldsymbol{y}_{t}, \boldsymbol{\omega}_{t}\right)\right)\right)^{\mathrm{T}} \frac{\partial}{\partial y_{t, j}} \boldsymbol{\psi}_{t}\left(\boldsymbol{x}_{t}^{(k)}, \boldsymbol{y}_{t}, \boldsymbol{\omega}_{t}\right)\right] \tag{8.8}
\end{align*}
$$

which involves the gradient $\nabla_{x_{t+1}} J_{t+1}^{s}$ of the value function interpolant $J_{t+1}^{s}$. Gradientbased optimization methods do not converge fast if this gradient is discontinuous. Moreover, piecewise linear basis functions introduce many additional local minima. In contrast, global polynomials only work well on Clenshaw-Curtis grids with Chebyshev-distributed nodes due to Runge's phenomenon.

In the following, we use higher-order B-splines as basis functions for the interpolation of $J_{t}$ and $\boldsymbol{y}_{t}^{\text {opt. }}$. This method has two advantages: First, B-splines of degree $p>1$ are continuously differentiable, increasing the order of convergence and enabling gradientbased optimization for solving Eq. (8.6). Second, B-splines are defined for arbitrary knot sequences, leading to a greater flexibility when compared to global polynomials.

### 8.2 Algorithms

This section gives an overview of the algorithms that we use to implement the solution process after discretization of the Bellman equation (8.6). In the following, we assume that the probability density functions of the stochastic variables are known.
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### 8.2.1 General Structure

The general approach to solve dynamic portfolio choice models is as follows:

1. Generation of value function interpolants $J_{t}^{s}$
2. Generation of optimal policy interpolants $\boldsymbol{y}_{t}^{\mathrm{opt}, \mathrm{s}}$
3. Post-processing, e.g., Monte Carlo simulation

The separation of the solution processes for the value function interpolants $J_{t}^{s}$ and the optimal policy interpolants $\boldsymbol{y}_{t}^{\mathrm{opt,s}}$ enables the generation of different spatially adaptive sparse grids for the value function and the optimal policies. This is useful if the shapes of value function and optimal policies have different characteristics.

In the following Sections 8.2.2 to 8.2.6, we describe the algorithmic details of solveValueFunction (step 1). The treatment of the other steps solvePolicy (step 2) and post-processing (step 3) follows with Sec. 8.2.7 and Sec. 8.2.8, respectively.

We track two interpolants $J_{t}^{s, 1}$ and $J_{t}^{\mathrm{s}, p}$ for each $t=0, \ldots, T$. The former interpolates value function data at the grid points with the hierarchical piecewise linear basis (used for the surplus-based grid generation), while the latter interpolates the same data with hierarchical B-splines of degree $p>1$. Each $J_{t}^{\mathrm{s}, *}(* \in\{1, p\})$ additionally stores the grid points $\boldsymbol{x}_{t}^{(k)}$ and the optimal policies $\boldsymbol{y}_{t}^{\mathrm{opt,s}}\left(\boldsymbol{x}_{t}^{(k)}\right)$ at the grid points $\left(k=1, \ldots, N_{t}\right)$. For simplicity, we do not pass them as separate data to the algorithms.

### 8.2.2 Solution for the Value Function

solveValueFunction algorithm. Algorithm 8.1 shows solveValueFunction, which generates the value function interpolants $J_{t}^{s, 1}$ and $J_{t}^{s, p}(t=0, \ldots, T)$. The algorithm follows a simple optimize-refine-interpolate scheme, which is visualized in Fig. 8.2: First, the Bellman equation (8.6) is solved on an initial sparse grid (optimize). Then, we re-

```
function \(\left(J_{t}^{s, p}\right)_{t=0, \ldots, T}=\) solveValueFunction()
    \(J_{T+1}^{\mathrm{s}, p} \leftarrow \emptyset \quad \rightsquigarrow\) dummy variable (is not used)
    for \(t=T, T-1, \ldots, 0\) do
        \(J_{t}^{\mathrm{s}, 1} \leftarrow\) Initial regular sparse grid with no values
        \(J_{t}^{s, 1} \leftarrow \operatorname{optimize}\left(t, J_{t}^{s, 1}, J_{t+1}^{s, p}\right)\)
        \(J_{t}^{s, 1} \leftarrow \operatorname{refine}\left(t, J_{t}^{s, 1}, J_{t+1}^{s, p}\right)\)
        \(J_{t}^{\mathrm{s}, p} \leftarrow\) interpolate \(\left(J_{t}^{\mathrm{s}, 1}\right)\)
```

ALGORITHM 8.1 Generation of value function interpolants. The output is the higher-order B-spline interpolant $J_{t}^{s, p}$ for all $t=0, \ldots, T$.
fine the grid spatially adaptively. Finally, the resulting grid point data are interpolated with hierarchical higher-order B-splines.

At the beginning of every iteration $t$, the grid of the piecewise linear interpolant is reset to an initial, possibly regular sparse grid. It would also be possible to reuse the grid from the previous iteration $t+1$. Nevertheless, the results we then obtain become worse, likely due to the different characteristics of $J_{t}^{{ }^{\mathrm{s}, 1}}$ for different $t$ (e.g., kinks).

The higher-order B-spline interpolant $J_{t+1}^{s, p}$ of the previous iteration $t+1$ is used for the RHS of the Bellman equation (8.6), if $t<T$. In the first iteration $t=T$, there is no such interpolant. However, the terminal solution $J_{T}$ is usually a known function.

### 8.2.3 Optimization

optimize algorithm. The optimize step is given as Alg. 8.2. The grid of the argument $J_{t}^{s, 1}$ is some spatially adaptive sparse grid $\Omega_{t}^{s}=\left\{\boldsymbol{x}_{t}^{(k)} \mid k=1, \ldots, N_{t}\right\}$, where the function values $J_{t}^{s, 1}\left(\boldsymbol{x}_{t}^{(k)}\right)$ may already be known for some of the grid points $\boldsymbol{x}_{t}^{(k)}$, if optimize is called from within refine. The function optimize computes the missing value function values. For $t=T$, we assume that the terminal solution $J_{T}$ can be computed by some function computeKnownTerminalSolution. ${ }^{4}$ Otherwise, for $t<T$, we solve the Bellman equation (8.6) by using the higher-order B-spline interpolant $J_{t+1}^{s, p}$ of the previous iteration $t+1$ (optimizeSinglePoint). The computations for the different $\boldsymbol{x}_{t}^{(k)}$ are independent of each other, which means that they can be computed in parallel [Hor16]..$^{5}$ After generating all missing data, we update the hierarchical surpluses of the piecewise linear interpolant $J_{t}^{s, 1}$ to interpolate the new data at all grid points of $\Omega_{t}^{s}$.
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FIGURE 8.2 Scheme of the generation of value function interpolants with solveValueFunction (Alg. 8.1, left), which repeatedly calls the optimize routine (Alg. 8.2, right), which in turn consists of various sub-functions. The function optimize iterates over all state grid points $\boldsymbol{x}_{t}=\boldsymbol{x}_{t}^{(k)}\left(k=1, \ldots, N_{t}\right)$ and calls optimizeSinglePoint for each point. The optimization method evaluates the objective function and its gradient at a sequence of different policy points $y_{t}$ to find $y_{t}^{\mathrm{opts}, \mathrm{s}}\left(\boldsymbol{x}_{t}^{(k)}\right)$. This evaluation (denoted by evalObjFcnGrad) has to compute the expectation in Eq. (8.6), which is done using a quadrature rule. For every quadrature point $\omega_{t}=\omega_{t}^{(j)}\left(j=1, \ldots, m_{\zeta}\right)$, evalQuadPoint computes the corresponding value of the expression in the expectation. Finally, evalInterpPartDeriv evaluates the interpolant $J_{t+1}^{\mathrm{s}, p}$ and its partial derivatives, for which we have to loop over the state dimensions $o=1, \ldots, d$.

```
function \(J_{t}^{s, 1}=\operatorname{optimize}\left(t, J_{t}^{s, 1}, J_{t+1}^{s, p}\right)\)
    \(\left(x_{t}^{(k)}\right)_{k=1, \ldots, N_{t}} \leftarrow\) grid of \(J_{t}^{s, 1}\)
    for \(k=1, \ldots, N_{t}\) do
        if \(J_{t}^{s, 1}\left(\boldsymbol{x}_{t}^{(k)}\right)\) not previously computed then
            if \(t=T\) then \(J_{T}^{s, 1}\left(\boldsymbol{x}_{T}^{(k)}\right) \leftarrow\) computeKnownTerminalSolution \(\left(\boldsymbol{x}_{T}^{(k)}\right)\)
            else \(J_{t}^{s, 1}\left(x_{t}^{(k)}\right) \leftarrow\) optimizeSinglePoint \(\left(t, x_{t}^{(k)}, J_{t+1}^{s, p}\right)\)
    Re-interpolate \(\left(J_{t}^{\mathrm{s}, 1}\left(\boldsymbol{x}_{t}^{(k)}\right)\right)_{k=1, \ldots, N_{t}}\) with piecewise linear functions
```

ALGORITHM 8.2 Evaluation of the value function at all grid points $\boldsymbol{x}_{t}^{(k)}$ of $J_{t}^{s, 1}$ at which the value function has not been evaluated yet. Inputs are the time $t$, the piecewise linear interpolant $J_{t}^{s, 1}$ of the current iteration $t$ (with the underlying sparse grid and corresponding function values, possibly unset), and the higher-order B-spline interpolant $J_{t+1}^{\mathrm{s}, p}$ of the previous iteration $t+1$ (not used if $t=T$ ). The output is the updated piecewise linear interpolant $J_{t}^{s, 1}$, where all missing function values at grid points have been computed.

Certainty-equivalent transformation. For utility functions of CRRA-type, i.e., of the form $u\left(c_{t}\right)=c_{t}^{1-\gamma} /(1-\gamma)$, the curvature of the objective function in the Bellman equation (8.6) can be very high (depending on the risk aversion parameter $\gamma$ ), which may impede convergence of the optimizer. As a remedy, we transform the value function $J_{t}^{s}$ with the certainty-equivalent transformation $J_{t}^{s} \mapsto \tilde{J}_{t}^{s}:=\left((1-\gamma) J_{t}^{s}\right)^{1 /(1-\gamma)}$ if $\gamma>1$. Equation (8.6) then becomes $\tilde{J}_{T}^{s}\left(\boldsymbol{x}_{T}^{(k)}\right)=\max _{\boldsymbol{y}_{T}} c_{T}\left(\boldsymbol{x}_{T}^{(k)}, \boldsymbol{y}_{T}\right)$ for $t=T$ and

$$
\begin{equation*}
\tilde{J}_{t}^{s}\left(\boldsymbol{x}_{t}^{(k)}\right)=\max _{\boldsymbol{y}_{t}}\left(\left(c_{t}\left(\boldsymbol{x}_{t}^{(k)}, \boldsymbol{y}_{t}\right)^{1-\gamma}+\varrho \mathbb{E}_{t}\left[\left(\tilde{J}_{t+1}^{s}\left(\boldsymbol{\psi}_{t}\left(\boldsymbol{x}_{t}^{(k)}, \boldsymbol{y}_{t}, \boldsymbol{\omega}_{t}\right)\right)\right)^{1-\gamma}\right]\right)^{1 /(1-\gamma)}\right) \tag{8.9}
\end{equation*}
$$

for $t<T$, since for $\gamma>1,(\cdot)^{1 /(1-\gamma)}$ is strictly monotonously decreasing and $(1-\gamma)<0$. The notation in the remainder of this section does not distinguish between $J_{t}^{\mathrm{s}, *}$ and $\tilde{J}_{t}^{\mathrm{s}, *}$ and uses $J_{t}^{s, *}$ for both if it is not relevant whether the value function is transformed.

### 8.2.4 Quadrature

We need to approximate the expectation in Eq. (8.9) by quadrature,

$$
\begin{equation*}
\mathbb{E}_{t}\left[\left(\tilde{J}_{t+1}^{s, p}\left(\boldsymbol{\psi}_{t}\left(\boldsymbol{x}_{t}^{(k)}, \boldsymbol{y}_{t}, \boldsymbol{\omega}_{t}\right)\right)\right)^{1-\gamma}\right] \approx \sum_{j=1}^{m_{\zeta}} \zeta_{t}^{(j)}\left(\tilde{J}_{t+1}^{s, p}\left(\boldsymbol{\psi}_{t}\left(\boldsymbol{x}_{t}^{(k)}, \boldsymbol{y}_{t}, \boldsymbol{\omega}_{t}^{(j)}\right)\right)\right)^{1-\gamma} \tag{8.10}
\end{equation*}
$$

for some weights $\zeta_{t}^{(j)} \in \mathbb{R}$ and nodes $\boldsymbol{\omega}_{t}^{(j)} \in \Omega\left(j=1, \ldots, m_{\zeta}\right)$. Since the stochastic domain $\Omega \subseteq \mathbb{R}^{m_{\omega}}$ might be high-dimensional as well, full grid quadrature rules suffer from the curse of dimensionality. Therefore, we use sparse grid quadrature rules based on GaussHermite quadrature [Ger98; Hor16]. Note that this sparse grid in the stochastic space $\Omega$ is independent of the sparse grid in the state space $[\mathbf{0}, \mathbf{1}]$. However, it would also be feasible to employ Monte Carlo quadrature, albeit usually far more expensive.

### 8.2.5 Interpolation and Extrapolation

Sparse grid interpolation. As already mentioned, $J_{t}^{s, 1}$ is constructed as the sparse grid interpolant of the grid data $\boldsymbol{x}_{t}^{(k)}\left(k=1, \ldots, N_{t}\right)$ using the hierarchical piecewise linear basis. For $J_{t}^{s, p}$, we use cubic hierarchical weakly fundamental not-a-knot splines (see Sec. 4.5.4). The not-a-knot boundary conditions help to decrease the interpolation error (see Sec. 5.4.1), while the weakly fundamental property eases the hierarchization complexity by enabling us to use the unidirectional principle (see Sections 4.5 and 5.4.2).

Extrapolation. Unfortunately, for many dynamic portfolio choice models, the state transition is not a function $\boldsymbol{\psi}_{t}:[\mathbf{0}, \mathbf{1}] \times \mathbb{R}^{m_{y}} \times \Omega \rightarrow[\mathbf{0}, \mathbf{1}]$, especially if the state space is actually unbounded. It may then happen that $\boldsymbol{\psi}_{t}\left(\boldsymbol{x}_{t}^{(k)}, \boldsymbol{y}_{t}, \boldsymbol{\omega}_{t}^{(j)}\right) \notin[\mathbf{0}, \mathbf{1}]$ for some quadrature nodes $\boldsymbol{\omega}_{t}^{(j)} \in \Omega$ in Eq. (8.10). Hence, we might not be able to evaluate the value function interpolant $\left.\left.J_{t+1}^{\mathrm{s}, p} \overline{\left(\boldsymbol{\psi}_{t}\left(\boldsymbol{x}_{t}^{(k)}, \boldsymbol{y}_{t}\right.\right.}, \boldsymbol{\omega}_{t}^{(j)}\right)\right)$, as it is only defined on [0,1]. Scaling of the domain is not an option due to the dynamic nature of the problem.

Instead, we extend the interpolant $J_{t+1}^{\mathrm{s}, p}$ to $\mathbb{R}^{d}$ by an extrapolation method based on Taylor approximation. First, we crop the evaluation point $\boldsymbol{x}_{t+1} \in \mathbb{R}^{d} \backslash[\mathbf{0}, \mathbf{1}]$ to a point $\boldsymbol{x}_{t+1}^{\text {in }}=\boldsymbol{\psi}_{t}\left(x_{t}^{(k)}, y_{t}, \omega_{t}^{(j)}\right) \in[0,1]$ with $x_{t+1}^{\text {in }}:=\min \left(\max \left(x_{t+1}, \mathbf{0}\right), 1\right)$ (component-wise minimum/maximum). The extrapolation type, which may be constant, linear, and quadratic, determines the degree of the Taylor approximation:

$$
\begin{align*}
& J_{t+1}^{\mathrm{s} p}\left(\boldsymbol{x}_{t+1}\right) \approx J_{t+1}^{\mathrm{s}, p}\left(\boldsymbol{x}_{t+1}^{\mathrm{in}}\right)+\left(\boldsymbol{\nabla}_{\boldsymbol{x}_{t+1}} J_{t+1}^{\mathrm{s}, p}\left(\boldsymbol{x}_{t+1}^{\mathrm{in}}\right)\right)^{\mathrm{T}}\left(\boldsymbol{x}_{t+1}-\boldsymbol{x}_{t+1}^{\mathrm{in}}\right)  \tag{8.11}\\
&+\left(\boldsymbol{x}_{t+1}-\boldsymbol{x}_{t+1}^{\mathrm{in}}\right)^{\mathrm{T}}\left(\nabla_{\boldsymbol{x}_{t+1}}^{2} J_{t+1}^{\mathrm{s} p}\left(\boldsymbol{x}_{t+1}^{\mathrm{in}}\right)\right)\left(\boldsymbol{x}_{t+1}-\boldsymbol{x}_{t+1}^{\mathrm{in}}\right),
\end{align*}
$$

where constant and linear only use the first summand and first two summands, respectively. Since hierarchical B-splines enable us to exactly and efficiently compute the gradient $\nabla_{x_{t+1}} J_{t+1}^{s, p}$ and the Hessian $\nabla_{x_{t+1}}^{2} J_{t+1}^{s, p}$, we do not have to approximate the derivatives with finite differences.

### 8.2.6 Grid Generation

refine algorithm. Algorithm 8.3 shows how to generate the spatially adaptive sparse grid in solveValueFunction (Alg. 8.1). The underlying criterion is the common surplusbased refinement criterion [Pfl13]. As for the application in topology optimization (see Chap. 6), we use the piecewise linear interpolant for the surplus-based grid generation, since the surpluses are easier to compute in the piecewise linear case, and they are more meaningful due to the integral representation formula (2.25). Parameters for Alg. 8.3 are the tolerance $\kappa_{t} \in \mathbb{R}_{\geq 0}$, by which the set of grid points to be refined is determined, and the number $q_{t} \in \mathbb{N}_{0}$ of refinement iterations. These parameters may depend on the time $t$, since it might be beneficial to change the adaptivity of the grid over time.

Gradient grids. The classical surplus-refinement criterion focuses on regions where the mixed second derivative $\frac{\partial^{2 d}}{\partial x_{t, 1}^{2} \cdots \partial x_{t, d}^{2}} J_{t}^{s, 1}$ of $J_{t}^{s, 1}$ has large absolute values, i.e., where $J_{t}^{s, 1}$ has large high-frequency oscillations. In gradient-based optimization, it might be advisable to apply this criterion also to the partial derivatives $\frac{\partial}{\partial x_{t, 0}} J_{t}^{s, 1}$ of $J_{t}^{s, 1}(o=1, \ldots, d)$, since the optimizer depends on the accuracy of the gradient. In this case, we have to track in Alg. 8.1 additional sparse grid interpolants for every partial derivative $\frac{\partial}{\partial x_{t, 0}} J_{t}^{s, 1}$ that

```
function \(J_{t}^{\mathrm{s}, 1}=\operatorname{refine}\left(t, J_{t}^{\mathrm{s}, 1}, J_{t+1}^{\mathrm{s}, p}\right)\)
    for \(j=1, \ldots, q_{t}\) do
        \(N_{t} \leftarrow\) number of grid points of \(J_{t}^{\mathrm{s}, 1}\)
        for \(k=1, \ldots, N_{t}\) do \(\alpha_{t}^{(k)} \leftarrow\) surplus of \(\boldsymbol{x}_{t}^{(k)}\) in \(J_{t}^{\mathrm{s}, 1}\)
        \(K_{\text {refine }} \leftarrow\left\{k=1, \ldots, N_{t}| | \alpha_{t}^{(k)} \mid \geq \kappa_{t}\right\}\)
        if \(K_{\text {refine }}=\emptyset\) then break
        Refine all grid points in \(\left\{x_{t}^{(k)} \mid k \in K_{\text {refine }}\right\}\)
        \(J_{t}^{\mathrm{s}, 1} \leftarrow \operatorname{optimize}\left(t, J_{t}^{\mathrm{s}, 1}, J_{t+1}^{\mathrm{s}, p}\right)\)
```

ALGORITHM 8.3 In-place refinement of the value function $J_{t}^{s, 1}$. Inputs are the time $t$, the piecewise linear interpolant $J_{t}^{\mathrm{s}, 1}$ of the current iteration $t$, and the higherorder B-spline interpolant $J_{t+1}^{s, p}$ of the previous iteration $t+1$ (not used if $t=T$ ). The output is the updated piecewise linear interpolant $J_{t}^{\mathrm{s}, 1}$ with the refined sparse grid.
is affected by a policy variable. This possibility is omitted from the algorithms in this section, as it would unnecessarily complicate their presentation.

### 8.2.7 Solution for Optimal Policies

solvePolicies algorithm. After explaining the generation of the value function interpolants $J_{t}^{s, p}(t=0, \ldots, T)$, we move on to step 2 of the general structure of our method (see Sec. 8.2.1), which is the generation of optimal policy interpolants. The corresponding Alg. 8.4 is similar to solveValueFunction (Alg. 8.1), except that it operates on the policy instead of the value function interpolants. The functions optimize, refine, and interpolate have been replaced by corresponding policy versions optimizePolicy, refinePolicy, and interpolatePolicy that work very much like their value function counterparts. optimizePolicy only has to generate new values if the initial regular sparse grid for the policies is not contained in the grid of $J_{t}^{s, p}$. The policy grid is then refined and interpolated independently of the value function grid. The iterations over time are independent of each other, which means that they can be parallelized.

### 8.2.8 Post-Processing

Monte Carlo simulation. There are various ways to assess whether the resulting optimal policy B-spline interpolants $\left(y_{t}^{\text {opt }, s, p}\right)_{t=0, \ldots, T}$ are reasonable. One possibility is a Monte

```
function \(\left(y_{t}^{\mathrm{opt}, s, p}\right)_{t=0, \ldots, T}=\) solvePolicies \(\left(\left(J_{t}^{s, p}\right)_{t=0, \ldots, T}\right)\)
    \(J_{T+1}^{s, p} \leftarrow \emptyset \quad \leadsto>\) dummy variable (is not used)
    for \(t=0, \ldots, T\) do
        \(y_{t}^{\mathrm{opt}, s, 1} \leftarrow\) Initial regular sparse grid, retrieve values from \(J_{t}^{\mathrm{s}, p}\)
        \(y_{t}^{\mathrm{opt}, s, 1} \leftarrow \operatorname{optimizePolicy}\left(t, y_{t}^{\mathrm{opt}, \mathrm{s}, 1}, J_{t+1}^{\mathrm{s}, p}\right)\)
        \(y_{t}^{\mathrm{opt}, s, 1} \leftarrow \operatorname{refinePolicy}\left(t, y_{t}^{\mathrm{opt}, \mathrm{s}, 1}, J_{t+1}^{\mathrm{s}, p}\right)\)
        \(y_{t}^{\mathrm{opt}, s, p} \leftarrow\) interpolatePolicy \(\left(y_{t}^{\mathrm{opt}, s, 1}\right)\)
```

ALGORITHM 8.4 Generation of interpolants for optimal policies. The input is the higherorder B-spline interpolant $J_{t}^{s, p}$ of the value function for all $t=0, \ldots, T$. The output is the higher-order B-spline interpolant $\boldsymbol{y}_{t}^{\mathrm{opt}, \mathrm{s}, \mathrm{p}}$ of the optimal policies for all $t=0, \ldots, T$.

Carlo simulation, where we calculate the mean optimal policy

$$
\begin{equation*}
\overline{\boldsymbol{y}}_{t}^{\mathrm{opt}}:=\frac{1}{m_{\mathrm{MC}}} \sum_{j=1}^{m_{\mathrm{MC}}} y_{t,(j)}^{\mathrm{opt}} \tag{8.12}
\end{equation*}
$$

for $m_{\mathrm{MC}} \in \mathbb{N}$ individuals. The optimal policies $\boldsymbol{y}_{t,(j)}^{\mathrm{opt}}$ of the individuals $(t=0, \ldots, T$ and $j=1, \ldots, m_{\mathrm{MC}}$ ) are determined by

$$
\begin{align*}
& \boldsymbol{y}_{t,(j)}^{\mathrm{opt}}:=y_{t}^{\mathrm{opt}, \mathrm{~s}, p}\left(\boldsymbol{x}_{t,(j)}\right),  \tag{8.13a}\\
& \boldsymbol{x}_{t,(j)}:=\boldsymbol{\psi}_{t-1}\left(\boldsymbol{x}_{t-1,(j)}, \boldsymbol{y}_{t-1,(j)}^{\mathrm{opt}}, \omega_{t-1,(j)}\right), \quad t>0, \quad \boldsymbol{x}_{0,(j)} \sim P_{0, x}, \\
& \boldsymbol{\omega}_{t,(j)} \sim P_{t, \omega},
\end{align*}
$$

i.e., the initial state $\boldsymbol{x}_{0,(j)}$ and the stochastic variables $\boldsymbol{\omega}_{t,(j)}$ are samples of random variables. Monte Carlo simulations enable us to draw macro-economic conclusions, e.g., the evolution of the amount of consumption of the average individual over time.

### 8.3 Transaction Costs Problem

Description. In the transaction costs problem, the individual can invest their money risk-free in bonds (with a fixed interest rate similar to a bank account) or in

## IN THIS SECTION

8.3.1 Unnormalized Problem (p. 204)
8.3.2 Normalization (p. 204)
8.3.3 State Space Cropping (p. 205)
8.3.4 Euler Equation Errors (p. 206) $m_{s} \in \mathbb{N}$ different risk-affected stocks [Schob18]. Every stock transaction, i.e., buy $\delta_{t, j}^{+}$or sell $\delta_{t, j}^{-}$, inflicts transaction costs $\tau \delta_{t, j}^{ \pm}\left(\tau \in \mathbb{R}_{\geq 0}\right)$ proportional to the amount $\delta_{t, j}^{ \pm}$bought or sold $\left(j=1, \ldots, m_{s}\right)$. The individual only wants to invest a fixed amount $w_{0}$ in stocks, i.e., we omit the individual's income.

### 8.3.1 Unnormalized Problem

Consumption and state transition. In the following, $s_{t, j}$ denotes the fraction of the total wealth $w_{t}$ that is invested in the $j$-th stock. We combine these stock fractions $s_{t, j}$ in a vector $\boldsymbol{s}_{t}:=\left(s_{t, 1}, \ldots, s_{t, m_{s}}\right) ;$ similarly, $\boldsymbol{\delta}_{t}^{ \pm}:=\left(\delta_{t, 1}^{ \pm}, \ldots, \delta_{t, m_{s}}^{ \pm}\right)$combines buy and sell amounts. Then, the consumption can be computed as a residual variable (i.e., a variable that can be fully computed from $\boldsymbol{x}$ and $\boldsymbol{y}$ and is thus omitted from $\boldsymbol{y}$ ), which is given by

$$
\begin{equation*}
c_{t}:=\left(1-\Sigma\left(\boldsymbol{s}_{t}\right)\right) w_{t}-b_{t}-(1+\tau) \Sigma\left(\boldsymbol{\delta}_{t}^{+}\right)+(1-\tau) \Sigma\left(\boldsymbol{\delta}_{t}^{-}\right) \tag{8.14}
\end{equation*}
$$

where $\Sigma(\boldsymbol{a}):=\mathbf{1}^{\mathrm{T}} \boldsymbol{a}$ is the sum of all entries of $\boldsymbol{a}$. The state transition is computed by adding the returns of bonds and stocks:

$$
\begin{equation*}
w_{t+1}:=b_{t} r_{t}+\left(\boldsymbol{s}_{t} w_{t}+\boldsymbol{\delta}_{t}^{+}-\boldsymbol{\delta}_{t}^{-}\right)^{\mathrm{T}} \boldsymbol{\lambda}_{t}, \quad \boldsymbol{s}_{t+1}:=\frac{\left(\boldsymbol{s}_{t} w_{t}+\boldsymbol{\delta}_{t}^{+}-\boldsymbol{\delta}_{t}^{-}\right) \odot \boldsymbol{\lambda}_{t}}{w_{t+1}} \tag{8.15}
\end{equation*}
$$

where $r_{t} \in \mathbb{R}$ is the bond interest rate, $\lambda_{t}=\left(\lambda_{t, 1}, \ldots, \lambda_{t, m_{s}}\right) \in \mathbb{R}^{m_{s}}$ is the vector of (stochastic) stock return rates, and $\odot$ is component-wise multiplication.

### 8.3.2 Normalization

State transition. The above equations can be normalized with respect to the wealth $w_{t}:$ By setting $\hat{c}_{t}:=c_{t} / w_{t}, \hat{b}_{t}:=b_{t} / w_{t}$, and $\hat{\boldsymbol{\delta}}_{t}^{ \pm}:=\boldsymbol{\delta}_{t}^{ \pm} / w_{t}$, we obtain

$$
\begin{align*}
\hat{c}_{t} & =\left(1-\Sigma\left(\boldsymbol{s}_{t}\right)\right)-\hat{b}_{t}-(1+\tau) \Sigma\left(\hat{\boldsymbol{\delta}}_{t}^{+}\right)+(1-\tau) \Sigma\left(\hat{\boldsymbol{\delta}}_{t}^{-}\right),  \tag{8.16a}\\
\eta_{t+1} & :=\hat{b}_{t} r_{t}+\left(\boldsymbol{s}_{t}+\hat{\boldsymbol{\delta}}_{t}^{+}-\hat{\boldsymbol{\delta}}_{t}^{-}\right)^{\mathrm{T}} \boldsymbol{\lambda}_{t}, \quad\left(=w_{t+1} / w_{t}\right)  \tag{8.16b}\\
\boldsymbol{s}_{t+1} & =\frac{\left(\boldsymbol{s}_{t}+\hat{\boldsymbol{\delta}}_{t}^{+}-\hat{\boldsymbol{\delta}}_{t}^{-}\right) \odot \boldsymbol{\lambda}_{t}}{\eta_{t+1}} \tag{8.16c}
\end{align*}
$$

where $\hat{c}_{t}$ and $\eta_{t+1}$ are residual variables that specify normalized consumption and wealth ratio, respectively. All in all, the resulting dynamic portfolio choice model has the following variables:

- $d=m_{s}$ state variables $\hat{\boldsymbol{x}}_{t}$ : Stock fractions $s_{t, 1}, \ldots, s_{t, m_{s}}$
- $m_{y}=2 m_{s}+1$ policy variables $\hat{\boldsymbol{y}}_{t}$ : Normalized bonds $\hat{b}_{t}$, normalized buy amounts $\hat{\delta}_{t, 1}^{+}, \ldots, \hat{\delta}_{t, m_{s}}^{+}$and normalized sell amounts $\hat{\delta}_{t, 1}^{-}, \ldots, \hat{\delta}_{t, m_{s}}^{-}$
- $m_{\omega}=m_{s}$ stochastic variables $\boldsymbol{\omega}_{t}$ : Stock return rates $\lambda_{t, 1}, \ldots, \lambda_{t, m_{s}}$

The state space and policy space constraints are given by
(8.17a) $\quad \boldsymbol{s}_{t} \geq \mathbf{0}, \quad \Sigma\left(\boldsymbol{s}_{t}\right) \leq 1, \quad \hat{b}_{t} \geq 0, \quad \hat{\boldsymbol{\delta}}_{t}^{ \pm} \geq \mathbf{0}, \quad \hat{\boldsymbol{\delta}}_{t}^{-} \leq \boldsymbol{s}_{t}, \quad \eta_{t+1} \geq 0$,

$$
\begin{equation*}
\hat{c}_{\min }+\hat{b}_{t}+(1+\tau) \Sigma\left(\hat{\boldsymbol{\delta}}_{t}^{+}\right)-(1-\tau) \Sigma\left(\hat{\boldsymbol{\delta}}_{t}^{-}\right) \leq 1-\Sigma\left(\boldsymbol{s}_{t}\right), \tag{8.17b}
\end{equation*}
$$

where $\hat{c}_{\text {min }} \in \mathbb{R}_{\geq 0}$ is some minimal consumption that must be maintained.
Bellman equation. Consequently, the Bellman equation (8.9) after the certainty-equivalent transformation has to be normalized as well. By setting $\hat{\tilde{J}}_{t}^{s}\left(\boldsymbol{x}_{t}^{(k)}\right):=\tilde{J}_{t}^{s}\left(\boldsymbol{x}_{t}^{(k)}\right) / w_{t}$, we obtain

$$
\begin{align*}
& \hat{\tilde{J}}_{t}^{s}\left(\boldsymbol{x}_{t}^{(k)}\right)=w_{t}^{-1} \tilde{J}_{t}^{s}\left(\boldsymbol{x}_{t}^{(k)}\right)  \tag{8.18a}\\
= & \max _{\boldsymbol{y}_{t}}\left(\left(\left(w_{t}^{-1} c_{t}\left(\boldsymbol{x}_{t}^{(k)}, \boldsymbol{y}_{t}\right)\right)^{1-\gamma}+\varrho \mathbb{E}_{t}\left[\left(w_{t}^{-1} \tilde{J}_{t+1}^{s}\left(\boldsymbol{\psi}_{t}\left(\boldsymbol{x}_{t}^{(k)}, \boldsymbol{y}_{t}, \boldsymbol{\omega}_{t}\right)\right)\right)^{1-\gamma}\right]\right)^{1 /(1-\gamma)}\right)  \tag{8.18b}\\
= & \max _{\hat{\boldsymbol{y}}_{t}}\left(\left(\hat{c}_{t}\left(\boldsymbol{x}_{t}^{(k)}, \hat{\boldsymbol{y}}_{t}\right)^{1-\gamma}+\varrho \mathbb{E}_{t}\left[\left(\eta_{t+1} \hat{\tilde{J}}_{t+1}^{s}\left(\hat{\boldsymbol{\psi}}_{t}\left(\boldsymbol{x}_{t}^{(k)}, \hat{\boldsymbol{y}}_{t}, \boldsymbol{\omega}_{t}\right)\right)\right)^{1-\gamma}\right]\right)^{1 /(1-\gamma)}\right) .
\end{align*}
$$

This means that compared with (8.9), the value function in the expectation has to be multiplied by the wealth ratio $\eta_{t+1}$ introduced above in (8.16). Since there is no inheritance, the optimal terminal solution is to sell all stocks and consume everything:

$$
\begin{equation*}
\hat{\tilde{J}}_{t}^{s}\left(\boldsymbol{x}_{T}^{(k)}\right)=1-\tau \Sigma\left(\boldsymbol{s}_{T}^{(k)}\right), \quad \hat{b}_{T}^{\mathrm{opt}}\left(\boldsymbol{x}_{T}^{(k)}\right)=0, \quad \hat{\boldsymbol{\delta}}_{T}^{+, \text {opt }}\left(\boldsymbol{x}_{T}^{(k)}\right)=\mathbf{0}, \quad \hat{\boldsymbol{\delta}}_{T}^{-, \mathrm{opt}}\left(\boldsymbol{x}_{T}^{(k)}\right)=\boldsymbol{s}_{T}^{(k)} \tag{8.19}
\end{equation*}
$$

### 8.3.3 State Space Cropping

Sparse grids on non-rectangular domains. Unfortunately, the constraint $\Sigma\left(s_{t}\right) \leq 1$ from Eq. (8.17) limits the feasible state space region to a proper subset (which is the unit simplex) of the unit hypercube [0,1], which impedes the direct application of sparse grids. There are three possible remedies: transforming the unit hypercube to the feasible state space, applying extrapolation techniques as discussed in Sec. 8.2.5, or choosing a model-tailored approach to obtain function values outside the feasible state space.

Virtual selling of stocks. We choose the third remedy and virtually sell, if $\Sigma\left(s_{t}\right)>1$, as many stocks as needed to meet the constraint $\Sigma\left(s_{t}\right) \leq 1$. We already might need to sell stocks even if $\Sigma\left(s_{t}\right)$ is smaller but close to one in order to satisfy the minimum consumption requirement (8.17b). In detail, we replace $s_{t}$ by $\hat{\beta} \boldsymbol{s}_{t}$ whenever $\hat{\beta}<1$, where $\hat{\beta} \in \mathbb{R}_{>0}$ is a cropping factor that is determined by

$$
\begin{equation*}
\left[1-\tau\left(\Sigma\left(\boldsymbol{s}_{t}\right)-\Sigma\left(\hat{\beta} \boldsymbol{s}_{t}\right)\right)\right] \cdot\left(1-\Sigma\left(\hat{\beta} \boldsymbol{s}_{t}\right)\right)=\hat{c}_{\min } . \tag{8.20}
\end{equation*}
$$

Here, $\left(\Sigma\left(\boldsymbol{s}_{t}\right)-\Sigma\left(\hat{\beta} \boldsymbol{s}_{t}\right)\right)$ is the amount of virtually sold stocks. Hence, the term in square brackets is the fraction of wealth that is still available after deducting the induced transaction costs. The product of this term with $\left(1-\Sigma\left(\hat{\beta} \boldsymbol{s}_{t}\right)\right)$ is the fraction of wealth that can be consumed after the virtual selling, which needs to be at least $\hat{c}_{\text {min }}$. Solving Eq. (8.20) for $\hat{\beta}$ and choosing the positive solution, we finally obtain

$$
\begin{equation*}
\hat{\beta}:=\frac{\tau\left(1+\Sigma\left(s_{t}\right)\right)-1+\sqrt{\tau^{2}\left(1-\Sigma\left(s_{t}\right)\right)^{2}-2 \tau\left(2 \hat{c}_{\min }-1+\Sigma\left(s_{t}\right)\right)+1}}{2 \tau \Sigma\left(s_{t}\right)} . \tag{8.21}
\end{equation*}
$$

### 8.3.4 Euler Equation Errors

Motivation. Due to the curse of dimensionality, reasonably accurate full grid reference solutions of the transaction costs problem can only be computed if the number $m_{s}$ of stocks is small. Mainly (but not only) in higher-dimensional settings, a different means of assessing the quality of sparse grid solutions is desirable. We use Euler equation errors to measure the deviation in the first-order optimality conditions.

Derivation. In the following, we fix the state $\hat{\boldsymbol{x}}_{t} \in[\mathbf{0}, \mathbf{1}]$ for which we want to compute the Euler equation error. We abbreviate the value function interpolant $\hat{\tilde{J}}_{t}^{s}:=\hat{\tilde{J}}_{t}^{s}\left(\hat{x}_{t}\right)$, the state transition function $\hat{\boldsymbol{\psi}}_{t}:=\hat{\boldsymbol{\psi}}_{t}\left(\hat{\boldsymbol{x}}_{t}, \hat{\boldsymbol{y}}_{t}, \boldsymbol{\omega}_{t}\right)$, the wealth ratio $\eta_{t+1}:=\eta_{t+1}\left(\hat{\boldsymbol{x}}_{t}, \hat{\boldsymbol{y}}_{t}, \boldsymbol{\omega}_{t}\right)$, and the consumption $\hat{c}_{t}:=\hat{c}_{t}\left(\hat{\boldsymbol{x}}_{t}, \hat{\boldsymbol{y}}_{t}\right)$. The Lagrangian of the optimization problem corresponding to the Bellman equation (8.18c) of the normalized transaction costs problem with respect to the problem's constraints (8.17) is given by

$$
\begin{align*}
\mathscr{L}_{t}\left(\hat{\boldsymbol{x}}_{t}, \hat{\boldsymbol{y}}_{t}, \boldsymbol{\mu}\right):= & \left(\left(\hat{c}_{t}\right)^{1-\gamma}+\varrho \mathbb{E}_{t}\left[\left(\eta_{t+1} \hat{\tilde{J}}_{t+1}^{s}\left(\hat{\boldsymbol{\psi}}_{t}\right)\right)^{1-\gamma}\right]\right)^{1 /(1-\gamma)}  \tag{8.22}\\
& -\mu_{1} \hat{b}_{t}-\boldsymbol{\mu}_{2}^{\mathrm{T}} \hat{\boldsymbol{\delta}}_{t}^{+}-\boldsymbol{\mu}_{3}^{\mathrm{T}} \hat{\boldsymbol{\delta}}_{t}^{-}+\boldsymbol{\mu}_{4}^{\mathrm{T}}\left(\hat{\boldsymbol{\delta}}_{t}^{-}-\boldsymbol{s}_{t}\right)+\mu_{5}\left(\hat{c}_{\text {min }}-\hat{c}_{t}\right)
\end{align*}
$$

with $\boldsymbol{\mu}:=\left(\mu_{1}, \mu_{2}, \mu_{3}, \mu_{4}, \mu_{5}\right), \mu_{1}, \mu_{5} \in \mathbb{R}$, and $\mu_{2}, \mu_{3}, \mu_{4} \in \mathbb{R}^{m_{s}}$. According to the first-order conditions (Karush-Kuhn-Tucker (KKT) conditions), the partial derivative $\frac{\partial}{\partial \hat{b}_{t}} \mathscr{L}_{t}\left(\hat{\boldsymbol{x}}_{t}, \hat{\boldsymbol{y}}_{t}, \boldsymbol{\mu}\right)$ with respect to $\hat{b}_{t}$ vanishes in the exact optimum $\hat{\boldsymbol{y}}_{t}=\hat{\boldsymbol{y}}_{t}^{\mathrm{opt}}:=\hat{\boldsymbol{y}}_{t}^{\mathrm{opt}}\left(\hat{\boldsymbol{x}}_{t}\right)$, i.e.,

$$
\begin{equation*}
\frac{\partial}{\partial \hat{b}_{t}}\left(\left(\hat{c}_{t}^{\mathrm{opt}}\right)^{1-\gamma}+\varrho \mathbb{E}_{t}\left[\left(\eta_{t+1}^{\mathrm{opt}} \hat{J}_{t+1}^{\mathrm{s}}\left(\hat{\boldsymbol{\psi}}_{t}^{\mathrm{opt}}\right)\right)^{1-\gamma}\right]\right)^{1 /(1-\gamma)}-\mu_{1}-\mu_{5} \frac{\partial}{\partial \hat{b}_{t}} \hat{c}_{t}^{\mathrm{opt}}=0 \tag{8.23}
\end{equation*}
$$

where $\hat{\boldsymbol{\psi}}_{t}^{\text {opt }}:=\hat{\boldsymbol{\psi}}_{t}\left(\hat{\boldsymbol{x}}_{t}, \hat{\boldsymbol{y}}_{t}^{\text {opt }}, \boldsymbol{\omega}_{t}\right), \eta_{t+1}^{\text {opt }}:=\eta_{t+1}\left(\hat{\boldsymbol{x}}_{t}, \hat{\boldsymbol{y}}_{t}^{\text {opt }}, \boldsymbol{\omega}_{t}\right)$, and $\hat{c}_{t}^{\text {opt }}:=\hat{c}_{t}\left(\hat{\boldsymbol{x}}_{t}, \hat{\boldsymbol{y}}_{t}^{\text {opt }}\right)$. We now neglect binding constraints, i.e., we assume that $\mu_{1}=\mu_{5}=0$, otherwise we cannot compute the error. After calculating the derivatives, Eq. (8.23) becomes

$$
\begin{equation*}
\varrho r_{t} \cdot \mathbb{E}_{t}\left[\left(\hat{\tilde{J}}_{t}^{\mathrm{s}}-\left(\boldsymbol{\nabla}_{\hat{\boldsymbol{x}}_{t}} \hat{\tilde{J}}_{t}^{\mathrm{s}}\right)^{\mathrm{T}} \hat{\boldsymbol{\psi}}_{t}^{\mathrm{opt}}\right) \cdot\left(\eta_{t+1}^{\text {opt }} \hat{\tilde{J}}_{t}^{s}\right)^{-\gamma}\right]=\left(\hat{c}_{t}^{\text {opt }}\right)^{-\gamma} . \tag{8.24}
\end{equation*}
$$

This equation can be used as an error measure by substituting $\hat{\boldsymbol{y}}_{t}^{\text {opt }}$ for the interpolated optimum $\hat{\boldsymbol{y}}_{t}^{\mathrm{opt,s}}=\hat{\boldsymbol{y}}_{t}^{\mathrm{opt,s}}\left(\hat{\boldsymbol{x}}_{t}\right)$. By multiplying the resulting equation by $\left(\hat{c}_{t}^{\mathrm{opt}, \mathrm{s}}\right)^{\gamma}:=$ $\left(\hat{c}_{t}\left(\hat{\boldsymbol{x}}_{t}, \hat{\boldsymbol{y}}_{t}^{\mathrm{opt}, \mathrm{s}}\right)\right)^{\gamma}$, we obtain the unit-free Euler equation errors $\varepsilon_{t}^{\mathrm{Eu}}\left(\hat{\boldsymbol{x}}_{t}\right)$ with respect to $\hat{b}_{t}$ :

$$
\begin{equation*}
\varepsilon_{t}^{\mathrm{Eu}}\left(\hat{\boldsymbol{x}}_{t}\right):=\left|1-\left(\varrho r_{t}\left(\hat{c}_{t}^{\mathrm{opt,s}}\right)^{\gamma} \cdot \mathbb{E}_{t}\left[\left(\hat{\tilde{J}}_{t}^{\mathrm{s}}-\left(\nabla_{\hat{\boldsymbol{x}}_{t}} \hat{\tilde{J}}_{t}^{\mathrm{s}}\right)^{\mathrm{T}} \hat{\boldsymbol{\psi}}_{t}^{\mathrm{opt}, s}\right) \cdot\left(\eta_{t+1}^{\mathrm{opt,s}} \hat{\tilde{J}}_{t}^{\mathrm{s}}\right)^{-\gamma}\right]\right)^{-1 / \gamma}\right| \tag{8.25}
\end{equation*}
$$

with $\hat{\boldsymbol{\psi}}_{t}^{\mathrm{opt}, \mathrm{s}}:=\hat{\boldsymbol{\psi}}_{t}\left(\hat{\boldsymbol{x}}_{t}, \hat{\boldsymbol{y}}_{t}^{\mathrm{opts}, \mathrm{s}}, \boldsymbol{\omega}_{t}\right)$ and $\eta_{t+1}^{\mathrm{opt,s}}:=\eta_{t+1}\left(\hat{\boldsymbol{x}}_{t}, \hat{\boldsymbol{y}}_{t}^{\mathrm{opt,s}}, \boldsymbol{\omega}_{t}\right)$.
Weighted Euler equation errors. However, the state space cropping as introduced above distorts Euler equation errors: The error $\varepsilon_{t}^{\mathrm{Eu}}\left(\hat{\boldsymbol{x}}_{t}\right)$ does not vanish even for the exact solution and even inside the feasible state space. This is because the cropping already occurs for large stock holdings $\Sigma\left(\hat{\boldsymbol{x}}_{t}\right)$ that are less than one, as stocks have to be sold to maintain minimum consumption $\hat{c}_{\text {min }}$. Numerical experiments show that due to this issue, the error attains large values in the region near the hyperplane $\Sigma\left(\hat{\boldsymbol{x}}_{t}\right)=1$. Economically, this region is not significant as such large stock fractions are highly unusual, which is confirmed by Monte Carlo simulations. We therefore use the weighted Euler equation error

$$
\begin{equation*}
\varepsilon_{t}^{\mathrm{w}, \mathrm{Eu}}\left(\hat{\boldsymbol{x}}_{t}\right):=\left(1-\Sigma\left(\hat{\boldsymbol{x}}_{t}\right)\right) \cdot \varepsilon_{t}^{\mathrm{Eu}}\left(\hat{\boldsymbol{x}}_{t}\right) \tag{8.26}
\end{equation*}
$$

instead of $\varepsilon_{t}^{\mathrm{Eu}}$, although other strategies exist such as restricting the state domain where the error is computed or weighting the error with the probability that a given state occurs in Monte Carlo simulations.

### 8.4 Implementation and Numerical Results

### 8.4.1 Implementation

Parameter values. We used a risk aversion factor of $\gamma:=$ 3.5 , a patience factor of $\varrho:=0.97$, a transaction cost rate of $\tau:=1 \%$, and a minimum consumption of $\hat{c}_{\text {min }}:=0.001$. The bond and stock return rates $r_{t}$ and $\boldsymbol{\lambda}_{t}$ were taken from
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8.4.3 Numerical Results (p. 209) [Cai10]; the log-normally distributed stock return rates were generalized from the threestock case to five stocks via $\ln \boldsymbol{\lambda}_{t} \sim \mathscr{N}(\mu, \Sigma)$, where

$$
\boldsymbol{\mu}:=\left(\begin{array}{l}
0.0572  \tag{8.27}\\
0.0638 \\
0.07 \\
0.0764 \\
0.0828
\end{array}\right), \quad \boldsymbol{\Sigma}:=10^{-2}\left(\begin{array}{lllll}
2.56 & 0.576 & 0.288 & 0.176 & 0.096 \\
0.576 & 3.24 & 0.90432 & 1.0692 & 1.296 \\
0.288 & 0.90432 & 4 & 1.32 & 1.68 \\
0.176 & 1.0692 & 1.32 & 4.84 & 2.112 \\
0.096 & 1.296 & 1.68 & 2.112 & 5.76
\end{array}\right) .
$$

The models were solved for $T=6$ time steps; this number suffices to show all relevant numerical effects and results, while keeping the computational effort at a reasonable level. As initial grids, we employed regular sparse grids $\Omega_{n, d}^{s(b)}$ with $b=1$ to decrease the number of grid points (see Sec. 2.4.1).

Software. The dynamic portfolio choice models were solved using a self-written MATLAB framework. The object-oriented framework was designed in such a way that not only transaction costs problems, but many other types of dynamic portfolio choice models can be handled. For instance, the base class LifecycleProblem provides an interface with abstract functions such as computeTerminalValueFunction and computeStateTransition. The actual functionality implemented in the base class strongly resembles the algorithms presented in Sec. 8.2. This is not only desirable from a modeling perspective, but also facilitates future usage by other researchers. For creating (i.e., hierarchizing) and evaluating sparse grid interpolants, the sparse grid toolbox $\mathrm{SG}^{++}$was used [Pfl10]. ${ }^{6}$ The emerging optimization problems were solved using sequential quadratic programming methods supplied by the NAG Toolbox for MATLAB. ${ }^{7}$ To avoid being stuck in local minima, we repeated the optimization process for a varying number of initial multi-start points (in the range of a few dozens). All computation times were measured on a shared-memory computer with 4x Intel Xeon E7-8880v3 (72 cores, 144 threads).

### 8.4.2 Error Sources and Error Measure

Error sources. In this application, there are the following error sources:
E1. Interpolation of the value function (i.e., $\hat{\tilde{J}}_{t+1}^{s} \neq \hat{\tilde{J}}_{t+1}$ )
E2. Interpolation of the policy functions (i.e., $\hat{\boldsymbol{y}}_{t}^{\mathrm{opt,s}} \neq \hat{\boldsymbol{y}}_{t}^{\mathrm{opt}}$ )
E3. Extrapolation (i.e., $\left.\hat{\tilde{J}}_{t+1}^{s}\left(\boldsymbol{x}_{t+1}\right) \neq \hat{\tilde{J}}_{t+1}\left(\boldsymbol{x}_{t+1}\right)\right)$
E4. State space cropping (i.e., Euler errors do not vanish for exact solution)
E5. Optimization (i.e., the minimum found by the optimizer is inaccurate or not global)
E6. Quadrature $\left(\mathbb{E}_{t}[\cdots] \neq \sum_{j=1}^{m_{\zeta}} \zeta_{t}^{(j)} \cdot[\cdots]\left(\omega_{t}^{(j)}\right)\right)$
E7. Floating-point rounding errors (i.e., arithmetical operations are inaccurate)
Due to the dynamic programming scheme, the combination of all errors accumulates over $t$. For instance, if the optimization does not find the global optimum exactly or it only

[^43]finds a local one for $t+1$, the error propagates from the interpolant $\hat{\tilde{J}}_{t+1}^{s}$ on the right-hand side of the Bellman equation (8.18c) to $\hat{\tilde{J}}_{t}^{s}$ on the left-hand side, and so on. If the system does not damp these errors, the error steadily becomes larger backwards in time $t$.

Error measure. We use the weighted Euler equation error $\varepsilon_{t}^{\mathrm{w}, \mathrm{Eu}}\left(\hat{\boldsymbol{x}}_{t}\right)$ to assess the quality of the resulting policies ( $L^{2}$ norm or pointwise). As the errors generally grow backwards in time, it suffices to consider $t=0$. However, since Euler equation errors can only be evaluated at points in the simplex $\Omega_{\text {simplex }}:=\left\{\hat{\boldsymbol{x}}_{t} \in[\mathbf{0}, \mathbf{1}] \mid \Sigma\left(\hat{\boldsymbol{x}}_{t}\right) \leq 1\right\}$, the $L^{2}$ norm would quickly converge to zero with growing dimensionality, even if the mean error stayed constant. Therefore, we normalize the $L^{2}$ norm:

$$
\begin{equation*}
\varepsilon_{t}^{\mathrm{w}, \mathrm{Eu}, L^{2}}:=\sqrt{d!} \cdot\left\|\varepsilon_{t}^{\mathrm{w}, \mathrm{Eu}}\right\|_{L^{2}}=\sqrt{\frac{1}{\operatorname{vol}\left(\Omega_{\text {simplex }}\right)} \int_{\Omega_{\text {simplex }}} \varepsilon_{t}^{\mathrm{w}, \mathrm{Eu}}\left(\hat{\boldsymbol{x}}_{t}\right)^{2} \mathrm{~d} \hat{\boldsymbol{x}}_{t}}, \tag{8.28}
\end{equation*}
$$

where the expression under the root sign is approximated via Monte Carlo quadrature as the mean of samples of $\varepsilon_{t}^{\mathrm{w}, \mathrm{Eu}}\left(\hat{\boldsymbol{x}}_{t}\right)^{2}$.

### 8.4.3 Numerical Results

Full grid solution. We show in Fig. 8.3 a full grid solution for the case of $d=2$ stocks, i.e., $\left\{\boldsymbol{x}_{t}^{(k)} \mid k=1, \ldots, N_{t}\right\}=\Omega_{n, d}$ for some fixed level $n \in \mathbb{N}$ (here, $n=7$ and $N_{t}=$ $\left.\left(2^{7}+1\right)^{2}=16641\right)$ and for all $t=0, \ldots, T$. Obviously, this is only computationally feasible for low dimensionalities $d$ due to the curse of dimensionality. The two-dimensional solution of level $n=7$ took over nine hours to compute. The solution of the next level is estimated to already take one week. Hence, full grid solutions can only be computed up to $d=3$ due to excessive computation time for $d \geq 4$. This underlines the need for sophisticated discretization techniques such as sparse grids.

Convergence of the weighted Euler equation error. Figure 8.4 shows the convergence of the $L^{2}$ norm $\varepsilon_{0}^{\mathrm{w}, \mathrm{Eu}, L^{2}}$ of the weighted Euler equation error for $t=0$ for regular sparse grids and spatially adaptive sparse grids for the cases of $d=1, \ldots, 4$ stocks. For this and the following plots, the value function grid is left unchanged (usually a slightly refined regular sparse grid), while the average number $N_{t}$ of policy grid points increases with decreasing refinement threshold $\kappa_{t}$. This is because the value function grid does not seem to have a great influence on the convergence of the Euler equation errors. Compared to regular grids, the spatial adaptivity decreases the error by two orders of magnitude in one dimension. The gain is smaller for higher dimensionalities $d$, but spatially adaptive grids still outperform regular grids. For $d=2$, we observe that the error saturates at $N_{t} \approx 4000$


FIGURE 8.3 Full grid solution for the transaction costs problem with $d=2$ stocks. Shown are the value function $\hat{\tilde{J}}_{t}$ (top left) and the optimal policy $\hat{\boldsymbol{y}}_{t}^{\mathrm{opt}}$ for $t=0$.


FIGURE 8.4 Convergence of the $L^{2}$ norm $\varepsilon_{t}^{\mathrm{w}, \mathrm{Eu}, L^{2}}$ of the weighted Euler equation error for $t=0$ for regular sparse grids (blue) and spatially adaptive sparse grids (red). The number $N_{t}$ is the average number $\frac{1}{m_{y}} \sum_{j=1}^{m_{y}} N_{t, j}$ of grid points over all policy grids for $t=0$, where $N_{t, j}$ is the number of grid points of the $j$-th policy entry.


FIGURE 8.5 Spatially adaptive sparse grid solution for the transaction costs problem with $d=2$ stocks. Shown are the value function $\hat{\tilde{J}}_{t}^{s}$ (top left) and the optimal policy $\hat{\boldsymbol{y}}_{t}^{\mathrm{opt}, \mathrm{s}}$ for the initial time step $t=0$, together with the corresponding grid points (dots). The color coding is the same as in Fig. 8.3.
points just above $10^{-5}$. This is most likely due to the parts E3 to E7 of the error that are not influenced by sparse grid interpolation. In addition, convergence significantly decelerates starting with $d=4$. For $d=4$, spatially adaptive sparse grids are able to achieve a weighted Euler equation error of $\varepsilon_{t}^{\mathrm{w}, \mathrm{E}, L^{2}} \approx 2.0 \cdot 10^{-2}$ for $t=0$ (with an average number $N_{0}=4252$ of policy grid points). For $d=5$, we are still able to achieve a small error of $\varepsilon_{t}^{\mathrm{w}, \mathrm{Eu}, L^{2}} \approx 1.9 \cdot 10^{-2}$ for $t=0$ with spatially adaptive sparse grids with an average number $N_{0}=12572$ of policy grid points. While we cannot detect any convergence for this dimensionality yet, this is still a major result as such high-dimensional models could not be solved up to now with conventional methods.

Optimal policies in 2D and 5D. Figures 8.5 and 8.6 each display the value function and the optimal policies corresponding to sparse grid solutions for $d=2$ stocks with $N_{0}=879$ policy grid points or $d=5$ stocks with $N_{0}=12572$ policy grid points. Obviously, most


FIGURE 8.6 Spatially adaptive sparse grid solution for the transaction costs problem with $d=5$ stocks. Shown are slice plots of the value function $\hat{\tilde{J}}_{t}^{s}$ (top left) and the optimal policy $\hat{\boldsymbol{y}}_{t}^{\mathrm{opt}, \mathrm{s}}$ for the initial time step $t=0$, where for each function, a pair $\left(o_{1}, o_{2}\right)$ of dimensions to be plotted was chosen, and the stock fractions $s_{t, o}$ of the other dimensions $o$ are set to 0.1 . In addition, the corresponding grid points (dots) are shown as the projection onto the $s_{t, o_{1}}-s_{t, o_{2}}$ plane.
grid points are placed along the various kinks in the policies. Interestingly, experiments show that the surplus-based refinement criterion does not place more grid points along the perfectly diagonal kink caused by the cropping of the state space (i.e., along $\Sigma\left(s_{t}\right)=1$ ). It is possible to circumvent this issue by either transforming the domain (e.g., rotations as in [Boh18]) or directly incorporating the distance to the diagonal into the refinement criterion for the value function. However, we refrain from doing so here as this does not seem to drastically improve results. Again, this might be due to the domination of the overall error by the parts E3 to E7 that are not related to interpolation.

Pointwise error. Pointwise plots of the weighted Euler equation error as in Fig. 8.7 for two stocks reveal that there are two types of regions where the error is large: The first type


FIGURE 8.7 Pointwise weighted Euler equation error $\varepsilon_{t}^{\mathrm{w}, \mathrm{Eu}}\left(s_{t}\right)(t=0)$ for the twodimensional transaction costs problem and different spatially adaptive sparse grids. The $L^{2}$ error $\varepsilon_{t}^{\mathrm{w}, \mathrm{Eu}, L^{2}}$ is given in parentheses.
of region is the neighborhood of the aforementioned diagonal boundary $\Sigma\left(s_{t}\right)=1$ of the uncropped region, where the cropping distorts the error despite the weights. The second type of region are kinks of the optimal policy functions, which is most visible for coarse grids (e.g., Fig. 8.7A). When increasing the number of grid points (e.g., Figures 8.7A and 8.7 B ), the error decreases quickly in the whole domain.

Monte Carlo simulation. As explained in Sec. 8.2.8, we perform a multi-agent Monte Carlo simulation and plot the resulting mean state and policy in Fig. 8.8 for $d=3$, 4, and 5 stocks. In addition, this figure contains the evolution of the weighted Euler equation error $\varepsilon_{t}^{\mathrm{w}, \mathrm{Eu}, L^{2}}$ over time. We perform a two-part assessment of the simulated results. First, consumption should ideally be constant over time from a finance perspective. We measure this by calculating the coefficients of variation (ratio of the standard deviation of the $c_{t}$ values to their mean), which is $2.76 \%, 2.68 \%$, and $2.58 \%$ for $d=3,4$, and 5 , respectively. This indicates that the variation of the consumption over time is indeed small. Second, we consider the so-called Sharpe ratios [Sharp66]. The ratios are stock fractions $s$ that are determined such that the excess stock return (compared to risk-free investment) per unit of risk is maximized: $:_{-}^{8}$

$$
\begin{equation*}
\underset{\boldsymbol{s} \in[0,1]^{d}}{\arg \max } \frac{\boldsymbol{\mu}_{1: d}^{\mathrm{T}} \boldsymbol{s}-r}{\sqrt{\boldsymbol{s}^{\mathrm{T}} \boldsymbol{\Sigma}_{1: d, 1: d}}}, \tag{8.29}
\end{equation*}
$$

[^44]

FIGURE 8.8 Mean values of wealth $w_{t}$ (blue), unnormalized optimal bonds $b_{t}$ (purple), unnormalized optimal consumption $c_{t}$ (green), and unnormalized stock holdings $\dot{s}_{t}:=\left(s_{t}+\hat{\boldsymbol{\delta}}_{t}^{+}-\hat{\boldsymbol{\delta}}_{t}^{-}\right) w_{t}$ after buying and selling (red) in a Monte Carlo simulation of 10000 individuals, where we assume that $w_{0}=\$ 1$ for all individuals. In addition, the plots show the evolution of the $L^{2}$ error $\varepsilon_{t}^{\mathrm{w}, \mathrm{Eu}, L^{2}}$ over time $t$ (gray, right axes).
where $\mu_{1: d}$ and $\boldsymbol{\Sigma}_{1: d, 1: d}$ are the first $d$ entries of $\boldsymbol{\mu}$ and the principal minor of order $d$ of $\boldsymbol{\Sigma}$ as given in Eq. (8.27). We compare these theoretical Sharpe ratios (left) with the simulated stock fractions $\dot{s}_{t, o} / \Sigma\left(\dot{s}_{t}\right)$ for $t=0$ (right):
(8.30a) $d=3:(0.314,0.302,0.384)$,
(0.300, 0.317, 0.383),
(8.30b) $d=4:(0.275,0.185,0.250,0.289)$,
( $0.239,0.238,0.253,0.270$ ),
(8.30c) $d=5:(0.275,0.122,0.176,0.203,0.223),(0.199,0.188,0.197,0.205,0.212)$.

The simulated stock fractions match the predicted Sharpe ratios well for $d=3$, while the deviation for $d \geq 4$ is larger. However, as the simulated stock fractions do not change much over time, we may suspect that the skewness of the distribution of the stock return rates limits the applicability of the Sharpe ratios to these cases.

Complexity and computation time. A complexity analysis reveals that the difficulty of solving transaction cost problems quickly grows with the dimensionality $d$ : As shown in Fig. 8.2, the number of necessary arithmetic operations grows like

$$
\begin{equation*}
\Theta(T \cdot N_{t} \cdot \text { \#optimizer iterations } \cdot \underbrace{m_{\zeta} \cdot \overbrace{m_{y} \cdot N_{t+1} \cdot m_{x} \cdot p}^{\text {one evaluation of interpolant }}),}_{\text {one evaluation of objective gradient }} \tag{8.31}
\end{equation*}
$$

where $m_{x}, m_{y} \in \Theta(d)$ and $m_{\zeta}, N_{t}, N_{t+1} \in \Theta\left(2^{n} n^{d-1}\right)$ if regular sparse grids of level $n$ without boundary points are used for state and stochastic grids (due to $m_{\omega}=d$ ). In addition, the number of optimizer iterations is likely superlinear in $d$, as this depends on the dimensionality $m_{y}$ of the search space as well as on the number of multi-start points (which also grows with $m_{y}$ ). This means that the complexity is at least cubic in $d$, quadratic in the average number $N$ of employed state grid points, and linear in the number $m_{\zeta}$ of quadrature points. Figure 8.9 confirms these observations with experimental data. For fixed $d$, the total time required by the optimization process grows quadratically with the number $N$ of grid points. The time for one solution of the Bellman equation, the time for one optimizer iteration, and the time for one evaluation of the interpolant are all linear in $N$, as the number of optimizer iterations is constant for fixed $d$. If $d$ increases, then the number of interpolant evaluations per optimizer iteration (i.e., the number of quadrature points) increases as well. Surprisingly, the number of optimizer iterations per grid point and the time per evaluation are not monotonously increasing. The latter observation might be due to vectorization effects.

Comparison to piecewise linear functions. Hierarchical B-splines introduce two major benefits to the solution of dynamic portfolio choice models. The first benefit are the smooth objective functions: When repeating the computations with piecewise linear functions (i.e., $p=1$ ), one obtains almost the same weighted Euler equation errors as in the cubic case (except for the case of $d=1$, where the error is one order of magnitude greater than in the cubic case). However, as we see in Fig. 8.9, the total computation time is several times larger (e.g., more than five times for $d=3$ ) for piecewise linear functions, although evaluations are cheaper than for B-splines. The main reason is that the number of required optimizer iterations is for $p=1$ almost seven times as high as in the cubic case, since the optimizer has to deal with kinks in the objective function. Experiments show that beginning with $d=4$, the total optimization time required to solve the transaction costs problem is one whole order of magnitude shorter for cubic B-splines than for piecewise linear functions.

Comparing exact gradients to finite differences. The second benefit is the availability of exact gradients: Figure 8.9 also contains computation times of the solution process if we artificially do not use exact gradients of the objective functions, but rather approximate them with finite differences. For each evaluation of the objective gradient, at least $m_{y}$ additional evaluations of the objective function have to performed to compute the finite differences ( $2 m_{y}$ if central differences are used). Consequently, while the resulting weighted Euler equation errors are similar, the total optimization time roughly increases by a factor of up to five if we do not use exact gradients.


FIGURE 8.9 Computation times (top) and numbers of iterations and evaluations of the interpolant (bottom) for the transaction costs problem on static regular sparse grids (i.e., without refinement). "Total time" is the serial time required to solve all emerging optimization problems. "Time per opt." is this time divided by the number \#Opt. = TN of optimization problems. "Time per it." is the time divided by the number \#It. of optimization iterations, each of which is assumed to correspond to exactly one combined evaluation of objective function and gradient (the latter only if gradients are used). "Time per eval." is the time divided by the number \#Eval. of evaluations of the sparse grid interpolant and its gradient. The colors correspond to B -spline degrees $p=3$ or $p=1$ and to using gradients (" $\nabla$ ") or finite differences ("FD").

## ?

## Conclusion

Finally, we conclude the thesis by summarizing its results and by giving an outlook on possible future work. In particular, we highlight key contributions of the thesis to research, give recommendations for future applications of the presented method, and state possible downsides and limitations.

Summary of the thesis. The contribution of this thesis consisted of two major parts. In the first part, hierarchical B-splines on sparse grids were comprehensively presented and embedded in a sparse grid framework with general tensor product basis functions. The advantage of this approach was that the framework could be reused for different hierarchical bases (as for the various spline bases derived in this thesis) and that it clarified which properties only held for the classical piecewise linear bases and not for other tensor product bases. We saw that standard hierarchical B-splines suffer from approximation issues near the boundary, and we resolved these issues by incorporating not-a-knot boundary conditions into the hierarchical B-spline basis. In the further course of the thesis, the focus was put on the algorithmic implications of the novel bases, taking the hierarchization problem as an example. We looked at requirements that had to be satisfied by grids and bases to enable efficient hierarchization algorithms such as breadth-first search and unidirectional principle, for which we gave clear formulations and formal correctness proofs. As a result, a whole "zoo" of hierarchical (B-)spline functions has been derived in this thesis. The main types were standard hierarchical B-splines, modified hierarchical B-splines, hierarchical not-a-knot B-splines, hierarchical fundamental splines, and hierarchical weakly fundamental splines (where the first two are not novel). Modified, not-a-knot, and (weakly) fundamental splines could be combined almost arbitrarily to tailor the ansatz functions to suit one's specific needs.

| Category | Topology opt. | Biomechanics | Finance |
| :--- | :--- | :--- | :--- |
| Interpolated quantities | Elasticity tensors | Muscle forces | Value functions |
| SG dimensionality | 5 | 2 | 5 |
| \#Optimization variables | 40000 | 2 | 11 |
| Time per evaluation | 30 s | 30 min | - |
| \#Eval. per opt. iteration | 8000 | 4 | 150 |
| Objective function type | Non-linear | Linear/non-linear | Non-linear |
| Constraint function type | Non-linear | Non-linear/- | Linear |
| Optimization method | SQP | Augm. Lagrangian | SQP |

TABLE 9.1 Summary of characteristics of the applications presented in this thesis. The given values are rough example values that represent possible application test cases.

The second, more practical part of the thesis was dedicated to transferring the newly gained theoretical knowledge to academic and real-life application test cases. We verified that only with the new hierarchical not-a-knot conditions, one is able to obtain the best possible order of convergence $\mathscr{O}\left(h_{n}^{p+1}\right)$ for interpolation (B-spline degree $p$, fixed dimensionality $d$ ). Using the Novak-Ritter criterion, which was specifically designed for optimization, we were able to achieve optimization gaps that were for some test functions up to six orders of magnitude smaller for cubic B-splines than for standard piecewise linear functions. We transferred the Novak-Ritter criterion to uncertainty quantification and obtained similarly strong results for the propagation of fuzzy uncertainties with the fuzzy extension principle. Furthermore, we successfully showed the suitability of hierarchical B-splines for three real-world applications, which are summarized in Tab. 9.1. First, by interpolating Cholesky factors of elasticity tensors, we accomplished to efficiently solve topology optimization problems in three spatial dimensions with complex microcell structures. Second, in the biomechanical application, we dramatically reduced the computational time to solve test scenarios by up to $99 \%$ by using sparse grid surrogates with B-splines instead of the exact continuum-mechanical model. Third, we were able to solve dynamic portfolio choice problems with five state variables and eleven policy variables with unprecedented precision, as one could only speculate how the solution looked like with state-of-the-art methods. In all of these applications, the advantages of B -splines were made clear by comparing the results to the classical piecewise linear basis. The implementation of hierarchical B-splines of sparse grids is publicly available as part of the sparse grid toolbox $\mathrm{SG}^{++}$under a free and open-source license. ${ }_{-}^{1}$

[^45]Recommendations (advantages and disadvantages). Despite its broad applicability, the presented method of B-splines on sparse grids is of course not suited for all possible scenarios. One must be able to sample the objective function at arbitrary locations in some hyper-rectangle in order to use sparse grids; a prescribed point cloud of scattered data does not suffice. Moreover, the problem should not have more than ten dimensions, since convergence notably slows down as the dimensionality grows, although spatially adaptive approaches might still be feasible for higher dimensionalities [Pfl10]. In addition, the objective function should be "as smooth as possible" in order to benefit from higher-order B-splines. This means "continuous" at the very least, but twice continuous differentiability is more desirable. The general rule is that the objective function should be at least as smooth as the employed basis functions in order to obtain optimal convergence results. The concrete choice of basis (general type and degree) depends on the application: Not-a-knot B-splines are well-suited for objective functions with dominating near-polynomial parts. Fundamental splines may be used to accelerate the process of hierarchization by enabling breadth-first search in quadratic time. With weakly fundamental splines, this can be further reduced to linear time using the unidirectional principle. However, the additional grid points that have to be inserted have to be taken into account as well. The rule of thumb is that the more spatially adaptive a sparse grid is (i.e., only few high-level grid points), the more points have to be inserted. In general, it does not hurt to try the different available B-spline types and degrees, since most function values can simply be reused once the objective function has been sampled.

Outlook and future work. Finally, we briefly give suggestions for possible future work. A major topic of interest is that of refinement criteria and adaptivity. Besides the NovakRitter criterion, there are other refinement criteria that are tailored to optimization such as simultaneous optimistic optimization [Wan14]. In addition, nested methods for hierarchical optimization could use multiple interpolants with different resolutions on different grids [Delb14]. Criteria that directly incorporate constraints would improve results in constrained optimization settings. With respect to adaptivity, there is also much work left to do. This thesis focused on spatial adaptivity for its applications, but there are interesting applications that greatly benefit from dimensional adaptivity, for example plasma physics [Pfl14]. Another key task would be the introduction of $h$-p-adaptivity to B-splines on sparse grids, which would greatly enhance the applicability of B-splines in non-smooth scenarios. As a simple special case, one could investigate different B-spline degrees in different dimensions. However, true $h$ - $p$-adaptivity would allow to locally choose both the spatial resolution $h$ and the B-spline degree $p$, adapting them according to the local smoothness of the function.

FIGURE 9.1
Extended model of the human upper limb with the three bones humerus, radius, and ulna (light brown) and the five muscles triceps, biceps, brachialis, brachioradialis, and anonceus (red). Each muscle has associated tendon (white) and muscle-tendon complexes (light red). Biceps and brachioradialis have each been fixed with one and two bands (green) to simulate the effect of the missing skin. Without bands, the muscles would unnaturally raise from the bones.


With regard to the application side, there are also quite a few possibilities for future work. The sparse grids in the biomechanical application we considered in this thesis were only two-dimensional. This is not in the range of dimensions in which sparse grids demonstrate their full strength, although the two-dimensional surrogates were already able to drastically reduce the required computation time compared to full grids. Currently, an extended model with five muscles and therefore five-dimensional sparse grids is being considered (see Fig. 9.1). Here, it will be mandatory to employ spatial adaptivity to cope with the increased dimensionality. In the application of topology optimization, more complicated micro-cell models and more complicated settings could be studied. For example, the widths of the diagonal macro-bars could be constrained [All16]. The dynamic portfolio choice models in the financial application were quite limited. For example, there was no inheritance motive (i.e., bequest), the model did not contain the individual's regular income, and the model did not account for savings for large necessary investments (e.g., cars or houses), which seems unnecessarily unrealistic. Finally, one could consider many other real-world optimization problems or other application fields of B-splines on sparse grids, for instance, data mining or uncertainty quantification. If objective gradients are available besides function values, it might be feasible to directly incorporate the gradients into the interpolation scheme [Baa15].

This extensive but by no means exhaustive list of possible future work can be seen as an inspiration and starting point for new and interesting applications of B-splines for sparse grids.

## A

## Proofs

This chapter contains proofs that were too long or too technical to include them in the main text. For convenience, the corresponding propositions and theorems are repeated before the proofs, using the same numbering as in their original chapter.

## A. 1 Proofs for Chapter 2

## A.1.1 Proof of the Size of the Regular Sparse Grid with Coarse Boundaries

PROPOSITION 2.10 (number of regular sparse grid points with coarse boundary)

$$
\begin{equation*}
\left|\Omega_{n, d}^{s(b)}\right|=\left|\Omega_{n, d}^{s}\right|+\sum_{q=1}^{d} 2^{q}\binom{d}{q}\left|\Omega_{n-q-b+1, d-q}^{s}\right|, \quad b \in \mathbb{N} \tag{2.38}
\end{equation*}
$$

PROOF Note that the outer union in the definition of $L_{n, d}^{s(b)}$ in (2.37b) is indeed disjoint. Therefore,

$$
\begin{equation*}
\left|\Omega_{n, d}^{s(b)}\right|=\sum_{\substack{\ell \in \mathbb{N}^{d} \\\|\ell\|_{1} \leq n}}\left|I_{\ell}\right|+\sum_{\substack{\ell \in \mathbb{N}_{0}^{d} \backslash \mathbb{N}^{d} \\\left(\|\max (\ell, 1)\|_{1} \leq n-b+1\right) \vee(\ell=0)}}\left|I_{\ell}\right| . \tag{A.1}
\end{equation*}
$$

The first sum is the number $\left|\Omega_{n, d}^{s}\right|$ of interior grid points in $\Omega_{n, d}^{s}$. The second sum can be split into summands with the same number $q$ of zero entries, which we count with
$N_{\ell}:=\left|\left\{t \mid \ell_{t}=0\right\}\right|=\|\max (\ell, \mathbf{1})\|_{1}-\|\ell\|_{1}$, and the same level sum $m=\|\ell\|_{1}:$

$$
\begin{equation*}
\left|\Omega_{n, d}^{s(b)}\right|=\left|\Omega_{n, d}^{s}\right|+2^{d}+\sum_{q=1}^{d-1} \sum_{m=d-q}^{n-b-q+1} \sum_{\substack{\ell \in \mathbb{N}_{d}^{d} \\ N_{\ell}=q,\|\ell\|_{1}=m}}\left|I_{\ell}\right|, \tag{A.2}
\end{equation*}
$$

where $2^{d}$ is the summand for $\boldsymbol{\ell}=\mathbf{0}$ (number $\left|I_{0}\right|$ of corners of [0,1]). The limits of the sum over $m$ are $d-q$, since there are $d-q$ entries $\geq 1$ in a level vector with $q$ zero entries, and $n-b-q+1$, since $m=\|\ell\|_{1}=\|\max (\ell, 1)\|_{1}-N_{\ell} \leq n-b+1-N_{\ell}=n-b-q+1$.

In general, the innermost summand $\left|I_{\ell}\right|$ equals $\left|I_{\ell}\right|=\prod_{\left\{t \mid \ell_{t} \geq 1\right\}} 2^{\ell_{t}-1} \cdot \prod_{\left\{t \mid \ell_{t}=0\right\}} 2=$ $2^{\|\ell\|_{1}-d+2 N_{\ell}}$. The number of innermost summands is given by
(A.3) $\left|\left\{\ell \in \mathbb{N}_{0}^{d} \mid N_{\ell}=q,\|\ell\|_{1}=m\right\}\right|=\binom{d}{q}\left|\left\{\ell \in \mathbb{N}^{d-q} \mid\|\ell\|_{1}=m\right\}\right|=\binom{d}{q}\binom{m-1}{d-q-1}$.

This can be seen by first putting $q$ zeros in $d$ places, for which there are $\binom{d}{q}$ possibilities, and then counting all positive vectors of length $d-q$ with level sum $m$, which can be done in $\binom{m-1}{d-q-1}$ ways. Thus,

$$
\begin{equation*}
\left|\Omega_{n, d}^{s(b)}\right|=\left|\Omega_{n, d}^{s}\right|+2^{d}+\sum_{q=1}^{d-1}\binom{d}{q} \sum_{m=d-q}^{n-b-q+1} 2^{m-d+2 q}\binom{m-1}{d-q-1} \tag{A.4a}
\end{equation*}
$$

After shifting the index $m \rightarrow(m+d-q)$ and slightly rearranging the terms, we obtain

$$
\begin{equation*}
\cdots=\left|\Omega_{n, d}^{s}\right|+2^{d}+\sum_{q=1}^{d-1} 2^{q}\binom{d}{q} \sum_{m=0}^{n-d-b+1} 2^{m}\binom{(d-q)-1+m}{(d-q)-1} . \tag{A.4b}
\end{equation*}
$$

We can now use Lemma 2.8 (number of interior regular sparse grid points) to conclude that

$$
\begin{equation*}
\cdots=\left|\Omega_{n, d}^{s}\right|+\sum_{q=1}^{d} 2^{q}\binom{d}{q}\left|\AA_{n-q-b+1, d-q}^{s}\right| \tag{A.4c}
\end{equation*}
$$

as desired.

## A.1.2 Correctness Proof of the Construction of the Regular Sparse Grid with Coarse Boundaries

PROPOSITION 2.11 (invariant of SG generation with coarse boundary)
After iteration $t$ of Alg. $2.1(t=1, \ldots, d)$, it holds

$$
\begin{align*}
L^{(t)}= & \left\{\boldsymbol{\ell} \in \mathbb{N}^{t} \mid\|\boldsymbol{\ell}\|_{1} \leq n-d+t\right\} \\
& \dot{\cup}\left(\left\{\boldsymbol{\ell} \in \mathbb{N}_{0}^{t} \backslash \mathbb{N}^{t} \mid\|\max (\boldsymbol{\ell}, \mathbf{1})\|_{1} \leq n-d+t-b+1\right\} \cup\{\mathbf{0}\}\right) . \tag{2.39}
\end{align*}
$$

PROOF First, we show that every inserted level $\boldsymbol{\ell}^{\prime} \in \mathbb{N}_{0}^{t}$ in the inner loop can be found on the right-hand side of (2.39). If $\ell^{\prime}:=(\ell, 0)$ is inserted for some $\ell \in L^{(t-1)}$, then we have $\|\max (\boldsymbol{\ell}, \mathbf{1})\|_{1} \leq n-d+t-b$ or $\boldsymbol{\ell}=\mathbf{0}$ by line 6 of Alg. 2.1. In the first case, we have

$$
\begin{equation*}
\left\|\max \left(\ell^{\prime}, \mathbf{1}\right)\right\|_{1}=\|\max (\ell, \mathbf{1})\|_{1}+1 \leq n-d+t-b+1, \tag{A.5}
\end{equation*}
$$

and in the second case $\boldsymbol{\ell}^{\prime}=\mathbf{0}$. In either case, $\boldsymbol{\ell}^{\prime}$ is contained in the right-hand side (RHS) of (2.39).

If $\ell^{\prime}:=\left(\ell, \ell_{t}\right)$ is inserted for some $\ell \in L^{(t-1)}$ and $\ell_{t} \in\left\{1, \ldots, \ell^{*}\right\}$, then there are, depending on whether $\ell \in \mathbb{N}^{t-1}$, two cases:

- If $\boldsymbol{\ell} \in \mathbb{N}^{t-1}$, then $\ell^{\prime} \in \mathbb{N}^{t}$ and $\left\|\ell^{\prime}\right\|_{1} \leq\|\ell\|_{1}+\ell^{*}=n-d+t$ due to line 9, i.e., $\ell^{\prime}$ is contained in the first set of the RHS of (2.39).
- If $\boldsymbol{\ell} \notin \mathbb{N}^{t-1}$, then $\ell^{\prime} \notin \mathbb{N}^{t}$ and $\left\|\max \left(\ell^{\prime}, \mathbf{1}\right)\right\|_{1} \leq\|\max (\boldsymbol{\ell}, \mathbf{1})\|_{1}+\ell^{*}=n-d+t-b+1$ due to line 11, i.e., $\ell$ is contained in the second set of the RHS of (2.39).
Thus, all levels that the algorithm inserts into $L^{(t)}$ can be found on the RHS of (2.39).
It remains to prove that all levels on the RHS of (2.39) are eventually inserted by the algorithm into $L^{(t)}$. We prove this by induction over $t=1, \ldots, d$. For $t=1$, the RHS of (2.39) equals $\left\{\ell \in \mathbb{N}_{0} \mid \ell \leq n-d+1\right\}$, which is just $L^{(1)}$ (see line 2 of Alg. 2.1). For the induction step $(t-1) \rightarrow t$, we assume the validity of the induction hypothesis

$$
\begin{align*}
L^{(t-1)}= & \left\{\boldsymbol{\ell} \in \mathbb{N}^{t-1} \mid\|\ell\|_{1} \leq n-d+t-1\right\} \dot{\cup} \\
& \left(\left\{\boldsymbol{\mathbb { N } _ { 0 } ^ { t - 1 } \backslash \mathbb { N } ^ { t - 1 } | \| \operatorname { m a x } ( \boldsymbol { \ell } , \mathbf { 1 } ) \| _ { 1 } \leq n - d + t - b \} \cup \{ \mathbf { 0 } \} ) .} .\right.\right. \tag{A.6}
\end{align*}
$$

The RHS of (2.39) has three parts, so we check for elements $\boldsymbol{\ell}^{\prime} \in \mathbb{N}_{0}^{t}$ of each of the three sets that they are appended to $L^{(t)}$ eventually.

First, let $\ell^{\prime}=\left(\ell, \ell_{t}\right)$ be in the first set of the RHS, i.e., $\ell^{\prime} \in \mathbb{N}^{t}$ (in particular $\ell_{t} \geq 1$ ) and $\left\|\ell^{\prime}\right\|_{1} \leq n-d+t$. Note that $\ell$ will be encountered in the inner loop, as $\ell \in \mathbb{N}^{t-1}$ and $\|\ell\|_{1}=\left\|\ell^{\prime}\right\|_{1}-\ell_{t} \leq n-d+t-1$, which implies $\ell \in L^{(t-1)}$ by the induction hypothesis
(A.6). Since $1 \leq \ell_{t} \leq \ell^{*}$ (due to $\ell_{t}=\left\|\ell^{\prime}\right\|_{1}-\|\ell\|_{1} \leq n-d+t-\|\ell\|_{1}=\ell^{*}$ ), the level $\ell^{\prime}$ is inserted into $L^{(t)}$ during the innermost loop in line 12 of Alg. 2.1.

Second, let $\ell^{\prime}=\left(\ell, \ell_{t}\right)$ be in the second set of the RHS, i.e., we have $\ell^{\prime} \notin \mathbb{N}^{t}$ and $\left\|\max \left(\ell^{\prime}, 1\right)\right\|_{1} \leq n-d+t-b+1$. Here, there are three cases:

1. $\ell_{t} \geq 1$ : This implies $\ell \notin \mathbb{N}^{t-1}$ and $\|\max (\ell, \mathbf{1})\|_{1}=\left\|\max \left(\ell^{\prime}, \mathbf{1}\right)\right\|_{1}-\ell_{t} \leq n-d+t-b$. Consequently, $\ell \in L^{(t-1)}$ by the induction hypothesis (A.6). As $1 \leq \ell_{t} \leq \ell^{*}$ (due to $\left.\ell_{t} \leq n-d+t-b+1-\|\max (\ell, \mathbf{1})\|_{1}=\ell^{*}\right), \ell$ is added to $L^{(t)}$ in line 12.
2. $\ell_{t}=0$ and $\ell \in \mathbb{N}^{t-1}$ : This implies $\|\ell\|_{1}=\left\|\ell^{\prime}\right\|_{1}=\left\|\max \left(\ell^{\prime}, \mathbf{1}\right)\right\|_{1}-1 \leq n-d+t-b \leq$ $n-d+t-1$ since $b \geq 1$. Again, by the induction hypothesis (A.6), $\ell$ is added to $L^{(t)}$ in line 7 due to $\|\max (\ell, \mathbf{1})\|_{1}=\|\ell\|_{1} \leq n-d+t-b$.
3. $\ell_{t}=0$ and $\ell \notin \mathbb{N}^{t-1}$ : This implies $\|\max (\ell, \mathbf{1})\|_{1}=\left\|\max \left(\ell^{\prime}, \mathbf{1}\right)\right\|_{1}-1 \leq n-d+t-b$. Again, by the induction hypothesis (A.6), $\ell$ is added to $L^{(t)}$ in line 7.

Third, let $\ell=(0,0) \in \mathbb{N}_{0}^{t}$ be in the third set of the RHS. This level is appended in line 7 to $L^{(t)}$, since $\ell^{\prime}=0 \in \mathbb{N}_{0}^{t-1}$ is in $L^{(t-1)}$ by the induction hypothesis (A.6).

## A. 2 Proofs for Chapter 3

## A.2.1 Proof of the Linear Independence of Hierarchical B-Splines

PROPOSITION 3.5 (hierarchical B-splines are linearly independent)
The hierarchical $B$-splines $\varphi_{\ell^{\prime}, i^{\prime}}^{p}\left(\ell^{\prime} \leq \ell, i^{\prime} \in I_{\ell^{\prime}}\right)$ are linearly independent.

PROOF The proof is rigorous for the common B-spline degrees of $p \in\{1,3,5,7\}$. For higher degrees, the proof has to be viewed as a sketch.

We follow the presentation in [Vale16] and prove the assertion by induction over $\ell \in \mathbb{N}_{0}$. For $\ell=0$, the B-splines $\varphi_{0, i^{\prime}}^{p}$ with $i^{\prime} \in\{0,1\}$ are linearly independent. For the induction step $(\ell-1) \rightarrow \ell$, let

$$
\begin{equation*}
\sum_{\ell^{\prime}=0}^{\ell} \sum_{i^{\prime} \in I_{\ell^{\prime}}} \alpha_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}^{p} \equiv 0 \tag{A.7}
\end{equation*}
$$

be a linear combination of the zero function. We separate the summands of level $\ell$ from the summands of coarser levels $\ell^{\prime}<\ell$ :

$$
\begin{equation*}
\sum_{i \in I_{\ell}} \alpha_{\ell, i} \varphi_{\ell, i}^{p}=: g_{1} \equiv g_{2}:=-\sum_{\ell^{\prime}=0}^{\ell-1} \sum_{i^{\prime} \in I_{\ell^{\prime}}} \alpha_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}^{p} \tag{A.8}
\end{equation*}
$$

The right-hand side $g_{2}$ is smooth in every grid point $x_{\ell, i}$ of level $\ell\left(i \in I_{\ell}\right)$, since these grid points are not knots of the hierarchical B-splines $\varphi_{\ell^{\prime}, i^{\prime}}^{p}$ of level $\ell^{\prime}<\ell\left(i^{\prime} \in I_{\ell^{\prime}}\right)$. This implies that the left-hand side $g_{1}$ must be smooth there as well:

$$
\begin{equation*}
\underbrace{\sum_{i \in I_{\ell}} \alpha_{\ell, i} \partial_{-}^{p} \varphi_{\ell, i}^{p}\left(x_{\ell, i^{\prime}}\right)}_{=\partial_{-}^{p} g_{1}\left(x_{\ell, i^{\prime}}\right)}=\underbrace{\sum_{i \in I_{\ell}} \alpha_{\ell, i} \partial_{+}^{p} \varphi_{\ell, i}^{p}\left(x_{\ell, i^{\prime}}\right)}_{=\partial_{+}^{p} g_{1}\left(x_{\ell, i^{\prime}}\right)}, \quad i^{\prime} \in I_{\ell}, \tag{A.9}
\end{equation*}
$$

where $\partial_{-}^{p}$ and $\partial_{+}^{p}$ denote the left and right derivative of order $p$, respectively. By repeated application of (3.3), one can show that

$$
\begin{equation*}
\partial_{-}^{p} b^{p}(k+1)=(-1)^{k}\binom{p}{k}=\partial_{+}^{p} b^{p}(k), \quad k \in \mathbb{Z}, \tag{A.10}
\end{equation*}
$$

where $\binom{p}{k}=0$ for $k<0$ or $k>p$ [Höl13]. We can insert this relation into (A.9) and use (3.5) to obtain

$$
\begin{equation*}
\sum_{i \in I_{\ell}} \alpha_{\ell, i}(-1)^{k-1}\binom{p}{k-1}=\sum_{i \in I_{\ell}} \alpha_{\ell, i}(-1)^{k}\binom{p}{k}, \quad i^{\prime} \in I_{\ell}, \quad k:=\frac{p+1}{2}+i^{\prime}-i . \tag{A.11}
\end{equation*}
$$

As $\binom{p}{k-1}+\binom{p}{k}=\binom{p+1}{k}$ and $(-1)^{k}$ is constant for $i \in I_{\ell}$ when $i^{\prime}$ is fixed, this is equivalent to

$$
\begin{equation*}
\sum_{i \in I_{\ell}} \alpha_{\ell, i}\binom{p+1}{\frac{p+1}{2}+i^{\prime}-i}=0, \quad i^{\prime} \in I_{\ell} . \tag{A.12}
\end{equation*}
$$

This is a square system of linear equations whose system matrix $A(p)$ is a banded symmetric Toeplitz matrix_ of size $2^{\ell-1} \times 2^{\ell-1}$ with bandwidth $\left\lceil\frac{p-1}{4}\right\rceil$. The non-zero values of $\boldsymbol{A}(p)$ are tabulated for some degrees $p$ in Tab. A.1. For $p=1,3,5,7$, the corresponding matrices are diagonally dominant and therefore regular. For higher B-spline degrees $p$, the regularity of $A(p)$ has to be shown differently.

Due to the regularity of $A(p)$, we infer from (A.12) that $\alpha_{\ell, i}=0$ for $i \in I_{\ell}$. According to (A.7), we obtain a linear combination of the zero function with the hierarchical Bsplines of level $<\ell$, i.e.,

$$
\begin{equation*}
\sum_{\ell^{\prime}=0}^{\ell-1} \sum_{i^{\prime} \in I_{\ell^{\prime}}} \alpha_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}^{p}=0 \tag{A.13}
\end{equation*}
$$

which implies $\alpha_{\ell^{\prime}, i^{\prime}}=0$ for all $\ell^{\prime}<\ell$ and $i^{\prime} \in I_{\ell^{\prime}}$ by the induction hypothesis. Thus, the

[^46]|  | $k=0$ | $k=1$ | $k=2$ | $k=3$ |
| :--- | :---: | :---: | :---: | :---: |
| $p=1$ | 2 |  |  |  |
| $p=3$ | 6 | 1 |  |  |
| $p=5$ | 20 | 6 |  |  |
| $p=7$ | 70 | 28 | 1 |  |
| $p=9$ | 252 | 120 | 10 |  |
| $p=11$ | 924 | 495 | 66 | 1 |

TABLE A. 1 Non-zero values $A_{j, j+k}(p)$ of the diagonals of $A(p)$ obtained in (A.12).
hierarchical B-splines $\varphi_{\ell^{\prime}, i^{\prime}}^{p}\left(\ell^{\prime} \leq \ell, i^{\prime} \in I_{\ell^{\prime}}\right)$ are linearly independent.

## A. 3 Proofs for Chapter 4

## A.3.1 Combinatorial Proof of the Combination Technique

DEFINITION A. 1 (binomial coefficient for integer parameters)
The binomial coefficient $\binom{n}{k}$ is defined for $n \in \mathbb{N}_{0}$ and $k \in \mathbb{Z}$ as

$$
\binom{n}{k}:= \begin{cases}\frac{n(n-1) \cdots(n-(k-1))}{k!}, & 0<k<n  \tag{A.14}\\ 1, & (k=0) \vee(k=n) \\ 0, & (k<0) \vee(k>n)\end{cases}
$$

LEMMA A. 2 (inclusion-exclusion counting lemma)
For $a \in \mathbb{N}_{0}, r \geq a$, and $s \in \mathbb{Z}$, we have
(A.15)

$$
\sum_{q=0}^{a}(-1)^{q}\binom{a}{q}\binom{r-q}{s}=\binom{r-a}{s-a}
$$

PROOF We apply the upper negation formula (see Eq. (5.14) of [Gra94]) to the second binomial of the left-hand side (LHS):
(A.16a)

$$
\sum_{q=0}^{a}(-1)^{q}\binom{a}{q}\binom{r-q}{s}=(-1)^{s} \sum_{q=0}^{a}\binom{a}{0+q}\binom{(s-r-1)+q}{s}(-1)^{q}
$$

This sum can be simplified using the identity in Eq. (5.24) of [Gra94] (the sum has already been written in the same way as in [Gra94]):

$$
\begin{equation*}
\cdots=(-1)^{s+a}\binom{s-r-1}{s-a} \tag{A.16b}
\end{equation*}
$$

Applying the upper negation formula again,

$$
\begin{equation*}
\cdots=\binom{r-a}{s-a} \tag{A.16c}
\end{equation*}
$$

we obtain the desired quantity.
PROPOSITION 4.4 (inclusion-exclusion principle)
For every $\boldsymbol{x}_{\ell, i} \in \Omega_{n, d}^{\mathrm{s}}$, we have

$$
\begin{equation*}
\sum_{q=0}^{d-1}(-1)^{q}\binom{d-1}{q} \cdot\left|\left\{\boldsymbol{\ell}^{\prime} \mid\left\|\ell^{\prime}\right\|_{1}=n-q, \Omega_{\ell^{\prime}} \ni \boldsymbol{x}_{\ell, i}\right\}\right|=1 \tag{4.19}
\end{equation*}
$$

PROOF Let $q=0, \ldots, d-1$ and $\boldsymbol{x}_{\ell, i} \in \Omega_{n, d}^{\mathrm{s}}$, i.e., $\|\boldsymbol{\ell}\|_{1} \leq n$ and $\boldsymbol{i} \in I_{\ell}$. Note that for $\boldsymbol{\ell}^{\prime} \in \mathbb{N}_{0}^{d}$, we have $\Omega_{\ell^{\prime}} \ni \boldsymbol{x}_{\ell, i} \Longleftrightarrow \boldsymbol{\ell}^{\prime} \geq \boldsymbol{\ell}$. Hence,
(A.17a)

$$
\begin{align*}
\left|\left\{\boldsymbol{\ell}^{\prime} \mid\left\|\ell^{\prime}\right\|_{1}=n-q, \Omega_{\ell^{\prime}} \ni \boldsymbol{x}_{\ell, i}\right\}\right| & =\left|\left\{\ell^{\prime} \mid\left\|\ell^{\prime}\right\|_{1}=n-q, \ell^{\prime} \geq \boldsymbol{\ell}\right\}\right| \\
& =\left|\left\{\boldsymbol{a} \in \mathbb{N}_{0}^{d} \mid\|\boldsymbol{a}\|_{1}=n-q-\|\boldsymbol{\ell}\|_{1}\right\}\right| \tag{A.17b}
\end{align*}
$$

by mapping $\boldsymbol{a}:=\ell^{\prime}-\boldsymbol{\ell}$. The size of the last set is known as the number of weak compositions of $n-q-\|\ell\|_{1}$ into $d$ parts and can be computed as

$$
\begin{equation*}
\cdots=\binom{n-q-\|\ell\|_{1}+d-1}{d-1} \tag{A.17c}
\end{equation*}
$$

see Theorem 2.2 of [Bón15]. Now, we can use Lemma A. 2 with the values $a:=s:=d-1$ and $r:=n-\|\ell\|_{1}+d-1$ to conclude that the LHS of the assertion (4.19) equals

$$
\begin{equation*}
\sum_{q=0}^{d-1}(-1)^{q}\binom{d-1}{q} \cdot\binom{n-q-\|\ell\|_{1}+d-1}{d-1}=\binom{n-\|\ell\|_{1}}{0}=1 \tag{A.18}
\end{equation*}
$$

proving the proposition.

LEMMA A. $3 \sim$ is an equivalence relation.

PROOF We check reflexivity, symmetry, and transitivity of $\sim$ :

- Reflexivity: Using the same level $\ell^{\prime}=\ell^{\prime \prime}$ implies $T_{\ell^{\prime}, \ell^{\prime}}=\left\{t \mid \ell_{t}^{\prime}<\ell_{t}\right\}$. For all $t \notin T_{\ell^{\prime}, \ell^{\prime}}$, we have $\ell_{t}^{\prime} \geq \ell_{t}$. Consequently, $\ell^{\prime} \sim \ell^{\prime}$.
- Symmetry: We have $\ell^{\prime} \sim \ell^{\prime \prime} \Longleftrightarrow \ell^{\prime \prime} \sim \ell^{\prime}$, since $T_{\ell^{\prime}, \ell^{\prime \prime}}=T_{\ell^{\prime \prime}, \ell^{\prime}}$ and $\min \left\{\ell_{t}^{\prime}, \ell_{t}^{\prime \prime}\right\}=$ $\min \left\{\ell_{t}^{\prime \prime}, \ell_{t}^{\prime}\right\}$.
- Transitivity: Let $\ell^{\prime} \sim \hat{\ell}, \hat{\ell} \sim \ell^{\prime \prime}$, and $t \notin T_{\ell^{\prime}, \ell^{\prime \prime}}$. From the definition of $T_{\ell^{\prime}, \ell^{\prime \prime}}$, it holds that either $\ell_{t}^{\prime} \neq \ell_{t}^{\prime \prime}$ or $\ell_{t}^{\prime}=\ell_{t}^{\prime \prime} \geq \ell_{t}$. As $\ell_{t}^{\prime}=\ell_{t}^{\prime \prime} \geq \ell_{t}$ already implies $\min \left\{\ell_{t}^{\prime}, \ell_{t}^{\prime \prime}\right\} \geq \ell_{t}$, we assume that $\ell_{t}^{\prime} \neq \ell_{t}^{\prime \prime}$. Here, we have three cases:
- Case 1: $\ell_{t}^{\prime} \neq \hat{\ell}_{t}=\ell_{t}^{\prime \prime} . t \notin T_{\ell^{\prime}, \hat{\ell}}$ implies $\ell_{t}^{\prime} \geq \ell_{t}$ and $\ell_{t}^{\prime \prime}=\hat{\ell}_{t} \geq \ell_{t}$. Therefore, $\min \left\{\ell_{t}^{\prime}, \ell_{t}^{\prime \prime}\right\} \geq \ell_{t}$.
- Case $2: \ell_{t}^{\prime}=\hat{\ell}_{t} \neq \ell_{t}^{\prime \prime}$. Analogously to the first case, we conclude $\min \left\{\ell_{t}^{\prime}, \ell_{t}^{\prime \prime}\right\} \geq \ell_{t}$.
- Case 3: $\ell_{t}^{\prime} \neq \hat{\ell}_{t} \neq \ell_{t}^{\prime \prime} . t \notin T_{\ell^{\prime}, \hat{\ell}}$ implies $\ell_{t}^{\prime} \geq \ell_{t}$ and $t \notin T_{\ell^{\prime \prime}, \hat{\ell}}$ implies $\ell_{t}^{\prime \prime} \geq \ell_{t}$. Hence, $\min \left\{\ell_{t}^{\prime}, \ell_{t}^{\prime \prime}\right\} \geq \ell_{t}$.

Therefore, it holds that $\min \left\{\ell_{t}^{\prime}, \ell_{t}^{\prime \prime}\right\} \geq \ell_{t}$ for all $t \notin T_{\ell^{\prime}, \ell^{\prime \prime}}$, i.e., $\ell^{\prime} \sim \ell^{\prime \prime}$.
This shows that $\sim$ is an equivalence relation.
LEMMA 4.6 Let $\boldsymbol{\ell}^{\prime}, \boldsymbol{\ell}^{\prime \prime} \in L$ with $\boldsymbol{\ell}^{\prime} \sim \boldsymbol{\ell}^{\prime \prime}$. Then, $f_{\ell^{\prime}}\left(\boldsymbol{x}_{\ell, i}\right)=f_{\ell^{\prime \prime}}\left(\boldsymbol{x}_{\ell, i}\right)$.

PROOF First, we note that $T_{\ell^{\prime}, \ell^{\prime \prime}} \neq \emptyset$. Otherwise, for $T_{\ell^{\prime}, \ell^{\prime \prime}}=\emptyset$, we have $\min \left\{\ell_{t}^{\prime}, \ell_{t}^{\prime \prime}\right\} \geq \ell_{t}$ for all $t=1, \ldots, d$, which implies $\boldsymbol{\ell}^{\prime} \geq \boldsymbol{\ell}$, i.e., $\Omega_{\ell^{\prime}} \ni \boldsymbol{x}_{\ell, i}$. This contradicts the fact that $\ell^{\prime} \in L$, where $L$ is defined in (4.20) (which holds as our equivalence relation is only defined on $L$ ). Therefore, $T_{\ell^{\prime}, \ell^{\prime \prime}} \neq \emptyset$ must hold. Without loss of generality, we assume that $T_{\ell^{\prime}, \ell^{\prime \prime}}=\{1, \ldots, m\}$ for some $m \in\{1, \ldots, d\}$.

Let

$$
\begin{equation*}
S:=\boldsymbol{x}_{\ell, i}+\operatorname{span}\left\{\boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{m}\right\}=\left\{\boldsymbol{x}_{\ell, i}+\sum_{t=1}^{m} c_{t} \boldsymbol{e}_{t} \mid c_{1}, \ldots, c_{m} \in \mathbb{R}\right\} \tag{A.19}
\end{equation*}
$$

be the $m$-dimensional affine subspace of $\mathbb{R}^{d}$ through $\boldsymbol{x}_{\ell, i}$ parallel to the dimensions $1, \ldots, m$, where $e_{t}$ is the $t$-th standard basis vector. It holds that $S \cap \Omega_{\ell^{\prime}}=S \cap \Omega_{\ell^{\prime \prime}}$ due to $\ell_{t}^{\prime}=\ell_{t}^{\prime \prime}$ for $t \leq m ._{-}^{2}$

On this $m$-dimensional grid $S \cap \Omega_{\ell^{\prime}}=S \cap \Omega_{\ell^{\prime \prime}}$, the full grid interpolants $f_{\ell^{\prime}}$ and $f_{\ell^{\prime \prime}}$ coincide, as both interpolate the function values given by the objective function $f$ :

$$
\begin{equation*}
\left.f_{\ell^{\prime}}\right|_{S \cap \Omega_{\ell^{\prime}}}=\left.f\right|_{S \cap \Omega_{\ell^{\prime}}}=\left.f_{\ell^{\prime \prime}}\right|_{S \cap \Omega_{\ell^{\prime}}} . \tag{A.20}
\end{equation*}
$$

[^47]However, this does not suffice to conclude $f_{\ell^{\prime}}\left(\boldsymbol{x}_{\ell, i}\right)=f_{\ell^{\prime \prime}}\left(\boldsymbol{x}_{\ell, i}\right)$, since $\boldsymbol{x}_{\ell, i} \notin \Omega_{\ell^{\prime}}$.
To this end, we recall from (2.11) that

$$
\begin{equation*}
f_{\ell^{\prime}}=\sum_{i^{\prime}=0}^{2^{\ell^{\prime}}} c_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}, \quad c_{\ell^{\prime}, i^{\prime}} \in \mathbb{R} . \tag{A.21}
\end{equation*}
$$

This implies that the $m$-variate restricted interpolant $\left.f_{\ell^{\prime}}\right|_{\Omega \cap[0,1]}$ can be written as

$$
\begin{align*}
\left(\left.f_{\ell^{\prime}}\right|_{S \cap[0,1]}\right)\left(x_{1: m}\right) & =\sum_{i_{1: m}^{\prime}=0}^{2^{\ell_{1: m}^{\prime}}}{\tilde{\ell_{\ell}^{\prime}}{ }^{\prime}: i_{1: m}^{\prime}} \varphi_{\ell_{1: m}^{\prime}, i_{1: m}^{\prime}}\left(x_{1: m}\right), \quad x_{1: m} \in[0,1]^{m},  \tag{A.22a}\\
\tilde{c}_{\ell_{1: m}^{\prime}, i_{1: m}^{\prime}} & :=\sum_{i_{m+1: d}^{\prime}=0}^{2_{m+1: d}^{\prime}} c_{\ell^{\prime}, i^{\prime}} \varphi_{\ell_{m+1: d}^{\prime}} i_{m+1: d}^{\prime}\left(x_{\ell_{m+1: d} i_{m+1: d}}\right) \tag{A.22b}
\end{align*}
$$

by factoring out tensor product factors corresponding to dimensions $m+1, \ldots, d$. The subscripts $1: m$ and $m+1: d$ denote the entries with respect to the dimensions $1, \ldots, m$ and $m+1, \ldots, d$, respectively. As a result, both $\left.f_{\ell^{\prime}}\right|_{S \cap[0,1]}$ and, analogously, $\left.f_{\ell^{\prime \prime}}\right|_{S \cap[0,1]}$ are interpolants of $f$ in $V_{\ell_{1: m}^{\prime}}=V_{\ell_{1: m}^{\prime \prime}}$. Due to Lemma 2.1 (linear independence of tensor products), it follows from (A.20) that they must be the same:

$$
\begin{equation*}
\left.f_{\ell^{\prime}}\right|_{S \cap[0,1]}=\left.f_{\ell^{\prime \prime}}\right|_{S \cap[0,1]} . \tag{A.23}
\end{equation*}
$$

Consequently, $f_{\ell^{\prime}}\left(\boldsymbol{x}_{\ell, i}\right)=f_{\ell^{\prime \prime}}\left(\boldsymbol{x}_{\ell, i}\right)$ as $\boldsymbol{x}_{\ell, i} \in S \cap[\mathbf{0}, \mathbf{1}]$.
LEMMA 4.7 (characterization of equivalence classes)
Let $L_{0} \in L / \sim$ be an equivalence class of $\sim$. If we define

$$
\begin{equation*}
T_{L_{0}}:=\left\{t \mid \exists_{\ell_{t}^{*}<\ell_{t}} \forall_{\ell^{\prime} \in L_{0}} \ell_{t}^{\prime}=\ell_{t}^{*}\right\} \tag{4.22}
\end{equation*}
$$

as the set of dimensions $t$ in which all levels in $L_{0}$ have the same entry $\ell_{t}^{*}<\ell_{t}$, then

$$
\begin{equation*}
L_{0}=\left\{\ell^{\prime} \in L \mid \forall_{t \in T_{L_{0}}} \ell_{t}^{\prime}=\ell_{t}^{*}, \forall_{t \notin T_{L_{0}}} \ell_{t}^{\prime} \geq \ell_{t}\right\} . \tag{4.23}
\end{equation*}
$$

PROOF " $\subseteq$ ": Let $\ell^{\prime} \in L_{0}$. We have to prove that $\forall_{t \in T_{L_{0}}} \ell_{t}^{\prime}=\ell_{t}^{*}$ and $\forall_{t \notin T_{L_{0}}} \ell_{t}^{\prime} \geq \ell_{t}$. The first statement is clear by the definition of $T_{L_{0}}$. Therefore, let $t \notin T_{L_{0}}$. By the definition of $T_{L_{0}}$, we have either $\exists_{\hat{\ell} \in L_{0}} \ell_{t}^{\prime} \neq \hat{\ell}_{t}$ or $\forall_{\hat{\ell} \in L_{0}} \ell_{t}^{\prime}=\hat{\ell}_{t} \geq \ell_{t}$. In the latter case, we obtain $\ell_{t}^{\prime} \geq \ell_{t}$ (e.g., by setting $\hat{\ell}$ to $\ell^{\prime}$ ). In the former case, there is an $\hat{\ell} \in L_{0}$ such that $\ell_{t}^{\prime} \neq \hat{\ell}_{t}$. Due to $\ell^{\prime} \sim \hat{\ell}$ (since $\ell^{\prime}$ and $\hat{\ell}$ are both contained in the same equivalence class $L_{0}$ ) and $t \notin T_{\ell^{\prime}, \hat{\ell}}$, we have $\min \left\{\ell_{t}^{\prime}, \hat{\ell}_{t}\right\} \geq \ell_{t}$. This implies $\forall_{t \notin T_{L_{0}}} \ell_{t}^{\prime} \geq \ell_{t}$, as desired.
" $\supseteq$ ": Let $\ell^{\prime} \in L$ such that $\forall_{t \in T_{L_{0}}} \ell_{t}^{\prime}=\ell_{t}^{*}$ and $\forall_{t \notin T_{L_{0}}} \ell_{t}^{\prime} \geq \ell_{t}$. Furthermore, let $\ell^{\prime \prime} \in L_{0}$ be an arbitrary representative of $L_{0}$. We prove that $\ell^{\prime} \sim \ell^{\prime \prime}$ (i.e., $\ell^{\prime} \in L_{0}$ ). Note that $T_{L_{0}} \subseteq T_{\ell^{\prime}, \ell^{\prime \prime}}$, as $t \in T_{L_{0}}$ implies $\ell_{t}^{\prime \prime}=\ell_{t}^{*}<\ell_{t}$, which can be combined with $\ell_{t}^{\prime}=\ell_{t}^{*}$ to $\ell_{t}^{\prime}=\ell_{t}^{\prime \prime}<\ell_{t}$, i.e., $t \in T_{\ell^{\prime}, \ell^{\prime \prime}}$.

To prove the equivalence of $\ell^{\prime}$ and $\ell^{\prime \prime}$, let $t \notin T_{\ell^{\prime}, \ell^{\prime \prime}}$, i.e., $t \notin T_{L_{0}}$. By assumption on $\ell^{\prime}$, it holds $\ell_{t}^{\prime} \geq \ell_{t}$. Hence, it remains to show that $\ell_{t}^{\prime \prime} \geq \ell_{t}$ as well. Again, by definition of $T_{L_{0}}$, we have either $\exists_{\hat{\ell} \in L_{0}} \ell_{t}^{\prime \prime} \neq \hat{\ell}_{t}$ or $\forall_{\hat{\ell} \in L_{0}} \ell_{t}^{\prime \prime}=\hat{\ell}_{t} \geq \ell_{t}$. In the second case, it holds $\ell_{t}^{\prime \prime} \geq \ell_{t}$. In the first case, there is an $\hat{\ell} \in L_{0}$ such that $\ell_{t}^{\prime \prime} \neq \hat{\ell}_{t}$. Due to $\ell^{\prime \prime} \sim \hat{\ell}$ (since $\ell^{\prime \prime}$ and $\hat{\ell}$ are both contained in the same equivalence class $L_{0}$ ) and $t \notin T_{\ell^{\prime \prime}, \hat{\ell}}$, we have $\min \left\{\ell_{t}^{\prime \prime}, \hat{\ell}_{t}\right\} \geq \ell_{t}$. In particular, $\ell_{t}^{\prime \prime} \geq \ell_{t}$. In total, we have $\min \left\{\ell_{t}^{\prime}, \ell_{t}^{\prime \prime}\right\} \geq \ell_{t}$ for all $t \notin T_{\ell^{\prime}, \ell^{\prime \prime}}$, proving that $\ell^{\prime}$ and $\ell^{\prime \prime}$ are equivalent, as asserted.

PROPOSITION 4.8 (function value cancellation)
For every $\boldsymbol{x}_{\ell, i} \in \Omega_{n, d}^{\mathrm{s}}$, we have

$$
\begin{equation*}
\sum_{q=0}^{d-1}(-1)^{q}\binom{d-1}{q} \cdot \sum_{\substack{\left\|\ell^{\prime}\right\|_{1}=n-q \\ \Omega_{\ell^{\prime}} \ngtr \boldsymbol{x}_{\ell, i}}} f_{\ell^{\prime}}\left(\boldsymbol{x}_{\ell, i}\right)=0 \tag{4.24}
\end{equation*}
$$

PROOF Lemma 4.6 implies that the summands $f_{\ell^{\prime}}\left(\boldsymbol{x}_{\ell, i}\right)$ corresponding to levels $\boldsymbol{\ell}^{\prime}$ of the same equivalence class $L_{0} \in L / \sim$ are identical. Let $f_{L_{0}}$ denote the common function value. The sum in the LHS of the assertion can be reordered to combine levels of the equivalence classes $L_{0} \in L / \sim$ :

$$
\begin{align*}
& \sum_{q=0}^{d-1}(-1)^{q}\binom{d-1}{q} \cdot \sum_{\substack{\left\|\ell^{\prime}\right\|_{1}=n-q \\
\Omega_{\ell^{\prime}} \ngtr \boldsymbol{\ell}_{\ell, i}}} f_{\ell^{\prime}}\left(\boldsymbol{x}_{\ell, i}\right)  \tag{A.24a}\\
& =\sum_{L_{0} \in L / \sim} f_{L_{0}} \sum_{q=0}^{d-1}(-1)^{q}\binom{d-1}{q} \cdot\left|\left\{\boldsymbol{\ell}^{\prime} \in L_{0} \mid\left\|\ell^{\prime}\right\|_{1}=n-q\right\}\right| .
\end{align*}
$$

It now suffices to show that the inner sum vanishes for every equivalence class $L_{0} \in L / \sim$.
To this end, we have to calculate $\left|\left\{\ell^{\prime} \in L_{0} \mid\left\|\ell^{\prime}\right\|_{1}=n-q\right\}\right|$ for a fixed equivalence class $L_{0}$. Without loss of generality, let $T_{L_{0}}=\{1, \ldots, m\}$ in the notation of Lemma 4.7 (characterization of equivalence classes) with $1 \leq m \leq d$. Note that the case $m=0$ is impossible: Otherwise, $T_{L_{0}}=\emptyset$ implies $\forall_{\ell^{\prime} \in L_{0}} \ell^{\prime} \geq \ell$ by Lemma 4.7, and as equivalence classes are non-empty, there is at least one $\ell^{\prime} \in L_{0}$ with $\ell^{\prime} \geq \ell$. However, this is equivalent to $\Omega_{\ell^{\prime}} \ni \boldsymbol{x}_{\ell, i}$, which contradicts $\boldsymbol{\ell}^{\prime} \in L$. Hence, we have $m>0$.

To enumerate all levels $\ell^{\prime} \in L_{0}$ with $\left\|\ell^{\prime}\right\|_{1}=n-q$, we exploit the characterization of
$L_{0}$ of Lemma 4.7. For notational convenience, we define the vector

$$
\begin{equation*}
\hat{\ell}:=\left(\ell_{1}^{*}, \ldots, \ell_{m}^{*}, \ell_{m+1}, \ldots, \ell_{d}\right) \tag{A.25}
\end{equation*}
$$

where $\ell^{*}$ is given as in Lemma 4.7. We show that $\boldsymbol{a}:=\left(\ell_{t}^{\prime}-\ell_{t}\right)_{t=m+1, \ldots, d}$ constitutes a bijection between

$$
\begin{equation*}
\left\{\boldsymbol{\ell}^{\prime} \in L_{0} \mid\left\|\ell^{\prime}\right\|_{1}=n-q\right\} \quad \text { and } \quad\left\{\boldsymbol{a} \in \mathbb{N}_{0}^{d-m} \mid\|\boldsymbol{a}\|_{1}=n-q-\|\hat{\ell}\|_{1}\right\}: \tag{A.26}
\end{equation*}
$$

- Let $\ell^{\prime} \in L_{0}$ with $\left\|\ell^{\prime}\right\|_{1}=n-q$. Then, $\forall_{t=m+1, \ldots, d} \ell_{t}^{\prime}-\ell_{t} \geq 0$ (by Lemma 4.7), i.e., $\boldsymbol{a} \in \mathbb{N}_{0}^{d-m}$, and

$$
\begin{equation*}
\|\boldsymbol{a}\|_{1}=\sum_{t=m+1}^{d}\left(\ell_{t}^{\prime}-\ell_{t}\right)=\left(\left\|\ell^{\prime}\right\|_{1}-\sum_{t=1}^{m} \ell_{t}^{\prime}\right)-\sum_{t=m+1}^{d} \hat{\ell}_{t}=n-q-\|\hat{\ell}\|_{1} . \tag{A.27}
\end{equation*}
$$

- Conversely, let $\boldsymbol{a} \in \mathbb{N}_{0}^{d-m}$ with $\|\boldsymbol{a}\|_{1}=n-q-\|\hat{\boldsymbol{\ell}}\|_{1}$. If we define $\boldsymbol{\ell}^{\prime}$ as

$$
\begin{equation*}
\ell^{\prime}=\left(\ell_{1}^{*}, \ldots, \ell_{m}^{*}, a_{1}+\ell_{m+1}, \ldots, a_{d-m}+\ell_{d}\right), \tag{A.28}
\end{equation*}
$$

then $\forall_{t=1, \ldots, m} \ell_{t}^{\prime}=\ell_{t}^{*}<\ell_{t}$ and $\forall_{t=m+1, \ldots, d} \ell_{t}^{\prime} \geq \ell_{t}$. By Lemma 4.7, we obtain $\ell^{\prime} \in L_{0}$ and

$$
\begin{equation*}
\left\|\ell^{\prime}\right\|_{1}=\|\hat{\ell}\|_{1}+\|\boldsymbol{a}\|_{1}=n-q . \tag{A.29}
\end{equation*}
$$

This bijection implies that

$$
\begin{equation*}
\left|\left\{\boldsymbol{\ell}^{\prime} \in L_{0} \mid\left\|\ell^{\prime}\right\|_{1}=n-q\right\}\right|=\left|\left\{\boldsymbol{a} \in \mathbb{N}_{0}^{d-m} \mid\|\boldsymbol{a}\|_{1}=n-q-\|\hat{\ell}\|_{1}\right\}\right| . \tag{A.30a}
\end{equation*}
$$

This is the number of weak decompositions of $n-q-\|\hat{\ell}\|_{1}$ into $d-m$ parts:

$$
\begin{equation*}
\cdots=\binom{n-q-\|\hat{\ell}\|_{1}+d-m-1}{d-m-1}, \tag{A.30b}
\end{equation*}
$$

see Theorem 2.2 of [Bón15]. We insert this quantity into the inner sum of (A.24b):

$$
\begin{align*}
& \sum_{q=0}^{d-1}(-1)^{q}\binom{d-1}{q} \cdot\left|\left\{\ell^{\prime} \in L_{0} \mid\left\|\ell^{\prime}\right\|_{1}=n-q\right\}\right|  \tag{A.31a}\\
& =\sum_{q=0}^{d-1}(-1)^{q}\binom{d-1}{q} \cdot\binom{n-q-\|\hat{\ell}\|_{1}+d-m-1}{d-m-1} . \tag{A.31b}
\end{align*}
$$

Again, we apply Lemma A. 2 (inclusion-exclusion counting lemma) with the values $a:=$ $d-1, r:=n-\|\hat{\ell}\|_{1}+d-m-1$, and $s:=d-m-1$ to infer that as claimed, (A.31) is equal to

$$
\begin{equation*}
\binom{n-\|\hat{\ell}\|_{1}-m}{-m}=0 \tag{A.32}
\end{equation*}
$$

by the convention for binomial coefficients in Def. A. 1 as $-m<0$.
Note that for the calculation in Equations (A.31) and (A.32) to be correct, we have to ensure that $n-\|\hat{\ell}\|_{1}-m \geq 0$; otherwise, the binomial coefficients would not be welldefined. This is a direct consequence of the fact that $\ell_{t}^{*}<\ell_{t}$ for all $t=1, \ldots, m$ (see Lemma 4.7) as
(A.33) $n-\|\hat{\ell}\|_{1}-m=n-\sum_{t=1}^{m} \ell_{t}^{*}-\sum_{t=m+1}^{d} \ell_{t}-m \geq n-\sum_{t=1}^{m}\left(\ell_{t}-1\right)-\sum_{t=m+1}^{d} \ell_{t}-m=n-\|\ell\|_{1} \geq 0$, where we have used $\ell_{t}^{*} \leq \ell_{t}-1$ for $t=1, \ldots, m$ and $\|\ell\|_{1} \leq n$.

## A.3.2 Correctness Proof of the Method of Residual Interpolation

PROPOSITION 4.10 (invariant of residual interpolation)
For $j=1, \ldots, m$, it holds
(4.28a) $\quad r_{\ell^{(j)}}^{(j-1)}\left(x_{\ell, i}\right)=0$,

$$
\ell \leq \ell^{\left(j^{\prime}\right)}, i \in I_{\ell}, \quad j^{\prime}=1, \ldots, j-1
$$

(4.28b) $\quad r^{(j)}\left(x_{\ell, i}\right)=0$,

$$
\ell \leq \ell^{\left(j^{\prime}\right)}, i \in I_{\ell}, \quad j^{\prime}=1, \ldots, j
$$

(4.28c) $\quad r^{(j)}\left(\boldsymbol{x}_{\ell, i}\right)=f\left(\boldsymbol{x}_{\ell, i}\right)-f^{\mathrm{s},(j)}\left(\boldsymbol{x}_{\ell, i}\right), \quad \ell \in L, \quad i \in I_{\ell}$,

$$
\begin{equation*}
\text { where } \quad f^{\mathrm{s},(j)}:=\sum_{\ell^{\prime} \in L} \sum_{i^{\prime} \in I_{\ell^{\prime}}}\left(\sum_{j^{\prime}=1}^{j} \alpha_{\ell^{\prime}, i^{\prime}}^{\left(j^{\prime}\right)}\right) \varphi_{\ell^{\prime}, i^{\prime}} \tag{4.29}
\end{equation*}
$$

PROOF We prove the assertion by induction over $j=1, \ldots, m$. We will need the following two equations that directly follow from the algorithm (lines 6 to 8 , respectively):

$$
\begin{equation*}
r_{\ell^{(j)}}^{(j-1)}\left(\boldsymbol{x}_{\ell, i}\right)=r^{(j-1)}\left(\boldsymbol{x}_{\ell, i}\right), \quad \boldsymbol{\ell} \leq \boldsymbol{\ell}^{(j)}, i \in I_{\ell} \tag{A.34a}
\end{equation*}
$$

(A.34b)

$$
r^{(j)}\left(\boldsymbol{x}_{\ell, i}\right)=r^{(j-1)}\left(\boldsymbol{x}_{\ell, i}\right)-r_{\ell^{(j)}}^{(j-1)}\left(\boldsymbol{x}_{\ell, i}\right), \quad \boldsymbol{\ell} \in L, \quad \boldsymbol{i} \in I_{\ell}
$$

Induction base case: For $j=1$, there is nothing to show for (4.28a). Equation (4.28b) can be proven as follows:

$$
\begin{equation*}
r^{(1)}\left(x_{\ell, i}\right) \stackrel{(\mathrm{A} .34 \mathrm{~b})}{=} r^{(0)}\left(\boldsymbol{x}_{\ell, i}\right)-r_{\ell^{(1)}}^{(0)}\left(\boldsymbol{x}_{\ell, i} \stackrel{(\mathrm{~A} .34 \mathrm{a})}{=} 0, \quad \ell \leq \boldsymbol{\ell}^{(1)}, i \in I_{\ell} .\right. \tag{A.35}
\end{equation*}
$$

Equation (4.28c) holds as $r_{\ell^{(1)}}^{(0)}=f^{s,(1)}$ (by line 7 in Alg. 4.3) and, therefore,

$$
\begin{equation*}
r^{(1)}\left(\boldsymbol{x}_{\ell, i}\right) \stackrel{(\mathrm{A} .34 \mathrm{~b})}{=} r^{(0)}\left(\boldsymbol{x}_{\ell, i}\right)-r_{\ell^{(1)}}^{(0)}\left(\boldsymbol{x}_{\ell, i}\right)=f\left(\boldsymbol{x}_{\ell, i}\right)-f^{\mathrm{s},(1)}\left(\boldsymbol{x}_{\ell, i}\right), \quad \boldsymbol{\ell} \in L, \boldsymbol{i} \in I_{\ell} . \tag{A.36}
\end{equation*}
$$

Induction step case: We show the three statements for the induction step $j \rightarrow(j+1)$.

- Showing (4.28a) for $j+1$ : Let $j^{\prime}=1, \ldots, j, \boldsymbol{\ell} \leq \boldsymbol{\ell}^{\left(j^{\prime}\right)}$, and $\boldsymbol{i} \in I_{\ell}$. Due to the ordering of the levels $\ell^{(1)}, \ldots, \ell^{(m)}$, we can conclude from $j+1>j^{\prime}$ that $\left\|\ell^{(j+1)}\right\|_{1} \leq\left\|\ell^{\left(j^{\prime}\right)}\right\|_{1}$. This implies that there must be a $t^{\prime} \in\{1, \ldots, d\}$ such that $\ell_{t^{\prime}}^{(j+1)} \leq \ell_{t^{\prime}}^{\left(j^{\prime}\right)}$. Let $S$ be the line in $\mathbb{R}^{d}$ defined by

$$
\begin{equation*}
S:=\boldsymbol{x}_{\ell, i}+\operatorname{span}\left\{\boldsymbol{e}_{t^{\prime}}\right\}, \tag{A.37}
\end{equation*}
$$

where $\boldsymbol{e}_{t^{\prime}}$ is the $t^{\prime}$-th standard basis vector. It holds that $S \cap \Omega_{\ell^{(j+1)}} \subseteq \Omega_{\ell_{\left(j^{\prime}\right)}}$. To show this, let $\boldsymbol{x}_{\ell^{\prime}, i^{\prime}} \in S \cap \Omega_{\ell^{(j+1)}}$ be arbitrary (with $i^{\prime} \in I_{\ell^{\prime}}$ ). Then, $\forall_{t \neq t^{\prime}} \ell_{t}^{\prime}=\ell_{t} \leq \ell_{t}^{\left(j^{\prime}\right)}$ (due to $x_{\ell^{\prime}, i^{\prime}} \in S$ ) and $\ell_{t^{\prime}}^{\prime} \leq \ell_{t^{\prime}}^{(j+1)} \leq \ell_{t^{\prime}}^{\left(j^{\prime}\right)}$ (due to $x_{\ell^{\prime}, i^{\prime}} \in \Omega_{\ell^{(j+1)}}$ ). This means that $\ell^{\prime} \leq \ell^{\left(j^{\prime}\right)}$, which implies that $\boldsymbol{x}_{\ell^{\prime}, i^{\prime}} \in \Omega_{\ell^{\left(j^{\prime}\right)}}$. As $\boldsymbol{x}_{\ell^{\prime}, i^{\prime}}$ is arbitrary, this shows $S \cap \Omega_{\ell^{(j+1)}} \subseteq \Omega_{\ell^{\left(j^{\prime}\right)}}$. Thus, we infer

$$
\begin{equation*}
r_{\ell^{(j+1)}}^{(j)}\left(\boldsymbol{x}_{\ell^{\prime}, i^{\prime}} \stackrel{(\mathrm{A} .34 \mathrm{a})}{=} r^{(j)}\left(\boldsymbol{x}_{\ell^{\prime}, i^{\prime}}\right) \stackrel{(4.28 \mathrm{~b})}{=} 0, \quad \boldsymbol{x}_{\ell^{\prime}, i^{\prime}} \in S \cap \Omega_{\ell^{(j+1)}} \subseteq \Omega_{\ell^{\left(j^{\prime}\right)}}, i^{\prime} \in I_{\ell^{\prime}}\right. \tag{A.38}
\end{equation*}
$$

with the induction hypothesis (4.28b) for $j$. Unfortunately, this does not suffice to directly conclude that $r_{\ell^{(j+1)}}^{(j)}\left(\boldsymbol{x}_{\ell, i}\right)=0$ as $\boldsymbol{x}_{\ell, i}$ is in general not contained in $\Omega_{\ell^{(j+1)}}$.

As in the proof of Lemma 4.6, we exploit the tensor product nature of the basis functions and restrict $r_{\ell^{(j+1)}}^{(j)}$ to $S \cap[0,1]$ :

$$
\begin{equation*}
\left(\left.r_{\ell^{(j+1)}}^{(j)}\right|_{S \cap[0,1]}\right)\left(x_{t^{\prime}}\right)=\sum_{\ell_{t^{\prime}}^{\prime}=0}^{\ell_{t^{\prime}}^{(j+1)}} \sum_{i_{t^{\prime}}^{\prime} \in I_{\ell_{t^{\prime}}^{\prime}}} \tilde{\alpha}_{\ell_{t^{\prime}}, i^{\prime} t^{\prime}}^{(j+1)} \varphi_{\ell_{t^{\prime}, i^{\prime} t^{\prime}}^{\prime}}\left(x_{t^{\prime}}\right), \quad x_{t^{\prime}} \in[0,1], \tag{A.39a}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{\alpha}_{\ell_{t^{\prime}}^{\prime}, i^{\prime}}^{(j+1)}:=\sum_{\ell_{-t^{\prime}}^{\prime}}^{\ell_{-0}^{\prime}} \sum_{i_{-i^{\prime}}^{\prime} \in I_{\ell^{\prime}}^{\prime}}^{(j+1)} \alpha_{\ell_{-t^{\prime}}}^{\left(j+i^{\prime}\right.} \varphi_{\ell_{-t^{\prime}}^{\prime}, i_{-t^{\prime}}^{\prime}}\left(x_{\ell_{-t^{\prime}}^{\prime}, i_{-t^{\prime}}}\right), \tag{A.39b}
\end{equation*}
$$

where the subscript $-t^{\prime}$ indicates all entries but the $t^{\prime}$-th. As a consequence, this
shows that $\left.r_{\ell^{(j+1)}}^{(j)}\right|_{S \cap[0,1]} \in V_{\ell_{t^{\prime}}(j+1)}$ is an interpolant of the zero function (by (A.38)). Due to the linear independence of the univariate basis functions, we conclude

$$
\begin{equation*}
\left.r_{\ell^{(j+1)}}^{(j)}\right|_{S \cap[0,1]} \equiv 0 . \tag{A.40}
\end{equation*}
$$

Consequently, we obtain $r_{\ell^{(j+1)}}^{(j)}\left(\boldsymbol{x}_{\ell, i}\right)=0$ as $\boldsymbol{x}_{\ell, i} \in S \cap[\mathbf{0}, \mathbf{1}]$.

- Showing (4.28b) for $j+1$ : Let $j^{\prime}=1, \ldots, j+1, \ell \leq \ell^{\left(j^{\prime}\right)}$, and $\boldsymbol{i} \in I_{\ell}$. For the case $j^{\prime} \leq j$, we obtain

$$
\begin{equation*}
r^{(j+1)}\left(\boldsymbol{x}_{\ell, i}\right) \stackrel{(\mathrm{A} .34 \mathrm{~b})}{=} r^{(j)}\left(\boldsymbol{x}_{\ell, i}\right)-r_{\ell^{(j+1)}}^{(j)}\left(\boldsymbol{x}_{\ell, i}\right)=0 \tag{A.41}
\end{equation*}
$$

due to $r^{(j)}\left(\boldsymbol{x}_{\ell, i}\right)=0$ by induction hypothesis (Eq. (4.28b)) and $r_{\ell^{(j+1)}}^{(j)}\left(\boldsymbol{x}_{\ell, i}\right)=0$ as shown above (Eq. (4.28a) for $j+1$ ).
For the case $j^{\prime}=j+1$, Eq. (A.41) still holds as the difference between $r^{(j)}\left(\boldsymbol{x}_{\ell, i}\right)$ and $r_{\ell^{(j+1)}}^{(j)}\left(\boldsymbol{x}_{\ell, i}\right)$ vanishes due to (A.34a) for $j+1$ (here, we need $\left.\boldsymbol{\ell} \leq \boldsymbol{\ell}^{(j+1)}\right)$.

- Showing (4.28c) for $j+1$ : Let $\boldsymbol{\ell} \in L$ and $\boldsymbol{i} \in I_{\ell}$. Then,
(A.42a) $\quad r^{(j+1)}\left(\boldsymbol{x}_{\ell, i}\right) \stackrel{(\mathrm{A} .34 \mathrm{~b})}{=} r^{(j)}\left(\boldsymbol{x}_{\ell, i}\right)-r_{\ell^{(j+1)}}^{(j)}\left(\boldsymbol{x}_{\ell, i}\right)$.

The first term can replaced with the induction hypothesis ((4.28c) for $j$ ). For the second term, note that $r_{\ell^{(j+1)}}^{(j)}=\sum_{\ell^{\prime} \in L} \sum_{i^{\prime} \in \ell_{\ell^{\prime}}} \alpha_{\ell^{\prime}, i^{\prime}}^{(j+1)} \varphi_{\ell^{\prime}, i^{\prime}}=f^{\mathrm{s},(j+1)}-f^{\mathrm{s},(j)}$ by definition. Hence, we obtain as desired

$$
\begin{equation*}
\cdots=\left(f\left(\boldsymbol{x}_{\ell, i}\right)-f^{\mathrm{s},(j)}\left(\boldsymbol{x}_{\ell, i}\right)\right)-\left(f^{\mathrm{s},(j+1)}\left(\boldsymbol{x}_{\ell, i}\right)-f^{\mathrm{s},(j)}\left(\boldsymbol{x}_{\ell, i}\right)\right) \tag{A.42b}
\end{equation*}
$$

$$
\begin{equation*}
=f\left(\boldsymbol{x}_{\ell, i}\right)-f^{\mathrm{s},(j+1)}\left(\boldsymbol{x}_{\ell, i}\right) \tag{A.42c}
\end{equation*}
$$

This shows the validity of the statements in (4.28) for $j+1$.

## A.3.3 Correctness Proof of Hierarchization with Breadth-First Search

PROPOSITION 4.13 (invariant of breadth-first-search hierarchization)
Under the assumption (4.38), it holds after popping all grid points with level sum $<q$ from the queue $Q$ in Alg. 4.4:
(4.39)

$$
y_{\ell, i}=f\left(\boldsymbol{x}_{\ell, i}\right)-\sum_{\substack{\left(\boldsymbol{\ell}^{\prime}, i^{\prime}\right) \in K \\\left\|\ell^{\prime}\right\|_{1}<q}} y_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}\left(\boldsymbol{x}_{\ell, i}\right), \quad(\boldsymbol{\ell}, \boldsymbol{i}) \in K, \quad\|\ell\|_{1}=q .
$$

PROOF We start with two observations:

- First, due to the breadth-first search nature of Alg. 4.4 and the hierarchical relation (4.37), all grid points with level sum $<q$ are popped before the first point with level sum $\geq q$ is popped.
- Second, after popping all grid points with level sum $<q$, the output values of the grid points with level sum $\leq q$ remain unchanged for the rest of the algorithm: If line 8 of the algorithm updates the output value of a point $(\boldsymbol{\ell}, \boldsymbol{i})$ in the iteration of $\left(\boldsymbol{\ell}^{\prime}, \boldsymbol{i}^{\prime}\right) \in K$ with $\left\|\ell^{\prime}\right\|_{1} \geq q$, then line 7 implies $\ell \geq \ell^{\prime}$ and thus, $\|\ell\|_{1} \geq\left\|\ell^{\prime}\right\|_{1} \geq q$. However, $\|\boldsymbol{\ell}\|_{1}=q$ is not possible as this would imply that $\|\boldsymbol{\ell}\|_{1}=\left\|\boldsymbol{\ell}^{\prime}\right\|_{1} \Longrightarrow(\boldsymbol{\ell}, \boldsymbol{i})=\left(\boldsymbol{\ell}^{\prime}, \boldsymbol{i}^{\prime}\right)$ by line 7, but $(\boldsymbol{\ell}, \boldsymbol{i})=\left(\boldsymbol{\ell}^{\prime}, \boldsymbol{i}^{\prime}\right)$ is explicitly excluded in the for loop of line 7. Therefore, we must have $\|\ell\|_{1}>q$. Hence, if a point $(\boldsymbol{\ell}, \boldsymbol{i})$ with level sum $\geq q$ has been popped, only surpluses of points with level sum $>q$ may be updated.

Now, we prove the asserted claim by induction over $q$.
Induction base case: For $q=0$, Alg. 4.4 sets $y_{\ell, i}$ to $f\left(\boldsymbol{x}_{\ell, i}\right)$ in line 2. As the sum in (4.39) is empty, the claim is correct for $q=0$.

Induction step case: Let $y_{\ell^{\prime}, i^{\prime}}^{(q)}$ and $y_{\ell^{\prime}, i^{\prime}}^{(q+1)}$ be the surpluses after popping all grid points with level sum $<q$ and $<q+1$, respectively. We show the induction step $q \rightarrow(q+1)$, i.e., we assume that the assertion is true for $q$ and prove that after popping all grid points with level sum $<q+1$, it holds

$$
\begin{equation*}
y_{\ell, i}^{(q+1)}=f\left(\boldsymbol{x}_{\ell, i}\right)-\sum_{\left\|\ell^{\prime}\right\|_{1}<q+1} y_{\ell^{\prime}, i^{\prime}}^{(q+1)} \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}\left(\boldsymbol{x}_{\ell, i}\right), \quad(\boldsymbol{\ell}, i) \in K,\|\ell\|_{1}=q+1 . \tag{A.43}
\end{equation*}
$$

Therefore, let $(\boldsymbol{\ell}, \boldsymbol{i}) \in K$ fulfill $\|\ell\|_{1}=q+1$. The update in line 8 can safely be applied with all grid points ( $\boldsymbol{\ell}^{\prime}, \boldsymbol{i}^{\prime}$ ) with level sum $q$. The grid points ( $\boldsymbol{\ell}^{\prime}, \boldsymbol{i}^{\prime}$ ) that do not satisfy the relation in the set in line 7 do not contribute as $\varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}\left(\boldsymbol{x}_{\ell, i}\right)=0$ due to the necessary condition (4.32). By summing all updates from line 8, we obtain

$$
\begin{equation*}
y_{\ell, i}^{(q+1)}=y_{\ell, i}^{(q)}-\sum_{\left\|\ell^{\prime}\right\|_{1}=q} y_{\ell^{\prime}, i^{\prime}}^{(q)} \varphi_{\ell^{\prime}, i^{\prime}}^{f}\left(\boldsymbol{x}_{\ell, i}\right) \tag{A.44a}
\end{equation*}
$$

After inserting the induction hypothesis for the first $y_{\ell, i}^{(q)}$, we have

$$
\begin{align*}
\cdots & =\left(f\left(\boldsymbol{x}_{\ell, i}\right)-\sum_{\left\|\ell^{\prime}\right\|_{1}<q} y_{\ell^{\prime}, i^{\prime}}^{(q)} \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}\left(\boldsymbol{x}_{\ell, i}\right)\right)-\sum_{\left\|\ell^{\prime}\right\|_{1}=q} y_{\ell^{\prime}, i^{\prime}}^{(q)} \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}\left(\boldsymbol{x}_{\ell, i}\right)  \tag{A.44b}\\
& =f\left(\boldsymbol{x}_{\ell, i}\right)-\sum_{\left\|\ell^{\prime}\right\|_{1}<q+1} y_{\ell^{\prime}, i^{\prime}}^{(9)} \varphi_{\ell^{\prime}, i^{\prime}}^{\mathrm{f}}\left(\boldsymbol{x}_{\ell, i}\right) . \tag{A.44c}
\end{align*}
$$

As noted above, we have $\forall_{\left(\ell^{\prime}, i^{\prime}\right),\left\|\ell^{\prime}\right\|_{1}<q+1} y_{\ell^{\prime}, i^{\prime}}^{(q)}=y_{\ell^{\prime}, i^{\prime}}^{(q+1)}$ (the values of points with level sum $<q+1$ do not change after popping all points with level sum $<q$ ). This shows the induction claim (A.43).

## A.3.4 Proof for the Correctness of the Unidirectional Principle on Spatially Adaptive Sparse Grids

LEMMA 4.22 (sufficient condition for chain existence)
If $\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{j}\right)}\right)_{\boldsymbol{k}^{\prime \prime}, \boldsymbol{k}^{\prime}} \neq 0$ for some $j=0, \ldots, d$, then the grid $K$ contains the chain from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}^{\prime \prime}$ with respect to $\left(t_{1}, \ldots, t_{j}\right)$.

PROOF We prove the assertion by induction over $j=0, \ldots, d$.
For $j=0$, the operator $\mathfrak{L}^{(\emptyset)}$ is by definition (4.68) the identity operator id. The assumption $\left(\mathfrak{L}^{(\emptyset)}\right)_{k^{\prime \prime}, \boldsymbol{k}^{\prime}} \neq 0$ implies that $\boldsymbol{k}^{\prime}=\boldsymbol{k}^{\prime \prime}$, since the identity matrix is diagonal. Therefore, the chain $\left(\boldsymbol{k}^{(0)}\right)$ from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}^{\prime \prime}$ is given by $\boldsymbol{k}^{(0)}=\boldsymbol{k}^{\prime}$, which is contained in $K$.

For the induction step $j \rightarrow(j+1)$, we split Eq. (4.68), i.e.,

$$
\begin{equation*}
\mathfrak{L}^{\left(t_{1}, \ldots, t_{j+1}\right)}=\mathfrak{L}^{\left(t_{j+1}\right)} \mathfrak{L}^{\left(t_{j}\right)} \ldots \mathfrak{L}^{\left(t_{1}\right)}=\mathfrak{L}^{\left(t_{j+1}\right)} \mathfrak{L}^{\left(t_{1}, \ldots, t_{j}\right)}, \tag{A.45}
\end{equation*}
$$

and infer by assumption

$$
\begin{equation*}
0 \neq\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{j+1}\right)}\right)_{k^{\prime \prime}, k^{\prime}}=\sum_{k \in K}\left(\mathfrak{L}^{\left(t_{j+1}\right)}\right)_{k^{\prime \prime}, k}\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{j}\right)}\right)_{k, k^{\prime}} . \tag{A.46}
\end{equation*}
$$

Consequently, there is at least one summation index $\boldsymbol{k}$ for which both factors do not vanish. The first factor $\left(\mathfrak{L}^{\left(t_{j+1}\right)}\right)_{k^{\prime \prime}, k}$ can by definition only be non-zero if $\boldsymbol{k} \sim_{t_{j+1}} \boldsymbol{k}^{\prime \prime}$. The second factor $\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{j}\right)}\right)_{k, k^{\prime}}$ being non-zero implies that by induction hypothesis, $K$ contains the chain $\left(\boldsymbol{k}^{(0)}, \ldots, \boldsymbol{k}^{(j)}\right)$ from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}$ with respect to $\left(t_{1}, \ldots, t_{j}\right)$. The combination of both statements leads to the chain $\left(\boldsymbol{k}^{(0)}, \ldots, \boldsymbol{k}^{(j)}, \boldsymbol{k}^{(j+1)}\right)$ from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}^{\prime \prime}$ with respect to $\left(t_{1}, \ldots, t_{j+1}\right)$. All points of the chain are contained in $K$.

$$
\begin{align*}
& \text { LEMMA } 4.23 \text { (necessary condition for chain existence) } \\
& \text { If the grid } K \text { contains the chain }\left(\boldsymbol{k}^{(0)}, \ldots, \boldsymbol{k}^{(j)}\right) \text { from } \boldsymbol{k}^{\prime} \text { to } \boldsymbol{k}^{\prime \prime} \text { with respect to }\left(t_{1}, \ldots, t_{j}\right) \\
& \text { for some } j=0, \ldots, d \text {, then } \\
& \text { (4.72) } \quad\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{j}\right)}\right)_{\boldsymbol{k}^{(j)}, \boldsymbol{k}^{\prime}}=\left(\mathfrak{L}^{\left(\mathfrak{L}_{1}\right),\left[\boldsymbol{k}^{(1)}\right]_{\mathcal{N}_{t_{1}}}}\right)_{k_{t_{1}}^{\prime \prime}, k_{t_{1}}^{\prime}} \cdots\left(\mathfrak{L}^{\left(t_{j}\right),\left[\boldsymbol{k}^{(j)}\right]_{\sim_{t_{j}}}}\right)_{k_{k_{j}}^{\prime \prime}, k_{t_{j}}^{\prime}} \tag{4.72}
\end{align*}
$$

PROOF Again, we prove the claim by induction over $j=0, \ldots, d$.

For $j=0$, the operator $\mathfrak{L}^{(\emptyset)}$ is the identity operator. Therefore, the LHS of (4.72) is one (due to $\boldsymbol{k}^{(0)}=\boldsymbol{k}^{\prime}$ ). The RHS is by convention also one, as it is an empty product.

For the induction step $j \rightarrow(j+1)$, we consider again

$$
\begin{equation*}
\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{j+1}\right)}\right)_{\boldsymbol{k}^{(j+1)}, \boldsymbol{k}^{\prime}}=\sum_{k \in K}\left(\mathfrak{L}^{\left(t_{j+1}\right)}\right)_{\boldsymbol{k}^{(j+1)}, \boldsymbol{k}}\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{j}\right)}\right)_{k, \boldsymbol{k}^{\prime}} \tag{A.47}
\end{equation*}
$$

similar to (A.46). Recall that

$$
\begin{equation*}
k_{t}^{(j)}=k_{t}^{\prime \prime} \text { and } k_{t}^{(j+1)}=k_{t}^{\prime \prime} \quad \text { for } t \in\left\{t_{1}, \ldots, t_{j}\right\}, \tag{A.48a}
\end{equation*}
$$

$$
\begin{equation*}
k_{t}^{(j)}=k_{t}^{\prime} \text { and } k_{t}^{(j+1)}=k_{t}^{\prime \prime} \quad \text { for } t=t_{j+1}, \tag{A.48b}
\end{equation*}
$$

$$
\begin{equation*}
k_{t}^{(j)}=k_{t}^{\prime} \text { and } k_{t}^{(j+1)}=k_{t}^{\prime} \quad \text { for } t \notin\left\{t_{1}, \ldots, t_{j}, t_{j+1}\right\} . \tag{A.48c}
\end{equation*}
$$

We now argue that all summands of (A.47) vanish, except the summand with index $\boldsymbol{k}^{(j)}$. There are two cases for the summation index $\boldsymbol{k}$, if we assume $\boldsymbol{k} \neq \boldsymbol{k}^{(j)}$ :

- If there is a $t \in\left\{t_{1}, \ldots, t_{j}\right\}$ with $k_{t} \neq k_{t}^{\prime \prime}$, then we have $k_{t} \neq k_{t}^{\prime \prime}=k_{t}^{(j+1)}$. Consequently, $\boldsymbol{k}^{(j+1)} \not \chi_{t_{j+1}} \boldsymbol{k}$ and $\left(\mathfrak{L}^{\left(t_{j+1}\right)}\right)_{\boldsymbol{k}^{(j+1)}, \boldsymbol{k}}=0$ due to (4.67), i.e., the first factor of the $\boldsymbol{k}$-th summand in (A.47) vanishes.
- If there is a $t \notin\left\{t_{1}, \ldots, t_{j}\right\}$ with $k_{t} \neq k_{t}^{\prime}$, then the second factor $\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{j}\right)}\right)_{k, k^{\prime}}$ of the $\boldsymbol{k}$-th summand in (A.47) vanishes. Indeed, if we assume the contrary, then Lemma 4.22 implies that there is a chain from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}$ with respect to $\left(t_{1}, \ldots, t_{j}\right)$. However, by definition of the chain, this means that $\boldsymbol{k}^{\prime}$ and $\boldsymbol{k}$ coincide in all other dimensions (which are not in $\left\{t_{1}, \ldots, t_{j}\right\}$ ). This contradicts $k_{t} \neq k_{t}^{\prime}$ and therefore $\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{j}\right)}\right)_{k, k^{\prime}}$ must vanish.

We infer that only the summand $\boldsymbol{k}=\boldsymbol{k}^{(j)}$ remains in (A.47):

$$
\begin{equation*}
\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{j+1}\right)}\right)_{\boldsymbol{k}^{(j+1)}, \boldsymbol{k}^{\prime}}=\left(\mathfrak{L}^{\left(t_{j+1}\right)}\right)_{\boldsymbol{k}^{(j+1)}, \boldsymbol{k}^{(j)}}\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{j}\right)}\right)_{\boldsymbol{k}^{(j)}, \boldsymbol{k}^{\prime}} . \tag{A.49}
\end{equation*}
$$

The first factor equals

$$
\begin{equation*}
\left(\mathfrak{L}^{\left(t_{j+1}\right)}\right)_{\boldsymbol{k}^{(j+1)}, \boldsymbol{k}^{(j)}}=\left(\mathfrak{L}^{\left.\left(t_{j+1}\right),\left[k^{(j+1)}\right]\right]_{\tau_{j+1}}}\right)_{k_{t_{j+1}}^{(j+1)}, k_{t_{j+1}}^{(j)}}=\left(\mathfrak{L}^{\left.\left(t_{j+1}\right),\left[k^{(j+1)}\right]_{\sim_{t_{j+1}}}\right)_{k_{t_{j+1}^{\prime \prime}}^{\prime \prime}, k_{t_{j+1}^{\prime}}^{\prime}} .}\right. \tag{A.50}
\end{equation*}
$$

by Equations (4.67) and (A.48b) (and due to $\boldsymbol{k}^{(j)} \sim_{t_{j+1}} k^{(j+1)}$ ). The second factor equals

$$
\begin{equation*}
\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{j}\right)}\right)_{\boldsymbol{k}^{(j)}, \boldsymbol{k}^{\prime}}=\left(\mathfrak{L}^{\left(t_{1}\right),\left[\boldsymbol{k}^{(1)}\right]_{\sim_{t_{1}}}}\right)_{k_{t_{1}^{\prime}}, k_{t_{1}}^{\prime}} \cdots\left(\mathfrak{L}^{\left.\left(t_{j}\right)\right)\left[k^{(j)}\right]_{\sim_{f_{j}}}}\right)_{k_{t_{j}^{\prime}}^{\prime \prime}, k_{t_{j}}^{\prime}} \tag{A.51}
\end{equation*}
$$

by induction hypothesis. Hence, the product of both factors is

$$
\begin{equation*}
\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{j+1}\right)}\right)_{\boldsymbol{k}^{(j+1)}, \boldsymbol{k}^{\prime}}=\left(\mathfrak{L}^{\left(t_{1}\right),\left[k^{(1)}\right]_{\sim_{t_{1}}}}\right)_{k_{t_{1}^{\prime}}^{\prime \prime}, k_{t_{1}^{\prime}}} \cdots\left(\mathfrak{L}^{\left(t_{j+1}\right),\left[k^{(j+1)}\right]{ }_{\tau_{j+1}}}\right)_{k_{t_{j+1}^{\prime \prime}}^{\prime \prime}, k_{t_{j+1}}^{\prime}} . \tag{A.52}
\end{equation*}
$$

PROPOSITION 4.24 (characterization of the correctness of the UP)
Let $\mathfrak{L}$ have tensor product structure: For all $\boldsymbol{k}^{\prime}, \boldsymbol{k}^{\prime \prime} \in K$ with the chain $\left(\boldsymbol{k}^{(0)}, \ldots, \boldsymbol{k}^{(d)}\right)$ from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}^{\prime \prime}$ with respect to $\left(t_{1}, \ldots, t_{d}\right)$, we assume that

$$
\begin{equation*}
(\mathfrak{L})_{\boldsymbol{k}^{\prime \prime}, \boldsymbol{k}^{\prime}}=\prod_{j=1}^{d}\left(\mathfrak{L}^{\left(t_{j}\right),\left[\boldsymbol{k}^{(j)}\right]_{\sim_{t_{j}}}}\right)_{k_{t_{j}}^{\prime \prime}, k_{t_{j}}^{\prime}} . \tag{4.73}
\end{equation*}
$$

Then the unidirectional principle $(U P)$ is correct for $\mathfrak{L}$ and $\left(t_{1}, \ldots, t_{d}\right)$ if and only if the grid $K$ contains the chain from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}^{\prime \prime}$ with respect to $\left(t_{1}, \ldots, t_{d}\right)$ for all $\boldsymbol{k}^{\prime}, \boldsymbol{k}^{\prime \prime} \in K$ for which $(\mathfrak{L})_{\boldsymbol{k}^{\prime \prime}, \boldsymbol{k}^{\prime}} \neq 0$.

PROOF " $\Longrightarrow$ ": Let the UP be correct for $\mathfrak{L}$ and $\left(t_{1}, \ldots, t_{d}\right)$ and $\boldsymbol{k}^{\prime}, \boldsymbol{k}^{\prime \prime} \in K$ with $(\mathfrak{L})_{\boldsymbol{k}^{\prime \prime}, \boldsymbol{k}^{\prime}} \neq$ 0 . Then, we obtain

$$
\begin{equation*}
\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{d}\right)}\right)_{\boldsymbol{k}^{\prime \prime}, \boldsymbol{k}^{\prime}}=(\mathfrak{L})_{\boldsymbol{k}^{\prime \prime}, \boldsymbol{k}^{\prime}} \neq 0 \tag{A.53}
\end{equation*}
$$

By Lemma 4.22, this implies that $K$ contains the chain from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}^{\prime \prime}$ with respect to $\left(t_{1}, \ldots, t_{d}\right)$.
$" \Longleftarrow "$ For the converse direction, we assume that there are chains from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}^{\prime \prime}$ with respect to $\left(t_{1}, \ldots, t_{d}\right)$ for all $\boldsymbol{k}^{\prime}, \boldsymbol{k}^{\prime \prime} \in K$ with $(\mathfrak{L})_{\boldsymbol{k}^{\prime \prime}, \boldsymbol{k}^{\prime}} \neq 0$. Let $\boldsymbol{k}^{\prime}, \boldsymbol{k}^{\prime \prime} \in K$ be arbitrary. There are two cases:

- $(\mathfrak{L})_{\boldsymbol{k}^{\prime \prime}, \boldsymbol{k}^{\prime}} \neq 0$ : By assumption, $K$ contains the chain from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}^{\prime \prime}$ with respect to $\left(t_{1}, \ldots, t_{d}\right)$. We apply Lemma 4.23 with $j=d$ to infer

$$
\begin{equation*}
\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{d}\right)}\right)_{\boldsymbol{k}^{\prime \prime}, \boldsymbol{k}^{\prime}}=\left(\mathfrak{L}^{\left(t_{1}\right),\left[\boldsymbol{k}^{(1)}\right]_{\sim_{t_{1}}}}\right)_{k_{t_{1}}^{\prime \prime}, k_{t_{1}}^{\prime}} \cdots\left(\mathfrak{L}^{\left(t_{d}\right),\left[\boldsymbol{k}^{(d)}\right]_{\sim_{t_{d}}}}\right)_{k_{t_{d}}^{\prime \prime}, k_{t_{d}}^{\prime}}=(\mathfrak{L})_{\boldsymbol{k}^{\prime \prime}, \boldsymbol{k}^{\prime}} \tag{A.54}
\end{equation*}
$$

by the assumption (4.73) on the tensor product structure of $\mathfrak{L}$.

- $(\mathfrak{L})_{\boldsymbol{k}^{\prime \prime}, \boldsymbol{k}^{\prime}}=0$ : In this case, $\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{d}\right)}\right)_{\boldsymbol{k}^{\prime \prime}, \boldsymbol{k}^{\prime}}$ must vanish as well. Indeed, if we assume the contrary $\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{d}\right)}\right)_{\boldsymbol{k}^{\prime \prime}, \boldsymbol{k}^{\prime}} \neq 0$, then we can apply Lemma 4.22 to obtain that $K$ contains the chain from $\boldsymbol{k}^{\prime}$ to $\boldsymbol{k}^{\prime \prime}$ with respect to $\left(t_{1}, \ldots, t_{d}\right)$. We conclude with Lemma 4.23 as in the first case that $\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{d}\right)}\right)_{\boldsymbol{k}^{\prime \prime}, \boldsymbol{k}^{\prime}}=(\mathfrak{L})_{\boldsymbol{k}^{\prime \prime}, \boldsymbol{k}^{\prime}}=0$, which is a contradiction.

In any case, we obtain $\left(\mathfrak{L}^{\left(t_{1}, \ldots, t_{d}\right)}\right)_{\boldsymbol{k}^{\prime \prime}, \boldsymbol{k}^{\prime}}=(\mathfrak{L})_{\boldsymbol{k}^{\prime \prime}, \boldsymbol{k}^{\prime}}$, from which follows the correctness of the UP , as $\boldsymbol{k}^{\prime}$ and $\boldsymbol{k}^{\prime \prime}$ are arbitrary.

## A.3.5 Correctness Proof of Hermite Hierarchization

PROPOSITION 4.27 (invariant of Hermite hierarchization)
In Alg. 4.6, it holds for $\ell=0, \ldots, n$ and $i=0, \ldots, 2^{\ell}$

$$
\begin{equation*}
\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} f_{\ell}\left(x_{\ell, i}\right)=\sum_{\ell^{\prime}=0}^{\ell} \sum_{i^{\prime} \in I_{\ell^{\prime}}} y_{\ell^{\prime}, i^{\prime}} \frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} \varphi_{\ell^{\prime}, i^{\prime}}^{p, \mathrm{wfs}}\left(x_{\ell, i}\right), \quad q=0, \ldots, \frac{p-1}{2} . \tag{4.84}
\end{equation*}
$$

PROOF We prove the assertion by induction over $\ell=0, \ldots, n$.
For the induction base case $\ell=0$ and $i \in\{0,1\}$, we have

$$
\begin{equation*}
\sum_{i^{\prime}=0}^{1} y_{0, i^{\prime}} \frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} \varphi_{0, i^{\prime}}^{p, \mathrm{wfs}}\left(x_{0, i}\right)=\delta_{q, 0} \cdot f\left(x_{0, i}\right)+\delta_{q, 1} \cdot\left(f\left(x_{0,1}\right)-f\left(x_{0,0}\right)\right)=\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} f_{0}\left(x_{0, i}\right) \tag{A.55}
\end{equation*}
$$

for $q=0, \ldots, \frac{p-1}{2}$ by lines 3 and $\underline{4}$ of Alg. 4.6.
For the induction step case $\overline{(\ell}-\overline{1) \rightarrow \ell \text {, it suffices to show that }}$

$$
\begin{equation*}
\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} f_{\ell-1}\left(x_{\ell, i}\right) \stackrel{!}{=} \sum_{\ell^{\prime}=0}^{\ell-1} \sum_{i^{\prime} \in I_{\ell^{\prime}}} y_{\ell^{\prime}, i^{\prime}} \frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} \varphi_{\ell^{\prime}, i^{\prime}}^{p, \mathrm{wfs}}\left(x_{\ell, i}\right), \quad i=0, \ldots, 2^{\ell}, q=0, \ldots, \frac{p-1}{2} . \tag{A.56}
\end{equation*}
$$

Indeed, if (A.56) holds, then we obtain by lines 9 and 13 of Alg. 4.6

$$
\begin{equation*}
\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} f_{\ell}\left(x_{\ell, i}\right)=\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} f_{\ell-1}\left(x_{\ell, i}\right)+\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} r_{\ell}^{(\ell)}\left(x_{\ell, i}\right) \tag{A.57a}
\end{equation*}
$$ $=\sum_{\ell^{\prime}=0}^{\ell-1} \sum_{i^{\prime} \in I_{\ell^{\prime}}} y_{\ell^{\prime}, i^{\prime}} \frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} \varphi_{\ell^{\prime}, i^{\prime}}^{p, \mathrm{wfs}}\left(x_{\ell, i}\right)+\sum_{i^{\prime} \in I_{\ell}} y_{\ell, i^{\prime}} \frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} \varphi_{\ell, i^{\prime}}^{p, \mathrm{ws}}\left(x_{\ell, i}\right)$ $=\sum_{\ell^{\prime}=0}^{\ell} \sum_{i^{\prime} \in I_{\ell^{\prime}}} y_{\ell^{\prime}, i^{\prime}} \frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} \varphi_{\ell^{\prime}, i^{\prime}}^{p, \mathrm{wfs}}\left(x_{\ell, i}\right)$,

which is the desired relation (4.84) for level $\ell$.
To prove (A.56), we separate two cases:

- $i \notin I_{\ell}$ : In this case, the "true" level of $x_{\ell, i}$ is actually $\leq \ell-1$. Therefore, we can apply the induction hypothesis for Eq. (4.84) to obtain (A.56).
- $i \in I_{\ell}$ : In this case, we cannot directly apply the induction hypothesis, as it only holds for grid points of levels $\leq \ell-1$. However, we note that in (A.56), the term $\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} f_{\ell-1}\left(x_{\ell, i}\right)$ is the $q$-th derivative of the Hermite interpolant of the data $\frac{\mathrm{d}^{\prime}}{\mathrm{d} \mathrm{a}^{\prime}} f_{\ell-1}\left(x_{\ell, i \pm 1}\right)\left(q^{\prime}=\right.$ $0, \ldots, \frac{p-1}{2}$ ), as determined in line 7 of Alg. 4.6. The "true" level of the grid points $x_{\ell, i \pm 1}$ is actually $\leq \ell-1$ due to $\overline{i \in I_{\ell}}$. Hence, we can apply the induction hypothesis
for Eq. (4.84) to conclude that the interpolated data of $\frac{\mathrm{d}^{q}}{\mathrm{~d} x^{q}} f_{\ell-1}\left(x_{\ell, i}\right)$ are given by

$$
\begin{equation*}
\frac{\mathrm{d}^{q^{\prime}}}{\mathrm{d} x^{q^{\prime}}} f_{\ell-1}\left(x_{\ell, i \pm 1}\right)=\frac{\mathrm{d}^{q^{\prime}}}{\mathrm{d} x^{q^{\prime}}}\left[\sum_{\ell^{\prime}=0}^{\ell-1} \sum_{i^{\prime} \in E_{\ell^{\prime}}} y_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}^{p, \mathrm{wfs}}\right]\left(x_{\ell, i \pm 1}\right), \quad q^{\prime}=0, \ldots, \frac{p-1}{2} . \tag{A.58}
\end{equation*}
$$

The linear combination in square brackets is a polynomial of degree $\leq p$ on the interval $\left[x_{\ell, i-1}, x_{\ell, i+1}\right]$ by construction of the hierarchical basis functions $\varphi_{\ell^{\prime}, i^{\prime}}^{p, \text { wfs }}\left(\ell^{\prime}=\right.$ $0, \ldots, \ell-1, i^{\prime} \in I_{\ell^{\prime}}$. Due to the uniqueness of Hermite interpolation (Lemma 4.26), the interpolation polynomial of the data must coincide on $\left[x_{\ell, i-1}, x_{\ell, i+1}\right]$ with the term in square brackets. In particular, as $x_{\ell, i} \in\left[x_{\ell, i-1}, x_{\ell, i+1}\right]$, we obtain the claim (A.56).

In both cases, we obtain the desired relation (A.56).

COROLLARY 4.28 Algorithm 4.6 is correct.

PROOF By Prop. $4.27(q=0)$, we have

$$
\begin{equation*}
\sum_{\ell^{\prime}=0}^{n} \sum_{i^{\prime} \in I_{\ell^{\prime}}} y_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}^{p, \mathrm{wfs}}\left(x_{\ell, i}\right)=\sum_{\ell^{\prime}=0}^{\ell} \sum_{i^{\prime} \in I_{\ell^{\prime}}} y_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}^{p, \mathrm{wfs}}\left(x_{\ell, i}\right)=f_{\ell}\left(x_{\ell, i}\right), \quad \ell \leq n, i \in I_{\ell}, \tag{A.59}
\end{equation*}
$$

as $\varphi_{\ell^{\prime} i^{\prime}}^{p, \text { wfs }}\left(x_{\ell, i}\right)=0$ if $\ell^{\prime}>\ell$ (weakly fundamental property (4.77)). Line 13 of Alg. 4.6 implies $f_{\ell}\left(x_{\ell, i}\right)=f_{\ell-1}\left(x_{\ell, i}\right)+r_{\ell}^{(\ell)}\left(x_{\ell, i}\right)$, and by lines 8 and 10, the second summand $r_{\ell}^{(\ell)}\left(x_{\ell, i}\right)$ equals $f\left(x_{\ell, i}\right)-f_{\ell-1}\left(x_{\ell, i}\right)$, which cancels out the first summand, resulting in $f_{\ell}\left(x_{\ell, i}\right)=f\left(x_{\ell, i}\right)$. Combining these statements, we obtain

$$
\begin{equation*}
f^{s}\left(x_{\ell, i}\right)=f\left(x_{\ell, i}\right), \quad \ell \leq n, i \in I_{\ell}, \quad \text { where } \quad f^{s}:=\sum_{\ell^{\prime}=0}^{n} \sum_{i^{\prime} \in I_{\ell^{\prime}}} y_{\ell^{\prime}, i^{\prime}} \varphi_{\ell^{\prime}, i^{\prime}}^{p, \text { wfs }} . \tag{А.60}
\end{equation*}
$$

This means that $f^{s}$ is the correct hierarchical interpolant of the given function values (see Eq. (4.2)). Due to the uniqueness of hierarchical surpluses, the coefficients $y_{\ell, i}$ (which are the output of Alg. 4.6) must coincide with the surpluses $\alpha_{\ell, i}$.

## (B)

## Test Problems for Optimization

In the following, we give formal definitions of the test problems mentioned in Sec. 5.3. For each problem, we state the objective function $\bar{f}:[\boldsymbol{a}, \boldsymbol{b}] \rightarrow \mathbb{R}, \overline{\boldsymbol{x}} \mapsto \bar{f}(\overline{\boldsymbol{x}})$, its domain $[\boldsymbol{a}, \boldsymbol{b}]$ (where $\overline{\boldsymbol{x}} \in[\boldsymbol{a}, \boldsymbol{b}]$ ), the location $\overline{\boldsymbol{x}}^{\text {opt }} \in[\boldsymbol{a}, \boldsymbol{b}]$ of its global minimum, and its minimal value $\bar{f}\left(\overline{\boldsymbol{x}}^{\text {opt }}\right)$ (and the constraint function $\overline{\boldsymbol{g}}:[\boldsymbol{a}, \boldsymbol{b}] \rightarrow \mathbb{R}^{m_{\bar{z}}}$, if any). Plots of the test problems are given in Figures 5.3 and 5.4.

## B. 1 Unconstrained Problems

## B.1.1 Bivariate Unconstrained Problems

Branin02. The function originates from [Mun98]. Compared to [Mun98], we changed the domain from $[-5,10] \times[0,15]$ to $[-5,15]^{2}$, which seems more common in recent literature [Gav13]. In addition, [Mun98] uses the reciprocal function value, while searching for the maximum instead of the minimum.

$$
\begin{gather*}
\bar{f}_{\text {Bra02 }}(\bar{x}):=\left(-\frac{51 \bar{x}_{1}^{2}}{40 \pi^{2}}+\frac{5 \bar{x}_{1}}{\pi}+\bar{x}_{2}-6\right)^{2}+\left(10-\frac{5}{4 \pi}\right) \cos \left(\bar{x}_{1}\right) \cos \left(\bar{x}_{2}\right)  \tag{B.1a}\\
+\ln \left(\bar{x}_{1}^{2}+\bar{x}_{2}^{2}+1\right)+10, \\
\bar{x} \in[-5,15]^{2}, \quad \bar{x}^{\mathrm{opt}}=(-3.196988424804,12.52625788532),  \tag{B.1b}\\
\bar{f}_{\text {Bra02 }}\left(\bar{x}^{\mathrm{opt}}\right)=5.558914403894 \tag{B.1c}
\end{gather*}
$$

GoldsteinPrice. This function originates from [Gol71], where the function was stated without bounds for the optimization domain. We took the domain $[-2,2]^{2}$ from [Gav13]. In addition, we scaled the function values by the factor $10^{-4}$ for the sake of plotting.

$$
\begin{align*}
& \bar{f}_{\mathrm{GoP}}(\bar{x}):=10^{-4} \cdot\left(1+\left(\bar{x}_{1}+\bar{x}_{2}+1\right)^{2}\left(19-14 \bar{x}_{1}+3 \bar{x}_{1}^{2}-14 \bar{x}_{2}+6 \bar{x}_{1} \bar{x}_{2}+3 \bar{x}_{2}^{2}\right)\right)  \tag{B.2a}\\
& \cdot\left(30+\left(2 \bar{x}_{1}-3 \bar{x}_{2}\right)^{2}\left(18-32 \bar{x}_{1}+12 \bar{x}_{1}^{2}+48 \bar{x}_{2}-36 \bar{x}_{1} \bar{x}_{2}+27 \bar{x}_{2}^{2}\right)\right),
\end{align*}
$$

$$
\begin{gather*}
\overline{\boldsymbol{x}} \in[-2,2]^{2}, \quad \overline{\boldsymbol{x}}^{\mathrm{opt}}=(0,-1),  \tag{B.2b}\\
\bar{f}_{\mathrm{GoP}}\left(\overline{\boldsymbol{x}}^{\mathrm{opt}}\right)=3 \cdot 10^{-4}
\end{gather*}
$$

Schwefel06. This function originates from [Schw77]. We changed the domain from $[-3,5] \times[-1,7]$ to $[-6,4]^{2}$, such that the optimum point is not located at the center of the optimization domain.

$$
\begin{gather*}
\bar{f}_{\text {Sch } 06}(\bar{x}):=\max \left(\left|\bar{x}_{1}+2 \bar{x}_{2}-7\right|,\left|2 \bar{x}_{1}+\bar{x}_{2}-5\right|\right),  \tag{B.3a}\\
\bar{x} \in[-6,4]^{2}, \quad \bar{x}^{\mathrm{opt}}=(1,3), \quad \bar{f}_{\text {Sch } 06}\left(\bar{x}^{\mathrm{opt}}\right)=0 \tag{B.3b}
\end{gather*}
$$

## B.1.2 d-Variate Unconstrained Problems

Ackley. The form of this function originates from [Ack87], where it was stated only for two variables. We use the generalization to $d$ variables from [Gav13]. The optimization domain $[1.5,6.5]^{d}$ was chosen such that it does not contain 0 , where the gradient of the objective function becomes singular. Otherwise, the function would not be continuously differentiable, which would be a disadvantage for spline-based approaches (see Schwefel06 and Schwefel22 for functions with discontinuous derivatives).

$$
\begin{equation*}
\bar{f}_{\text {Ack }}(\overline{\boldsymbol{x}}):=-20 \exp \left(-\frac{\|\bar{x}\|_{2}}{5 \sqrt{d}}\right)-\exp \left(\frac{1}{d} \sum_{t=1}^{d} \cos \left(2 \pi \bar{x}_{t}\right)\right)+20+\mathrm{e}, \tag{B.4a}
\end{equation*}
$$

(B.4b) $\quad \overline{\boldsymbol{x}} \in[1.5,6.5]^{d}, \quad \overline{\boldsymbol{x}}^{\text {opt }}=1.974451986484 \cdot 1, \quad \bar{f}_{\text {Ack }}\left(\overline{\boldsymbol{x}}^{\text {opt }}\right)=6.559645375628$

Alpine02. This function originates from [Cle99]. We changed the domain from [0, 10] ${ }^{d}$ to $[2,10]^{d}$ to exclude the singularities of the derivative of the objective function at $\bar{x}_{t}=0$. In addition, the author of [Cle99] searched for maximal points. For minimization, we changed the sign of the objective function.

$$
\begin{gather*}
\bar{f}_{\mathrm{Alp} 02}(\overline{\boldsymbol{x}}):=-\prod_{t=1}^{d} \sqrt{\bar{x}_{t}} \sin \left(\bar{x}_{t}\right), \quad \overline{\boldsymbol{x}} \in[2,10]^{d},  \tag{B.5a}\\
\overline{\boldsymbol{x}}^{\mathrm{opt}}=7.917052684666 \cdot \mathbf{1}, \quad \bar{f}_{\mathrm{Alp} 02}\left(\overline{\boldsymbol{x}}^{\mathrm{opt}}\right)=-2.808131180070^{d} \tag{B.5b}
\end{gather*}
$$

Schwefel22. This function originates from [Schw77]. We changed the domain from $[-10,10]^{d}$ to $[-3,7]^{d}$, such that the optimum point is not located at the center of the optimization domain.

$$
\begin{gather*}
\bar{f}_{\text {Sch22 }}(\overline{\boldsymbol{x}}):=\sum_{t=1}^{d}\left|\bar{x}_{t}\right|+\prod_{t=1}^{d}\left|\bar{x}_{t}\right|, \quad \overline{\boldsymbol{x}} \in[-3,7]^{d},  \tag{B.6a}\\
\overline{\boldsymbol{x}}^{\mathrm{opt}}=\mathbf{0}, \quad \bar{f}_{\text {Sch22 }}\left(\overline{\boldsymbol{x}}^{\mathrm{opt}}\right)=0 \tag{B.6b}
\end{gather*}
$$

## B. 2 Constrained Problems

G08. This problem originates from [Schoena93]. We changed the domain from [0, 10] ${ }^{2}$ to $[0.5,2.5] \times[3,6]$ to increase the size of feasible region. In addition, we use different frequencies for the sine terms as in [Gav13].

$$
\begin{equation*}
\bar{f}_{\mathrm{G} 08}(\overline{\boldsymbol{x}}):=-\frac{\sin ^{3}\left(2 \pi \bar{x}_{1}\right) \sin \left(2 \pi \bar{x}_{2}\right)}{\bar{x}_{1}^{3}\left(\bar{x}_{1}+\bar{x}_{2}\right)}, \quad \overline{\boldsymbol{g}}_{\mathrm{G} 08}(\overline{\boldsymbol{x}}):=\binom{\bar{x}_{1}^{2}-\bar{x}_{2}+1}{1-\bar{x}_{1}+\left(\bar{x}_{2}-4\right)^{2}}, \tag{B.7a}
\end{equation*}
$$

(B.7b) $\quad \overline{\boldsymbol{x}} \in[0.5,2.5] \times[3,6], \quad \overline{\boldsymbol{x}}^{\mathrm{opt}}=(1.227971358337,4.245373366474)$,

$$
\begin{equation*}
\bar{f}_{\mathrm{G} 08}\left(\overline{\boldsymbol{x}}^{\mathrm{opt}}\right)=-0.09582504141804 \tag{B.7c}
\end{equation*}
$$

G04Squared. This problem is based on a problem from [Col68] with the objective function $\bar{f}_{\mathrm{G} 04}(\bar{x}):=5.3578547 \bar{x}_{3}^{2}+0.8356891 \bar{x}_{1} \bar{x}_{5}+37.293239 \bar{x}_{1}-40792.141$ and the same constraints $\overline{\boldsymbol{g}}_{\mathrm{G} 04}(\overline{\boldsymbol{x}}):=\overline{\boldsymbol{g}}_{\mathrm{G} 04 \mathrm{Sq}}(\overline{\boldsymbol{x}})$. However, hierarchical cubic not-a-knot B-splines are able to exactly represent the polynomial $\bar{f}_{\mathrm{G} 04}$ of coordinate degree two on the whole domain $[\mathbf{0}, \mathbf{1}]$, if the level of the sparse grids is high enough, see Corollary 3.11 (sparse grid with not-a-knot B-splines contains polynomials). Therefore, we modified the original G04 problem by squaring the objective function. To ensure that this does not change the location of the global minimum, we added a constant before squaring such that the shifted function is non-negative on $[\mathbf{0}, \mathbf{1}]$.
(B.8a) $\quad \bar{f}_{\mathrm{G} 04 \mathrm{Sq}}(\bar{x}):=\left(5.3578547 \bar{x}_{3}^{2}+0.8356891 \bar{x}_{1} \bar{x}_{5}+37.293239 \bar{x}_{1}-10120\right)^{2}$,

$$
\left(\begin{array}{c}
85334.407+5.6858 \bar{x}_{2} \bar{x}_{5}+0.6262 \bar{x}_{1} \bar{x}_{4}-2.2053 \bar{x}_{3} \bar{x}_{5}-92000 \\
-85334.407-5.6858 \bar{x}_{2} \bar{x}_{5}-0.6262 \bar{x}_{1} \bar{x}_{4}+2.205 \bar{x}_{3} \bar{x}_{5} \bar{x}_{5} \\
80512.49+7.1317 \bar{x}_{2} \bar{x}_{5}+2.9955 \bar{x}_{1} \bar{x}_{2}+2.1813 \bar{x}_{3}^{2}-110000 \\
-80512.49-7.1317 \bar{x}_{2} \bar{x}_{5}-2.9955 \bar{x}_{1} \bar{x}_{2}-2.1813 \bar{x}_{3}^{2}+90000 \\
9300.961+4.7026 \bar{x}_{3} \bar{x}_{5}+1.2547 \bar{x}_{1} \bar{x}_{3}+1.9085 \bar{x}_{3} \bar{x}_{4}-25000 \\
-9300.961-4.7026 \bar{x}_{3} \bar{x}_{5}-1.2547 \bar{x}_{1} \bar{x}_{3}-1.9085 \bar{x}_{3} \bar{x}_{4}+20000
\end{array}\right),
$$

(B.8c)

$$
\bar{x} \in[78,102] \times[33,45] \times[27,45]^{3},
$$

(B.8d)

$$
\bar{x}^{\text {opt }}=(78,33,29.995256025682,45,36.775812905788)
$$

(B.8e)

$$
\bar{f}_{\mathrm{G} 04 \mathrm{Sq}}\left(\bar{x}^{\mathrm{opt}}\right)=43.590737882363
$$

## ©

## Detailed Results for Topology Optimization

This appendix complements Sec. 6.4. It contains visualizations of the topologically optimal structures in the 2D L-shape and the 3D scenarios in Fig. C. 1 and Fig. C.2, respectively. In addition, we report details of the corresponding optimization runs in Tab. C. 1 and information about the employed spatially adaptive sparse grids in Tab. 6.2. The computation times were measured on a shared-memory computer with 4x Intel Xeon E7-8880v3 (72 cores, 144 threads).


FIGURE C. 1 Topologically optimal structures in the 2D L-shape scenario for different microcell models using cubic B-splines (spatially adaptive grids with around 10000 points). The colors indicate the length of the displacement, where dark regions correspond to weak displacements and bright regions to strong displacements. The color map is the same as in Fig. 6.9. Only bars with widths $\geq 0.1$ are shown. More details can be found in Tab. C.1.


FIGURE C. 2 Topologically optimal structures in the 3D cantilever and center-load scenarios for different micro-cell models using cubic B-splines (spatially adaptive grids with around 10000 points). More details can be found in Tab. C.1.

| Scenario | Model | \#Iter. | $J^{\text {opt,* }}$ | $J^{\text {s.opt,* }}$ | O.-i. gap | Time |
| :--- | :--- | ---: | ---: | ---: | :--- | ---: |
| 2D cantilever | 2D-C | 547 | 74.974 | 74.974 | $3.67 \cdot 10^{-5}$ | 5 min |
|  | 2D-FC | 249 | 70.816 | 69.409 | $1.41 \cdot 10^{0}$ | 14 min |
|  | 2D-SC | 2196 | 67.809 | 67.804 | $5.21 \cdot 10^{-3}$ | 1 h 06 min |
|  | 2D-SFC | 749 | 68.602 | 65.201 | $3.40 \cdot 10^{0}$ | 15 min |
| 2D L-shape | 2D-C | 289 | 183.68 | 183.68 | $9.06 \cdot 10^{-5}$ | 3 min |
|  | 2D-FC | 602 | 177.51 | 174.49 | $3.02 \cdot 10^{0}$ | 17 min |
|  | 2D-SC | 1609 | 169.60 | 169.60 | $7.33 \cdot 10^{-3}$ | 33 min |
|  | 2D-SFC | 574 | 174.55 | 158.19 | $1.64 \cdot 10^{1}$ | 8 min |
| 3D center-load | 3D-C | 39 | 247.60 | 247.49 | $1.13 \cdot 10^{-1}$ | 10 min |
|  | 3D-SC | 608 | 162.59 | 159.33 | $3.25 \cdot 10^{0}$ | 3h 17 min |
|  | 3D-C | 35 | 169.27 | 169.27 | $3.31 \cdot 10^{-3}$ | 4 min |
|  | 3D-SC | 1026 | 46.171 | 45.571 | $6.00 \cdot 10^{-1}$ | 2h 25 min |

TABLE C. 1 Detailed information about the optimization runs corresponding to Tab. 6.2 and Figures 6.9, C.1, and C.2, which employs cubic B-splines $(p=3)$ on the spatially adaptive grids listed in Tab. 6.2. From left to right, the columns contain the optimization scenario, the micro-cell model, the number of optimization iterations, the actual compliance value $J^{\mathrm{opt}, *}:=J\left(\boldsymbol{x}^{\mathrm{opt}, *,(1)}, \ldots, \boldsymbol{x}^{\mathrm{opt}, *,(M)}\right)$, the approximated compliance value $J^{\mathrm{s}, \mathrm{opt}, *}:=J^{\mathrm{s}}\left(\boldsymbol{x}^{\mathrm{opt}, *,(1)}, \ldots, \boldsymbol{x}^{\mathrm{opt}, *,(M)}\right)$ as reported by the optimizer, the optimality-interpolation gaps $\left|J^{\mathrm{opt}, *}-J^{\mathrm{s}, \mathrm{opt}, *}\right|$, and the computation time of the online phase (without the time to generate the sparse grid data).

| Model | $d$ | $N$ | Threshold | Rel. err. | Eval. time |
| :--- | ---: | ---: | :--- | :---: | :---: |
| 2D-C | 2 | 10197 | $2.15 \cdot 10^{-5}$ | $2.24 \cdot 10^{-5}$ | 6.96 s |
| 2D-FC | 4 | 10502 | $7.94 \cdot 10^{-1}$ | $1.81 \cdot 10^{-2}$ | 7.45 s |
| 2D-SC | 3 | 10723 | $4.64 \cdot 10^{-3}$ | $1.49 \cdot 10^{-3}$ | 8.72 s |
| 2D-SFC | 5 | 10694 | $5.01 \cdot 10^{0}$ | $4.82 \cdot 10^{-2}$ | 7.45 s |
| 3D-C | 3 | 9207 | $7.94 \cdot 10^{-2}$ | $3.18 \cdot 10^{-3}$ | 33.5 s |
| 3D-SC | 5 | 15389 | $5.01 \cdot 10^{0}$ | $4.95 \cdot 10^{-2}$ | 40.0 s |

TABLE C. 2 Detailed information about the spatially adaptive sparse grids used for Tables 6.2 and C. 1 and Figures 6.9, C.1, and C.2. The columns correspond to the micro-cell model, the number $d$ of micro-cell parameters, the number $N$ of sparse grid points, the threshold $\kappa$ used in the grid generation algorithm, the relative $L^{2}$ spectral interpolation error $\left\|\left\|E(\cdot)-\boldsymbol{E}^{\mathrm{chol}, \mathrm{s}}(\cdot)\right\|_{2}\right\|_{L^{2}} /\| \| \boldsymbol{E}(\cdot)\left\|_{2}\right\|_{L^{2}}$, and the time needed to evaluate the elasticity tensor $\boldsymbol{E}\left(\boldsymbol{x}_{k}\right)$ at a single grid point $\boldsymbol{x}_{k}$.
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[^0]:    ${ }^{1}$ Note that from a strict formal perspective, this equation defined $x_{\ell, i}$ only for $i=0, \ldots, 2^{\ell}$, but we will later need $x_{\ell, i}$ also for $i<0$ or $i>2^{\ell}$. The convention in this thesis is that all definitions are implicitly generalized whenever needed.

[^1]:    ${ }^{2}$ Note that, although Eq. (2.8) does not cover it, one could employ basis functions of different types in each dimension, for example B-splines of different degrees. All remaining considerations in this thesis regarding tensor product basis functions are independent of whether we use the same function type or different types in each dimension.

[^2]:    ${ }^{3}$ Again, the notation implies that the integration domain is the unit hyper-cube $[0,1]=[0,1]^{d}$.
    ${ }^{4}$ The statement is even valid for functions in the Sobolev space $H_{\text {mix }}^{2}([0,1])$ with dominating mixed derivative, as its proof mainly relies on integration by parts [Bun04; Gar13].

[^3]:    ${ }^{5}$ Note that in the literature (e.g., [Pfl10]), the regular sparse grid space of level $n$ without boundary points is often defined via $\|\ell\|_{1} \leq n+d-1$ to ensure that the finest mesh size is given by $h_{n}$. In our notation, this corresponds to $\AA_{n+d-1, d}^{s}$.

[^4]:    ${ }^{1} \ldots$ which include the hat function basis as well as the piecewise polynomials by Bungartz.

[^5]:    ${ }^{2}$ This can also be seen as a consequence of the central limit theorem applied to uniformly distributed random variables. The pointwise convergence of the probability density functions can be proven from the convergence in distribution using a converse to Scheffé's theorem [Boos85].

[^6]:    ${ }^{3}$ The literature sometimes uses the name "Chebyshev points" for the roots of $T_{2^{\ell}}$, which are closely connected with the extrema. One way to distinguish them is to call the extrema "Chebyshev-Lobatto points" and the roots "Chebyshev-Gauss points" [Xu16].

[^7]:    ${ }^{1}$ https://xkcd.com/163/

[^8]:    ${ }^{2} \Omega\left(N^{2} d\right)$ for assembling $A$ and $\mathscr{O}\left(N^{3}\right)$ for solving the system.

[^9]:    ${ }^{3}$ There are $N / N_{t}$ poles in the $t$-th iteration of Alg. 4.1. Each pole requires the solution of an $N_{t} \times N_{t}$ linear system, which takes $\mathscr{O}\left(N_{t}^{3}\right)$ time.

[^10]:    ${ }^{4}$ This argumentation can be straightforwardly adapted for general dimensionally adaptive sparse grids with downward closed level sets as mentioned in Sec. 2.3.2.

[^11]:    ${ }^{5}$ Note that as specified in the list of symbols at the beginning of this thesis, the Kronecker delta $\delta_{X, Y}$ is defined for arbitrary objects $X$ and $Y$ that can be compared with " $=$."

[^12]:    ${ }^{6}$ Note that we have to allow evaluations outside the domain [ 0,1 ] for this step. However, this is feasible for proving the linear independence of $\varphi_{\ell^{\prime}, i^{\prime}}^{\text {tift }}$, since we can just restrict the functions after showing that the extended nodal spaces equal.

[^13]:    ${ }^{7}$ The entries $a_{k, j}$ of a Toeplitz matrix $\boldsymbol{A}$ solely depend on $k-j$, i.e., $a_{k, j}=c_{k-j}$ for some vector $\boldsymbol{c}$.

[^14]:    ${ }^{8}$ This will simplify the description of the Hermite hierarchization algorithm in Sec. 4.5.5.

[^15]:    ${ }^{1}$ Compared to [Nov96], we added one in the base of each factor to avoid ambiguities for $0^{0}$. In addition, we swapped $\gamma$ with $1-\gamma$ to make $\gamma$ more consistent with its name as adaptivity.
    ${ }^{2}$ We split the number of permitted function evaluations evenly among the $m$ parallel calls.

[^16]:    ${ }^{3}$ Excluding Levenberg-Marquardt, which is only applicable to least-squares problems.

[^17]:    hhttp://sgpp.sparsegrids.org/

[^18]:    ${ }^{5}$ In order to calculate the optimality gap, it is crucial to determine $f\left(\boldsymbol{x}^{\mathrm{opt}}\right)$ as exact as possible. Otherwise, the optimality gap might either not converge to zero or it might even become negative.
    ${ }^{6}$ By using the formulas in Appendix B, all test functions $f$ in Sec. 5.3 can be extended such that they can be evaluated at $\boldsymbol{x}-\boldsymbol{a}$ for all $\boldsymbol{x} \in[0,1]$, if $\boldsymbol{a} \in \mathbb{R}^{d}$ is small enough. Note that we set $a_{t}$ to zero if a non-zero displacement in the $t$-th component would change the location of the global minimum.

[^19]:    ${ }^{7}$ For plotting reasons, Fig. 5.12 shows $\max \left(\left\|\left(g\left(x^{\mathrm{opt}, *}\right)\right)_{+}\right\|_{\infty}, 10^{-16}\right)$ instead of the true constraint violation.

[^20]:    ${ }^{8}$ The Nelder-Mead method does not require an initial point, but an initial simplex. The method is a hybrid between global and local optimization. If the initial simplex is chosen badly, Nelder-Mead may get stuck in local minima. Hence, we restart the algorithm for different initial simplices.

[^21]:    ${ }^{1}$ http://phdcomics.com/comics/archive.php?comicid=40

[^22]:    ${ }^{2}$ Two objects are considered "topologically different" if their numbers of "holes" differ. This stems from the fact that in the field of mathematical topology, the genus (i.e., the number of holes) of a topological space is a topological invariant, i.e., the genus is invariant under homeomorphism. If the genera of two topological spaces differ, then they cannot be homeomorphic and are thus considered topologically different.

[^23]:    ${ }^{3}$ We use tildes to denote variables and quantities that correspond to the object domain $\tilde{\Omega}$ (e.g., $\tilde{x}$ is a point in $\tilde{\Omega}$ ). In contrast, variables without a tilde will correspond to the sparse grid domain $[\mathbf{0}, \mathbf{1}]=[0,1]^{d}$ (e.g., $\boldsymbol{x}_{\ell, i} \in[\mathbf{0}, \mathbf{1}]$ will be a sparse grid point).

[^24]:    ${ }^{4}$ In general, the elasticity tensor is a fourth-order tensor in $\mathbb{R}^{\tilde{d} \times \tilde{d} \times \tilde{d} \times \tilde{d}}$. One can reduce the size of the tensor by exploiting various symmetries [Hüb14] to obtain 6 or 21 stiffness coefficients in two or three dimensions, respectively. These coefficients can then be expressed as a symmetric matrix.

[^25]:    ${ }^{5}$ In the scalar case, this is analogous to Hooke's law for linear springs, where the force $F=k x$ needed to displace the end of a spring (fixed at the other end) by $x$ is proportional to $x$. The proportionality constant $k$ (which corresponds to the elasticity tensor) has to be positive.

[^26]:    ${ }^{6}$ Formally, the inverse function $T^{-1}: T\left(\mathbb{R}_{>0}\right) \rightarrow \mathbb{R}_{>0}$ is only defined on the image $T\left(\mathbb{R}_{>0}\right)$ of $T$, which might not be the whole real line. However, we assume that $T^{-1}$ can be "reasonably" extended to $\mathbb{R}$ (e.g., $T:=\sqrt{ }$ and $T^{-1}=(\cdot)^{2}$ ).

[^27]:    ${ }^{7}$ To be more precise, the angle $\theta$ corresponds to an additional micro-cell parameter $x_{3}$ (sheared cross) or $x_{5}$ (sheared framed cross) that is determined by normalization from $[-0.35 \pi, 0.35 \pi]$, i.e., $\theta /(0.7 \pi)+1 / 2$.

[^28]:    ${ }^{8}$ In addition, the partial derivatives $\partial E^{\text {chol, } s} / \partial x_{t}(t=1, \ldots, d)$ are evaluated using Eq. (6.8). This is necessary to employ gradient-based optimization.

[^29]:    ${ }^{9}$ http://www.lse.uni-erlangen.de/cfs/

[^30]:    ${ }^{10}$ http://sgpp.sparsegrids.org/

[^31]:    ${ }^{11}$ Note that this true compliance value differs from the approximated value $J^{s}\left(\boldsymbol{x}^{\mathrm{opt}, *,(1)}, \ldots, \boldsymbol{x}^{\mathrm{opt}, *,(M)}\right)$, which the optimizer reports as the optimal objective function value.

[^32]:    ${ }^{1}$ Michael Sprenger left the University of Stuttgart in 2015.

[^33]:    ${ }^{2}$ Here and in the following, the subscripts T, B, and L stand for triceps, biceps, and load, respectively.

[^34]:    ${ }^{3}$ For example, the first column is the gradient with respect to $\beta_{\mathrm{T}}$ and the second column is the gradient with respect to $\beta_{\mathrm{B}}$.

[^35]:    ${ }^{4}$ https://www.cmiss.org/
    ${ }^{5}$ Computed with the Geometric Tools Engine [Schn03], see https://www. geometrictools.com/.

[^36]:    ${ }^{6}$ The domain $\left[10^{\circ}, 150^{\circ}\right] \times[0,1]$ is assumed to be implicitly normalized to the unit square $[0,1]$.
    ${ }^{7}$ http://sgpp.sparsegrids.org/

[^37]:    ${ }^{8}$ We have $|G|=2 N-1$, since sparse grids of uniform and Clenshaw-Curtis type only share the center point $\left(\theta, \beta_{X}\right)=\left(80^{\circ}, 0.5\right)$, if there are no boundary points.

[^38]:    ${ }^{9}$ It would have been possible to construct $F_{X}^{s}$ as a sparse grid interpolant of $F_{X}^{\text {ref. However, building a }}$ spline surrogate $\left(F_{X}^{s}\right)$ of another spline surrogate $\left(F_{X}^{\text {ref }}\right)$ would skew the results.

[^39]:    ${ }^{1}$ The time $t$ can also be regarded as a state variable.

[^40]:    ${ }^{2}$ We assume that each state variable $x_{t, o}(o=1, \ldots, d)$ is bounded, since the state space will be discretized with sparse grids. Without loss of generality, we may then assume that $\boldsymbol{x}_{t} \in[\mathbf{0}, \mathbf{1}]$. If some state variables are unbounded in reality, then extrapolation is necessary, which will be explained in Sec. 8.2.5.

[^41]:    ${ }^{3}$ While the state $\boldsymbol{x}_{t} \in[\mathbf{0}, \mathbf{1}]$ is continuous in this thesis, Markov-chain discrete states $\boldsymbol{\theta}_{t} \in \Theta$ such as alive/dead (i.e., $\Theta$ is the Cartesian product of finite sets) can be incorporated into (8.4). The objective function of $J_{t}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}_{t}\right)$ then equals $u\left(c_{t}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}_{t}, \boldsymbol{y}_{t}\right)\right)+\varrho \mathbb{E}_{t}\left[J_{t+1}\left(\boldsymbol{\psi}_{t}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}_{t}, \boldsymbol{y}_{t}, \boldsymbol{\omega}_{t}\right), \boldsymbol{\theta}_{t+1}\right) \mid \boldsymbol{\theta}_{t}\right]$.

[^42]:    ${ }^{4}$ In any case, the terminal solution may be computed as the solution of the corresponding single-time optimization problem, e.g., $J_{T}\left(\boldsymbol{x}_{T}^{(k)}\right)=\max _{\boldsymbol{y}_{T}} u\left(c_{T}\left(\boldsymbol{x}_{T}^{(k)}, \boldsymbol{y}_{T}\right)\right)$.
    ${ }^{5}$ Such a problem is usually referred to as embarrassingly parallel.

[^43]:    ${ }^{6}$ http://sgpp.sparsegrids.org/
    7https://www.nag.com/

[^44]:    ${ }^{8}$ The Sharpe ratios per se are derived for non-skewed stock return rate distributions. Our stock return rates are log-normally distributed and thus skewed, but the deviation should be small after six time steps. However, there are variants that take skewed distributions into account [Mül15].

[^45]:    ${ }^{1}$ http://sgpp.sparsegrids.org/

[^46]:    ${ }^{1}$ The entries $A_{k, j}$ of a Toeplitz matrix $A$ solely depend on $k-j$, i.e., $A_{k, j}=c_{k-j}$ for some vector $\boldsymbol{c}$.

[^47]:    ${ }^{2}$ In more detail: If we have an $\boldsymbol{x}_{\hat{\ell}, \hat{i}} \in S \cap \Omega_{\ell^{\prime}}$, then $\forall_{t \leq m} \hat{\ell}_{t} \leq \ell_{t}^{\prime}=\ell_{t}^{\prime \prime}$ and $\forall_{t>m} \hat{\ell}_{t}=\ell_{t} \leq \ell_{t}^{\prime \prime}$, i.e., $\hat{\ell} \leq \ell^{\prime \prime}$ and therefore $\boldsymbol{x}_{\hat{\ell}, \hat{i}} \in S \cap \Omega_{\ell^{\prime \prime}}$.

