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Abstract
Schematic maps are often discussed as an adequate alternative of displaying wayfinding information
compared to detailed map designs. However, these depictions have not yet been compared and
analyzed in-depth. In this paper, we present a user study that evaluates the wayfinding behaviour of
participants either using a detailed floor plan or a schematic map that only shows the route to follow
and landmarks. The study was conducted in an indoor real-world scenario. The depictions were
presented with the help of a mobile navigation system. We analyzed the time it took to understand
the wayfinding instruction and the workload of the users. Moreover, we examined how the depictions
were visually perceived with a mobile eye tracker. Results show that wayfinders who use the detailed
map spend more visual attention on the instructions. Nevertheless, the depiction does not help to
solve the task: they also needed more time to orient themselves. Regarding the workload and the
wayfinding errors no differences were found.
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1 Introduction

Maps are the main means of displaying information during a wayfinding task [22]. However,
these depictions can vary a lot in terms of details, scale, etc. [13]. Schematic maps, i.e. maps
that only contain information like the route to follow without a detailed depiction of the
environment, are discussed as an adequate representation to convey wayfinding information [9].
In this context, it is still an open question whether these maps contain enough information to
solve a wayfinding task and how these maps are perceived - especially in indoor environments:

“Mobile maps can differ in scale, content, and style. As a result, the effectiveness of
different types of maps (ranging from sketch or schematic map to topographic map or
other detailed map) for indoor route communication should be evaluated. However,
little work has been done on that.” [13, p. 312]

Therefore, we addressed the research question whether schematic maps are an efficient means
of presenting wayfinding information compared to commonly used detailed map depictions.
For this purpose, we used a mobile navigation system in a real-world indoor scenario. To gain
a deeper understanding of the visual perception of the different map designs, we moreover
analyzed the gaze behaviour of participants with a mobile eye tracker. The remainder of
this paper is structured as follows. First, we give an overview of the related work concerning
schematic map design and mobile eye tracking during a wayfinding task. Then, we describe
our experiment followed by the results. Lastly, we discuss our findings and future work.
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2 Related Research

2.1 Wayfinding and Schematic Maps
Wayfinding is the part of navigation that requires substantial cognitive processes and spatial
reasoning to orient oneself [22]. For this purpose, wayfinders often search for salient objects,
i.e. landmarks in their environment that help to identify their own position relative to
these points [11]. Therefore, a wayfinding aid should help the user to find these objects.
Consequently, we included landmarks in our map designs. Moreover, we conducted a prestudy
to identify suitable objects.

The wayfinding task can basically be solved without an aid, e.g. with the help of the
cognitive map of a person [1]. However, especially in unfamiliar areas or if the destination is
not known, persons need the help of an aid [35]. In this context, maps are the most common
means of presenting spatial information [22]. As already pointed out, these depictions can
vary a lot in terms of displayed content, especially in indoor environments [13], which are
the focus areas of this study. However, there are no real design guidelines for the creation of
wayfinding maps [18]. Consequently, a framework is missing that informs which elements
should be presented to solve a specific wayfinding task under certain circumstances [8]. In
this context, schematic maps are often discussed as an adequate presentation of wayfinding
information [9, 20]. However, to the best of our knowledge, these depictions have not been
compared and analyzed in-depth yet. These maps abstract the depiction and try to convey
only the information needed for wayfinding. Commonly, this includes the route to follow
and landmarks [16]. In contrast to this, detailed maps depict the environment in much more
detail. Every possible path is visualized and more information about the environment is
given. In indoor environments for instance, rooms, staircases and the closing direction of
doors are often presented (see e.g. [24]).

Our research focus lies on displaying different map depictions with the help of a mobile
navigation system. Previous studies in these research areas show that especially landmarks
should be depicted more clearly in mobile map designs to support wayfinding (see e.g. [4]).
Moreover, it is once again recommended to simplify map depictions to avoid that wayfinders
focus on interface elements that are not immediately relevant for their current task [29].

2.2 Eye Tracking in the Field of Wayfinding Research
It is common to analyse the time it takes to accomplish the task (see e.g. [34]) or to measure
subjective feelings like the experienced workload (see e.g. [28]) to evaluate mobile navigation
systems. We additionally used a mobile eye tracker to analyse the gaze behaviour of the
participants. This variable allows to analyze cognitive processes during a wayfinding task [15].
Although it is relatively common to analyze gazes in wayfinding research, this measurement
method has some drawbacks. The studies are often conducted in the lab, mainly due to the
complications caused by direct sunlight [10]. Since the post experiment annotation process
is often cumbersome, frequently small sample sizes with less then 20 participants are used
[7]. Studies in indoor environments are rare, only Schnitzler et al. [30] analyzed the use of
paper and digital maps in this context. Their results showed no differences between the two
depictions.

To overcome all of this research gaps, i.e. small sample sizes and scarce indoor field
studies, we conducted a large scale user study with 118 participants in a complex indoor
area. The participants used a mobile navigation system and accomplished a wayfinding task
in the field.
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Figure 1 Test route with different colours representing different buildings. Arrows indicate where
the participants received new navigation instructions. The example illustrated step 2 with predefined
landmarks for the prestudy.

3 Study

In order to address our research question how the wayfinding behaviour differs if schematic
maps are used compared to detailed map designs, we conducted a study with 118 participants
and a between group design, i.e. participants only navigated with one of the depictions. The
following sections describe the study set-up in detail, focusing on the chosen test route, the
participants and the interface design. Moreover, necessary annotations are described.

3.1 Test Route
The study took place in a large-scale university building. The test route was about 375
meter long and led through three different buildings (see Figure 1). The first two buildings
mainly consist of open spaces such as halls or big corridors. The last part of the route was
located at an office building and therefore was dominated by narrow hallways and more
changes of direction. All in all, the route consisted of nine changes of direction and three
floor changes. In order to identify landmarks that could be displayed in the different maps a
prestudy was conducted. As a first step, decision points along the route were determined.
For this purpose, potential and “real” decision points, i.e. points were a change of direction
was necessary or potentially possible (see e.g. [19]) were taken into account. Moreover, at
several route points spatial barriers such as doors and stairs had to be crossed. Therefore,
an instruction could be necessary at these points and they were included. This resulted
into 18 steps where an instruction should be provided. For every of these points a set of
four landmarks was predefined according to the findings of Viaene et al. [33] and Ohm et
al. [27]. This resulted in a test sample that mainly consisted of doors, stairs and furniture.
Afterwards, 87 participants (44 male, 74 students, mean age = 23.12, SD = 4,46) rated the
salience of every object using the questionnaire of Kattenbeck [14]. The participants were
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Table 1 Identified landmarks and mean salience rating on a 5-point Likert scale (L = length of
the route part in meter).

Step Instruction Landmark Rating L
1 Turn right after the stairs. stairs 4.36 15.8
2 Turn right after the cafeteria. cafeteria 4.16 19.1
3 Go straight ahead through the door. door 3.44 25.9
4 Go straight ahead and pass the billboard. billboard 4.14 24.4
5 Go straight ahead and pass the door. door 3.74 27.1
6 Take the stairs on the right. stairs 1.70 20.2
7 Go straight ahead and down the stairs. stairs 3.88 25.5
8 Turn left in front of H6. room H6 3.59 14.5
9 Go straight ahead and pass H9. room H9 3.41 33.5
10 Turn right at the stairs. stairs 3.96 22.8
11 Go straight ahead through the door. door 3.67 17.3
12 Go straight ahead through the door and turn right. door 3.31 37.8
13 Go straight ahead through the door. door 3.63 29.9
14 Go straight ahead through the door. door 3.86 13.1
15 Turn right and go up the stairs. stair 4.02 6.5
16 Go through the door on the right. door 3.34 9.5
17 Go straight ahead through the door. door 3.77 8.5
18 Your destination is on the right. destination no rating 7.2

positioned at all points illustrated in Figure 1 and a map fragment showing the objects that
had to be rated and the route was shown to them. As a result, the most salient object for
every scene could be determined and was displayed in the map. Figure 1 also illustrates an
example (step 2). Here, for instance, the cafeteria was rated as the most salient landmark
(mean = 4.16 on a 5-point Likert scale) compared to the other landmarks (door mean =
3.00, billboard mean = 2.20, vending machine mean = 3,60). An overview of the chosen
landmarks, their ratings and the formulated instructions is given in Table 1. Please note
that at step 6 a landmark with a low rating was chosen. These stairs had to be climbed and
were therefore included in the instructions. These led to wayfinding problems described in
Chapter 4.

3.2 Interface Design
The prototypes were implemented in Android. The interface is subdivided into four main
sections (see Figure 2). The upper right part displays a text instruction which indicates the
route to take. The instructions were generated by the test designers and followed a fixed
structure. They incorporated the landmark identified in the prestudy (see Section 3.1) and a
simplified direction instruction, thus only referring to “left”, “right” and “straight ahead”
(see an overview in Table 1). In the upper left corner an arrow illustrates the direction to
take, here again only showing the directions “left”, “right” and “straight ahead”. In addition,
the landmark used to give a wayfinding instruction is displayed using an icon positioned
relative to the arrow according to the current route segment. Both, the text instruction and
the simplified arrow were displayed according to the recommendations of Butz et al. [5] and
Kray et al. [17]. These two elements did not differ for the two test groups.
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Figure 2 Interface designs (left: schematic map; middle: detailed map, right: experimental
set-up). The screenshots show step 2 of the test route (see Figure 1 and Table 1). The instruction
says “Go right after the cafeteria”.

The main and biggest part of the screen in the middle shows the map fragment. Here, the
designated current position of the user is indicated with a green manikin. The schematic map
only shows the route to follow, the position of the user and the landmark, which is considered
to be the minimal amount of information needed to solve a wayfinding task [32]. The detailed
map is designed according to Butz et al. [5] and is a common visualisation in related studies
(see e.g. [24]). Only indoor information is displayed, which means that e.g. trees and benches
outdoors are not visualized. Rooms and hallways are displayed in different colours inspired by
the visualisation in Schnitzler et al. [30]. Except for the landmark identified in the prestudy,
no (additional) landmarks were displayed. The maps were designed for the study purpose
and therefore especially for a wayfinding task. The route to follow was visualised in both
map designs. The interface was “zoomable”, however, the initial zoom level was fixed so
that the landmarks were visible for every step. Unfortunately, no localization technique
was available for this study. Therefore, the participants had to request the next navigation
instruction by clicking on a “Next”-button located at the bottom right of the screen. It
was possible to see previous screens using the “Back”-button (bottom left). Between these
two buttons an interface element labeled “Recognized” was located. This button had to be
pressed as soon as the participant had understood the instruction. By this, we wanted to
record the time needed for orientation independently of the time needed for movement. This
reflects the division of the navigation process in wayfinding and locomotion described by
Montello [21]. The Next-button was activated only after the Recognized-button was clicked.
The recognition time was considered as one of our main dependent variables.

The accuracy of the sensors used to determine the orientation of the users decreased
to an insufficient level, which is a frequently reported problem in indoor ares (see e.g. [6]).
Therefore, the map fragment was always oriented in direction of movement, which is preferred
by users compared to north-up maps (see e.g. [31]).

3.3 Procedure and Annotation
The experiment took place in a university building during the lecture period between 10am
and 16pm. The participants were picked up outside of the building and then led to the
starting point of the test route. Before the experiment started they were asked to fill in the
sense of direction self-assessment questionnaire of Münzer and Hölscher [23].

COSIT 2019
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Figure 3 Examples of the annotation process. Left: Reference views (the boxes are labeled with
“Landmark” and “Environment”). Right: Recording. Top: Gaze on a landmark referenced in the
maps. Middle: Gaze on an object in the environment not referenced. Bottom: Gaze on the map
element of the screen. Circular markers represent gazes.

In addition, demographic data and familiarity with smart phones and pedestrian nav-
igation systems was collected. After this, the eye tracker was put on and calibrated using
the one-point calibration. The calibration process was repeated if a gaze offset was detected.
The achieved mean tracking ratio was 94.87 %. An example for the experimental set-up is
shown in Figure 2. The application was started and its handling was explained using the
first screen at the starting point of the route. Consequently, this step was not taken into
account in the analysis. Particular focus was drawn on the explanation of the purpose of the
“Recognized”-button (see Chapter 3.2), since the time measured with this interface element
is one of our main dependent variables.

A between subject design was applied so that 59 participants navigated with the schematic
map and 59 with the detailed map. A balanced distribution of men an women among the
two prototypes was ensured.

If no more questions aroused, the test run was started. The destination was not com-
municated to avoid that participants could find their way without the wayfinding aid using
their cognitive maps. This procedure was also applied e.g. by Münzer and Stahl [24]. The
participants did not receive any additional help. If someone took a wrong turn at a decision
point this was recorded as an error and the person was informed and guided back to the
route. At the destination the eye tracker recording was stopped and the device was packed
away. Finally, the participants had to fill in the NASA-TLX questionnaire, which measures
the workload of a task (see [12]). Questions concerning the usefulness of the maps and the
landmarks were asked in addition.
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Figure 4 Sense of direction and familiarity with the test route of the participants measured
with a 7-point Likert scale with higher values representing higher sense of direction respectively
familiarity. The familiarity is split according to the three building of the test route.

After the experiment the eye tracking data was annotated with the help of the software
of the manufacturer (SMI BeGaze 3.7). The eye tracker recording shows a video of the
environment and the detected gaze (see Figure 3, right). This data was mapped on so-called
reference views, which represent areas that are of interest for analysis. For this study,
we annotated all gazes on the screen and distinguished the different areas “arrow”, “text
instruction” and “map”. Moreover, we annotated gazes on the referenced landmark and other
objects in the environment using “placeholder elements”, i.e. labeled boxes (see Figure 3,
left). Gazes only needed for locomotion, such as looking at the floor, were not considered.

3.4 Participants and Devices
The test sample consisted of 118 participants (60 male), most of them being students (110
participants). Their mean age was 23.36 years (SD = 5.00; minimum: 18 years, maximum: 54
years). Due to the eye tracker used, persons who need glasses were not allowed to participate.
The subjects were very familiar with the use of smart phones (mean 5.78 on a 7-point Likert
scale with higher values representing higher familiarity; SD = 1.78), but rather unfamiliar
with pedestrian navigation systems (mean 3.25; SD= 1,67). Their sense of direction measured
with the questionnaire of Münzer and Hölscher [23] did not differ between the two groups
(t(115) = 1,105; p = 0,272; see Figure 4, left). The familiarity with the test route was
distributed heterogeneously (see Figure 4, right), but did not differ amongst the two test
groups taking into account the mean for all three buildings (Z = 1.03; p = 0.301).

The eye tracker used was the “SMI Eye-Tracking Glasses 2”, which records gazes with
a 60 Hz rate. In order to increase the accuracy of the detected gazes on the screen, the
navigation prototypes were displayed on a Samsung Galaxy Tab S (screen diagonal = 26.7
cm). Other studies showed that gazes on smart phones cannot be recognized with a satisfying
accuracy (see e.g. [26]).

4 Results

In the next sections the results are reported. We analyzed whether differences in wayfinding
behaviour could be observed if users navigated with the schematic or the detailed map
depictions. The first step was used to explain the procedure and is therefore not taken into
account. In addition, the last step is not considered. Here, the instructions only referred to
the destination, thus not including to a specific landmark.

COSIT 2019
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4.1 Errors and Time Needed for Orientation
The experimenter took a note every time a participant took a wrong turn at a decision point.
This variable is almost equally distributed among the two map versions. With each interface
10 participants had problems to find their way without additional help (see Table 2). One
person made an error twice with the detailed map. Another schematic map user got lost three
times. Thus, a fist insight is that wayfinding problems are not mainly caused by the map used.
In fact, the situation seems to have a high impact on wayfinding performance. Especially at
the beginning of the navigation process, users had problems. The initial wayfinding phase is
very demanding [30], and therefore future work should address how to assist persons at this
point.

The interface only displayed one landmark per step. At step 14, however, the instructions
referred to tow landmarks (“Go up the stairs and through the door”). The schema was
disrupted, because the two participants of the conducted prestudy with the interface stated
that the steps would otherwise be too small. This led to a relatively high amount of errors,
showing that only referring to one landmark could enhance navigation efficiency as described
in [2].

In total the wayfinders needed 7 minutes and 46 seconds to accomplish the task. The total
navigation time does not differ significantly among the two map groups (Z = -1.58; p = 0.115).
However, the time needed to orient oneself determined by the Recognized-button (see Chapter
3.2) differs significantly (Z = -2.50; p = 0.013): schematic maps users have slightly lower
mean values (mean schematic map = 7.23; mean detailed map = 7.39). A detailed overview
for every step is depicted in Figure 5. The plot also shows – like the navigation errors already
indicated – that the orientation time highly depends on the wayfinding situation and the map
material only marginally influences performance. Especially the visibility of the landmark
has a high impact. Due to the fact that the participants had to decide themselves when they
want to see the next instruction by clicking on the Next-button, some landmarks were (not
yet) visible, as some wayfinders demanded the instruction earlier than expected. For steps 6
and 10 this led to longer orientation times. An example is given in Figure 6.

4.2 Gaze Behaviour
To gain a deeper understanding how the map material was perceived, we analysed the gaze
behaviour of the participants during the wayfinding task. We distinguished gazes on the
three areas of the screen, i.e. the map, the arrow and the text instruction. In addition,
gazes on the referenced landmarks and the environment were annotated. The results show
no differences concerning the gaze duration on the environment, neither on the landmark
(Z = -0.711; p = 0.477), nor the environment (Z = -0.027; p = 0.979). No differences were
found concerning the arrow displayed in the upper left corner of the screen (Z = -1.07;
p = 0.286). This element was hardly consulted at all (mean detailed map = 0.17 seconds;
mean schematic = 0.15 seconds) and is therefore probably not necessarily needed.

Table 2 Number of participants who took a wrong turn separated by route parts. Steps that are
not reported did not led to errors. Two participants got lost more than one time.

Map/Step 2 3 5 6 7 8 10 11 14 15
Schematic 1 2 1 0 1 2 1 1 3 0
Detailed 3 1 0 2 0 1 0 0 2 2
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Figure 5 Time needed for orientation divided by step.

Figure 6 Bad visibility of landmark leads to longer orientation times. The example shows step
10. The instruction says “Turn right at the stairs”.

However, significant differences were found for the fixation duration on the text element
(t(116) = -2.24; p = 0.027; r = 0.201). Participants navigating with the detailed map
looked longer at this element (mean detailed map = 1.74 seconds; mean schematic = 1.41
seconds), even though this element did not differ among the groups. Moreover, detailed map
users spent significantly more visual attention on the map element (Z = -3.67; p < 0.001;
r = 0.337, see Figure 7 for a detailed overview). Since this depiction contains more visual
information, this was expectable. Nevertheless, the results of the orientation times show that
the additional information does not lead to faster self-localisation or better performance. In
fact, longer fixations on the screen seem to reflect orientation problems: the recognition time
and fixation time on the map correlate significantly (rsDetailed = 0.360; rsSchematic = 0.230;
pDetailed&Schematic < 0.001).

We additionally analysed the revisits on the screen. Revisits show how often users look
(once again) at the interface after they looked at the environment. This is therefore a hint for
disorientation and searching for additional information. This variable also revealed significant
differences (Z = -6.75; p < 0.001). Wayfinders using the detailed map return more often to
the map (mean detailed map = 3.74, mean schematic = 3.01).

The gazes also reflect orientation problems due to a bad visibility of landmarks. For
the critical steps 6 and 10 the fixation duration on the map (see Figure 7) and the revisits

COSIT 2019
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Figure 7 Fixations on the map divided by step.

are higher compared to the rest of the steps. In these situations users seem to search for
information on the map in order to solve their orientation problems. Moreover, the initial
orientation problems at the beginning of the route are also observable.

4.3 Questionnaire

At the end of the experiment participants were asked to fill in the NASA-TLX, which is a
questionnaire often used in the context of the evaluation of pedestrian navigation systems to
assess the workload of a task (see e.g. [10, 28]). Neither the overall workload (Z = 0.238;
p = 0.812), nor the separate dimensions of the questionnaire differed among the two map
groups (p > 0.05). Figure 8 shows an overview of the results. It also shows that the dimension
“mental demand” was rated as the most challenging. The high amount of “outliers” at the
performance dimension also show that several users stated that they were not confident with
their own performance.

Figure 8 Workload dimensions measured with the NASA-TLX.



C. Bauer and B. Ludwig 23:11

In addition, the wayfinders were asked to rate the helpfulness of the map depiction on
a 7-point Likert scale. The ratings did not differ for the two map designs (Z = -0.165;
p = 0.869) and most of the participants were very content with the visualisation (mean
detailed map = 5.78, mean schematic map = 5.64). Furthermore, the participants had
to rate if the chosen landmarks supported orientation. Even though several participants
had observable orientation problems with some landmarks that were not always visible, the
majority of the users found that the landmarks were very helpful (mean schematic map =
6.24, mean detailed map = 6.27 on a 7-point Likert scale).

5 Conclusion and Future Work

In this paper we presented a study that examined the wayfinding behaviour of pedestrians
navigating with a schematic map compared to participants that additionally used a detailed
map displayed on a mobile navigation system for indoor environments. In addition, both
map designs depicted landmarks to support orientation. The landmarks were collected
during a prestudy. The results show that wayfinders spend more visual attention on the text
instruction and especially on the map material if they use the detailed map while meanwhile
the orientation time slightly increases. In addition, they look more often again at the
screen after they looked at the objects in the environment. The self-reported workload and
satisfaction with the displayed elements did not differ for the two map designs. Wayfinders
who used a schematic map did e.g. not endure higher mental demand or had to invest more
effort to solve the task.

All in all, the test persons were able to solve the wayfinding task more quickly with
the schematic map. Therefore, we conclude that this depiction leads to more efficient
orientation and is an efficient means of displaying wayfinding information. However, the
absolute differences of the time needed for orientation are very small. The detailed map is
therefore still a good navigation aid. The main advantage of a schematic map is that the
wayfinders have more “free” visual resources that could be used to explore the environment.
Nevertheless, it is still an open question whether this map material allows the wayfinders
to focus more on the environment, since we could not find any differences concerning the
gazes in the real world. This question could be addressed in future work, e.g. by examining
whether the users can draw more detailed sketch maps after the task. Moreover, our study
clearly showed that the landmarks used to guide the pedestrians and especially their visibility
have a great impact on wayfinding efficiency and interactions with the display. Therefore,
the main future research direction should focus on means to adequately convey landmark
information under varying conditions of the environment. If e.g. a reliable indoor localisation
technique is available, the system could only refer to landmarks that are certainly visible at
the current position of the wayfinder. In this context, it is also important to analyse at which
decision points a map is actually needed. Most of the participants spent approximately the
same amount of visual attention on the text instruction and the map. At some points during
the route a text instruction could be enough to solve the wayfinding task. On the other
hand, a map provides more information about the environment and could help to maintain
orientation at complex decision points. Another critical situation is the initial orientation
phase. In this context, displaying e.g. an overview map could help the pedestrians to gain a
better understanding of the route they have to take.

Furthermore, future research should examine whether our findings are applicable for
outdoor environments. In this context, e.g. Bienk et al. [3] showed that the preferred
depiction depends on the sense of direction of the wayfinders, whereby persons with a “good”
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sense of directions benefit from more abstract depictions. In a previous study we could
also show that bad-oriented users profit from detailed map material [25]. Consequently, the
influence of the characteristics of the wayfinder and the navigation situations should be
examined in more detail.
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