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Abstract
Single-cell sequencing provides a powerful approach for elucidating intratumor heterogeneity by
resolving cell-to-cell variability. However, it also poses additional challenges including elevated error
rates, allelic dropout and non-uniform coverage. A recently introduced single-cell-specific mutation
detection algorithm leverages the evolutionary relationship between cells for denoising the data.
However, due to its probabilistic nature, this method does not scale well with the number of cells.
Here, we develop a novel combinatorial approach for utilizing the genealogical relationship of cells
in detecting mutations from noisy single-cell sequencing data. Our method, called scVILP, jointly
detects mutations in individual cells and reconstructs a perfect phylogeny among these cells. We
employ a novel Integer Linear Program algorithm for deterministically and efficiently solving the
joint inference problem. We show that scVILP achieves similar or better accuracy but significantly
better runtime over existing methods on simulated data. We also applied scVILP to an empirical
human cancer dataset from a high grade serous ovarian cancer patient.
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1 Introduction

Recently developed single-cell sequencing technologies provide unprecedented resolution in
studying genetic variability within a complex tissue [27, 19]. By enabling the sequencing of
the genomes of individual cells, these approaches help in delineating the genomic landscape
of rare cell populations and provide insights into the somatic evolutionary process. While
having single-cell resolution can have major impact on our understanding in neurobiology,
immunobiology and other domains [27], it is particularly useful for investigating intratumor
heterogeneity and clonal evolution in cancer [20, 29]. Interplay of mutation and selection
gives rise to intratumor heterogeneity [21, 18], which contributes to tumor progression and
metastasis [25] and can cause tumor relapse via drug resistance [10, 2]. To-date, tumors
were mostly analyzed by sequencing bulk samples that consist of admixture of DNA from
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thousands to millions of cells [9, 22]. Such datasets provide aggregate variant allele frequency
(VAF) profiles of somatic mutations, which are subjected to further deconvolution into tumor
subpopulations [6]. However, VAFs are noisy, provide limited resolution in identifying rare
subpopulations [19] and their deconvolution into clones depends on strong assumptions and
therefore may not hold in practice [1].

By enabling the direct measurement of cellular genotypes, single-cell sequencing (SCS)
data resolves intratumor heterogeneity to a single-cell level [8, 14]. However, the preparation
of SCS data calls for whole genome amplification (WGA) process that can amplify the limited
DNA material of a single cell to meet the amount of DNA needed for sequencing [29]. This
extensive genome amplification elevates the noise level in SCS data and creates a unique error
profile different from bulk sequencing [29]. Technical errors in SCS data include nonuniform
coverage, allelic dropout (ADO), false-positive (FP) and false-negative (FN) errors [19, 29].
ADO, i.e., preferential nonamplification of one allele in a heterozygous mutation can result
in the loss of the mutated allele removing all evidences of the mutation. On the other hand,
random errors introduced during the early stages of amplification can appear as false positive
artifacts due to uneven allelic amplifications. The nonuniform coverage in SCS further results
in missing data at the sites with insufficient coverage.

Since traditional next-generation sequencing (NGS) variant callers such as GATK [5] do
not account for SCS specific errors, variant callers such as Monovar [31] and SCcaller [7] have
been specifically designed to deal with the technical errors in SCS. Monovar pools sequencing
data across cells to address the problem of low coverage and probabilistically accounts for
ADO and FP errors. SCcaller independently detects variants in each cell and accounts for
local allelic amplification biases. In another direction, tumor phylogeny inference methods
[12, 30, 28] that account for the errors have been developed for studying tumor heterogeneity.
A new variant caller SCIΦ [23] combines single-cell variant calling with the reconstruction
of the tumor phylogeny. It leverages the fact that somatic cells are related by a phylogeny
and employs a Markov Chain Monte Carlo algorithm for calling mutations in each single
cell. However, being a probabilistic method, SCIΦ does not scale well with the size of the
data and takes a long time to converge on a solution. At the same time, depending on the
starting point, it might converge to different solutions.

Here, we present a novel combinatorial formulation for jointly identifying mutations in
single cell data by employing the underlying phylogeny. Our approach, scVILP (single-cell
Variant calling via Integer Linear Program) assumes that the somatic cells evolve along
a phylogenetic tree and mutations are acquired along the branches following the infinite
sites model as have been used in previous bulk and single-cell studies [6, 12, 23]. We aim to
identify the set of single-nucleotide variants in the single cells and genotype them in such a
way so that it maximizes the probability of the observed read counts and also the cells are
placed at the leaves of a perfect phylogeny that satisfies the infinite sites assumption (ISA).
Our solution is deterministic and we solve this problem using a novel Integer Linear Program
(ILP) that achieves similar accuracy as SCIΦ but performs significantly better than SCIΦ
in terms of runtime. For whole-exome sequencing (WES) data consisting of large numbers
of somatic mutation loci, running ILP-solvers can result in high memory consumption. To
address this, we introduce a divide-and-conquer version of scVILP where the data matrix is
partitioned by columns, scVILP is run on the subsets, and then the results are merged via
another ILP formulation to resolve any violations of the ISA assumption in the full dataset.
The supertree-based approach achieves similar accuracy as SCIΦ but is much faster.
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2 Method

In this section, we formulate the joint inference of mutations in single cells and the cellular
phylogeny as a combinatorial optimization problem. Following [23], we start by first identify-
ing potential mutation loci and then solve the joint inference problem using a novel Integer
Linear Program (ILP).

2.1 Input Data
The input data for scVILP corresponds to a read count matrix for n cells in the dataset. Let
us assume that we identify m loci as putative mutated loci. For the joint inference, our input
is an n×m matrix, Xn×m = (Xij), where Xij = (rij , vij) denotes the reference and variant
read counts for cell i and locus j. rij + vij is the coverage at this locus.

2.2 Model for Amplification Error
WGA process introduces false positive and false negative errors in single-cell data. We assume
that α and β respectively denote false positive and false negative error rates of single-cell
data. We introduce a binary variable Yij that denotes the true genotype of mutation j in
cell i. Yij = 1 and Yij = 0 respectively denote the presence and absence of the mutation.
We introduce another variable Dij that denotes the amplified genotype (after introduction
of WGA errors) of mutation j in cell i. Following previous WGA error models [12, 30], we
introduce the following likelihood scheme:

P (Dij |Yij) =


α, for Dij = 1, Yij = 0
1− α, for Dij = 0, Yij = 0
β, for Dij = 0, Yij = 1
1− β, for Dij = 1, Yij = 1

(1)

The above likelihood scheme (Eq. (1)) can also be rewritten as:

P (Dij = 0|Yij) = (1− α)(1−Yij)βYij

P (Dij = 1|Yij) = α(1−Yij)(1− β)Yij
(2)

2.3 Read Count Model
The read counts (rij , vij) at locus j of cell i is modeled using a Beta-Binomial distribution
as commonly used for bulk sequencing data [9] given by:

P (rij , vij |Dij) =
(
rij + vij
vij

)
(µDij )vij (1− µDij )rij (3)

where, µDij
denotes the parameter of the Binomial distribution and it represents the probab-

ility of drawing a variant read. This parameter depends on the amplified genotype and is a
Beta distributed variable. When Dij = 0, µDij

= µ0 denotes the probability of observing
a variant read due to sequencing error, for Dij = 1, µDij

= µ1 denotes the probability of
observing a variant read. Given the amplified genotype Dij , the probability of observing
read count (rij , vij) is given by

P (rij , vij |Dij = 0) =
(
rij + vij
vij

)
(µ0)vij (1− µ0)rij

P (rij , vij |Dij = 1) =
(
rij + vij
vij

)
(µ1)vij (1− µ1)rij

(4)
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The joint probability of read counts and amplified genotype given the true genotype can be
computed by multiplying the probabilities in Eq. (2) and Eq. (4) as given by

P (rij , vij , Dij = 0|Yij) =
(
rij + vij
vij

)
(µ0)vij (1− µ0)rij × α(1−Yij)(1− β)Yij

P (rij , vij , Dij = 1|Yij) =
(
rij + vij
vij

)
(µ1)vij (1− µ1)rij × (1− α)(1−Yij)βYij

(5)

2.4 Likelihood Function

The likelihood function of the true genotypes for the cells for an n×m read count matrix is
given by

L(Y ) =
n∏
i=1

m∏
j=1

P (rij , vij |Yij) (6)

For computing P (rij , vij |Yij), we treat the amplified genotype Dij as a nuisance parameter
and marginalize it out as given below:

P (rij , vij |Yij) =
∑

Dij∈{0,1}

P (rij , vij , Dij |Yij)

=
(
rij + vij
vij

)
(µ0)vij (1− µ0)rij × α(1−Yij)(1− β)Yij

+
(
rij + vij
vij

)
(µ1)vij (1− µ1)rij × (1− α)(1−Yij)βYij

(7)

If we denote the Binomial distributions as below:

Binij(µ0) =
(
rij + vij
vij

)
µ
vij

0 (1− µ0)rij

Binij(µ1) =
(
rij + vij
vij

)
µ
vij

1 (1− µ1)rij

(8)

then P (rij , vij |Yij) can be rewritten as:

P (rij , vij |Yij) =
[

Binij(µ0)α+ Binij(µ1)(1−α)
](1−Yij )[

Binij(µ0)(1− β) + Binij(µ1)β
]Yij

(9)

Here our goal is to find a matrix Y such that the likelihood function defined in Eq. (6) is
maximized. Taking the logarithm of the likelihood function in Eq. (6) and negating it, we
obtain the negative log-likelihood function:

NLL = −
n∑
i=1

m∑
j=1

[
(1− Yij) log

[
Binij(µ0)α+ Binij(µ1)(1− α)

]

+ Yij log
[

Binij(µ0)(1 − β) + Binij(µ1)β
]]

(10)

Since this function is linear with respect to the variables Yij , we can solve this by providing
it as the objective function to an ILP solver.
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2.5 ILP Constraints Pertaining to Perfect Phylogeny
We represent the tumor phylogeny as a perfect phylogeny (PP), leaves of which represent the
sampled n cells. A perfect phylogeny satisfies the “infinite sites assumption” (ISA), which
states that each genomic locus in the dataset mutates at most once during the evolutionary
history [15]. We aim to find a genotype matrix Y that provides a perfect phylogeny. In order
for a binary matrix to be a PP, the three-gametes rule has to hold, i.e., for any given pair of
columns (mutations) there must be no three rows (cells) with configuration (1, 0), (0, 1) and
(1, 1). 0 and 1 represent the ancestral (unmutated) and mutated state respectively.

In order to enforce that matrix Y satisfies the perfect phylogeny criterion, we follow the ILP
formulation introduced by Gusfield et al. [11]. which introduces variables B(p, q, a, b) ∈ {0, 1}
for each pair of mutation loci p and q and for each (a, b) ∈ {(0, 1), (1, 0), (1, 1)}. For each
cell i, the following constraints are introduced on the variables B(p, q, a, b), Yip, and Yiq,
i ∈ {1, . . . , n} and p, q ∈ {1, . . . ,m}:

B(p, q, 0, 1) ≥ Yiq − Yip (11)
B(p, q, 1, 0) ≥ Yip − Yiq (12)
B(p, q, 1, 1) ≥ Yip + Yiq − 1 (13)

To enforce a perfect phylogeny, the following constraint must hold for all pairs of p and q:

2 ≥ B(p, q, 1, 0) +B(p, q, 0, 1) +B(p, q, 1, 1) (14)

To maximize the likelihood, we need to minimize the negative log-likelihood function defined
in Eq. (10), subject to the constraints in Eqns. (11), (12), (13), and (14).

Our ILP formulation can be routinely solved through commercial tools such as CPLEX or
Gurobi. In our analysis, we have used Gurobi that concurrently runs multiple deterministic
solvers (e.g., dual simplex, primal simplex, etc.) on multiple threads and returns the one
that finishes first. As a result, for the same input data and parameter values, Gurobi returns
a deterministic solution. It is important to highlight, though, that there could be multiple
optimal solutions.

2.6 Handling Missing Data
For the loci for which the read count values are missing, we do not consider the related Yij
variables in the objective function. The values of Yij for such missing entries are imputed
according to the other values and subject to the Perfect Phylogeny constraints.

2.7 Perfect-Phylogeny Supertree
Running ILP-solvers is expensive in terms of memory consumption, specially when the
number of mutation loci is high. To overcome this limitation, we use a divide-and-conquer
approach consisting of the following steps:
1. Partition the columns of Xn×m, into k subsets of mutation loci, {C1, · · · , Ck}, where

each Cj is a set of columns in Xn×m. We define the submatrices {X(1), · · · , X(k)} as
follows:

X(i) = X[1,··· ,n;c(i)
1 ,··· ,c(i)

s ] c
(i)
j ∈ Ci and s = |Ci| (15)

2. For each submatrix, X(i), optimize the objective function in Eq. 10 (subject to the
constraints in Eqns 11, 12, 13, and 14) independently. This step results in genotyped
submatrices, {G(1), · · · , G(k)}.

WABI 2019
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3. Concatenate the genotyped submatrices into Gn×m as follows:

Gn×m =
(
G(1) G(2) · · · G(k) )

4. If Gn×m does not admit a Perfect Phylogeny, find the minimum number of changes to
apply on the entries of Gn×m such that the modified matrix satisfies the Perfect Phylogeny
model. We name this final step as Perfect Phylogeny Correction Problem (PPC),
which is described in the following section.

2.8 The Perfect Phylogeny Correction Problem
We define the Perfect Phylogeny Correction Problem as inferring matrix G from
matrix G, which does not satisfy perfect phylogeny such that G admits a perfect phylogeny.
PPC consists of two steps:
1. Find the minimum number of characters (mutation loci) which must be removed in

order to make the matrix, G admit a perfect phylogeny. This problem is known as
Character-Removal Problem (CRP) [11].

2. Among the entries of the selected loci in the previous step, minimize the number of
changes to apply such that final matrix G is perfect phylogeny. We name this problem as
Entry-Change Problem (ECP).

2.8.1 The Character-Removal Problem
Given a genotyped matrix G, which does not admit a PP, we aim to find the smallest
set of mutation loci to remove such that the final result admits a perfect phylogeny. The
three-gametes rule is violated by the pairs of columns (loci) whose corresponding rows (cells)
contain all three configurations (0, 1), (1, 0), and (1, 1). As Gusfield et al. [11] showed, there
is an efficient ILP formulation for solving this problem.
Let δ(i) be a binary variable used to indicate whether or not loci i will be removed. Then
for each pair of mutation loci (p, q), p, q ∈ {1, · · · ,m} which violate three-gametes rule, we
add the inequality δ(p) + δ(q) ≥ 1. Finally, we minimize the objective function

∑m
i=1 δ(i).

An example of CRP is shown in Table 1.

Table 1 Character-Removal algorithm selects two loci, 2 and 4 to remove from G.

locus1 locus2 locus3 locus4 locus5
cell1 1 1 1 0 0
cell2 1 1 1 0 0
cell3 0 0 0 1 0
cell4 1 0 0 0 1
cell5 0 1 0 1 1

2.8.2 The Entry-Change Problem
We define the Entry-Change Problem as inferring a matrix G from G by changing the
entries of G such that G is a PP. Here, the character-removal problem plays an important
role by returning the set of loci to be removed from G in order to admit a PP. As a result,
instead of the whole matrix G, ECP can be applied to this set of loci. This in turn reduces
the search space for solving ECP. Let R = {r1, · · · , rl} denote this set of mutations.
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The ILP for ECP introduces variables Change(i, j) ∈ {0, 1} for each cell i ∈ {1, · · · , n}
and j ∈ R indicating whether or not the entry G(i, j) will be changed. We also use the
variables B(p, q, a, b) ∈ {0, 1} described in section 2.5 with the same defintion. The program
next creates inequalities that force the binary variable B(p, q, a, b) to 1 if changing (or not
changing) either or both entries G(i, p) and G(i, q) produces the combination (a, b). To
explain the formulation in detail, consider the pair of columns shown in Table 2.

Table 2 Five rows and two columns in the input G of ECP.

locus1 locus2
cell1 1 1
cell2 1 1
cell3 0 0
cell4 1 0
cell5 0 1

The first row creates the combination (1,1) between locus 1 and 2 if the entry G(1, 2)
does not change. This condition can be formulated as the following inequality:

B(1, 2, 1, 1) ≥ 1− Change(1, 2) (16)

And changing the entry G(1, 2) creates the combination (1, 0):

B(1, 2, 1, 0) ≥ Change(1, 2) (17)

The constraints are built similarly, according to the other rows and columns. The constraint
on variables B(p, q, a, b) which guarantees PP is the same as the inequality 14. The objective
function is to Minimize

∑n
i=1
∑l
j=1 Change(i, j) where n is the number of cells and l is the

number of problematic loci.
While [3] presented an ILP solution for finding a minimum flip supertree admitting a

PP, our combination of character removal and entry change problem does not guarantee
a minimum flip supertree. Here our goal is to find a Perfect phylogeny supertree and our
two-step approach guarantees to achieve that and at the same time restricting ECP to the
sites selected by character removal results in reduction of runtime.

3 Results

3.1 Benchmarking on Simulated Data
To benchmark the performance of our approach and compare it with that of SCIΦ we first
ran both of the methods on simulated datasets for which the ground truth is known. For
generating simulated datasets, we used the single-cell read count simulator module introduced
in [23]. The simulator first generates a model tumor tree, which starts from a progenitor
cell without any mutation. Cells evolve along the branches of the tree and the mutations
are acquired along these branches. The leaves of the tree represent the single cells. For
simulating allelic dropout, mutations present in the cells at the leaves of the phylogeny are
dropped out randomly with probability β (β2 of the mutations become wild type and β

2
become homozygous). This simulator mimics the noisy MDA process [4] and accounts for
the sequencing error whose corresponding probability values were set to 5× 10−7 and 10−3

respectively. The MDA process was repeated 50 times as suggested by the authors of SCIΦ
[23]. The mean and variance associated with the coverage distribution were set to 25 and 50
respectively. Finally, we also introduced 10% missing data.

WABI 2019
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Figure 1 Performance of scVILP and SCIΦ on simulated data with different number of cells.
The number of mutations is 100. Performance measured as (a) precision, (b) recall, and (c) F1 score.

We investigated how each method performs on datasets carrying different number of cells.
The number of cells in the datasets, n, was varied as n = 50, and n = 100. The number of
sites, m, was set at m = 100. We generated 5 datasets for each value of n. The rate of allelic
dropout was chosen from the values {0.05, 0.1, 0.15, 0.2, 0.25}. SCIΦ was run according to
the authors’ recommendation with an additional filter of requiring at least two cells to show
variant read count of at least three. Our method scVILP was run with allelic dropout values
given as input parameters to the program. In order to emulate the real settings where we do
not know the exact values of the allelic dropouts, we added noise to their true values in the
same way described in [16]. To add noise to the dropout values used as input to scVILP, a
random value was sampled from a normal distribution with mean 1 and standards deviation
0.1 from the interval (0.5, 2) and multiplied with the dropout values. The parameter µ0 was
empirically determined (by varying between 10−8 − 10−3) and set to 10−5. The value of
the parameter µ1 was set to 0.5 assuming heterozygous somatic mutation. The results are
shown in Fig. 1. Performance of each method was measured in terms of precision and recall.
Precision is defined as TP

TP+FP , whereas recall is defined as TP
TP+FN (TP: true positive, FP:

false positive and FN: false negative). For each setting, scVILP achieved similar or better
precision than SCIΦ. On the other hand, SCIΦ achieved a little better recall than scVILP
for n = 100, but scVILP’s recall was comparable to that of SCIΦ for n = 50. Overall, both
methods achieved similar precision and recall. This can be observed when comparing the F1
measure, which is the harmonic mean of precision and recall. However, scVILP’s median F1
score was marginally better than that of SCIΦ for each setting. These experiments show
that both of these methods achieve similar accuracy in detecting the mutations. Since both
of these methods utilize the underlying phylogenetic tree (assuming infinite sites assumption)
in inferring the variants, both of them can identify mutations in a particular cell even if there
is very little or missing variant support at a specific locus.

However, the major difference between these two methods lie in the use of the inference
algorithm. While SCIΦ uses a Markov Chain Monte Carlo algorithm for sampling from the
posterior distribution, scVILP solves the problem deterministically using ILP. Consequently,
scVILP is much faster in finding the solution as can be seen in the runtime comparison (Fig.
2). For n = 50, scVILP was on average ∼ 38 times faster than SCIΦ, while for n = 100, it
was on average ∼ 31 times faster than SCIΦ.

Allelic dropout is a major source of error in single-cell data [19]. We further assessed
scVILP’s performance under different values of allelic dropout rate. We generated 5 datasets
for each value of allelic dropout in {0.2, 0.3}. For these datasets, we used n = 50 and m = 100.
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Figure 2 Runtime comparison for scVILP and SCIΦ on simulated data with different number of
cells. The number of mutations is 100.
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Figure 3 Performance of scVILP and SCIΦ on simulated data with different allelic dropout rates.
The number of mutations is 100 and number of cells is 50. Performance measured as (a) precision,
(b) recall, and (c) F1 score.

Both scVILP and SCIΦ were compared on these datasets in terms of precision and recall
(Fig. 3). The F1 score for each method decreased with an increase in the allelic dropout
rate. For each setting of allelic dropout rate, scVILP had slightly higher precision than that
of SCIΦ. Recalls for both methods were comparable; however, scVILP had slightly better
recall for the datasets with higher allelic dropout rate. This experiment demonstrates that
scVILP performs robustly for varying allelic dropout rate.

Due to the high memory consumption of ILP-solvers, straightforward application of
scVILP might run into memory issues for very large number of mutations that can occur in
single-cell WES datasets. For addressing such cases, we developed the Perfect Phylogeny
supertree algorithm that should run without any memory issue, reducing the running time
while maintaining tolerable tradeoff in accuracy. To analyze its performance, we generated
three datasets containing 100 cells and 1000 mutation loci with allelic dropout chosen from
{0, 0.15, 0.25}. We compared scVILP against SCIΦ on these datasets (Fig. 4). While scVILP
and SCIΦ had similar F1 score for these datasets, scVILP had significantly shorter runtime
compared to SCIΦ. For these datasets, direct ILP formulation of scVILP failed to run on a
machine with 32GB RAM, but the Perfect Phylogeny supertree algorithm, by dividing the
original matrix into 5 submatrices, ran successfully with 11GB peak memory usage. Since
SCS technologies are generating SNV data on hundreds of cells, but not yet on thousands
of cells, we did not investigate the performance of scVILP and SCIΦ by simulating larger
number of cells.
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a b

Figure 4 Performance of scVILP’s Perfect Phylogeny supertree algorithm compared to SCIΦ on
simulated data with large number of mutations. The number of mutations is 1000 and the number
of cells is 100. (a) comparison of F1 score, (b) runtime comparison.

3.2 Application of scVILP on Real Data
Finally, we applied scVILP on a human cancer dataset. This dataset consists of 370 single
cells and 43 mutation loci from a high-grade serous ovarian cancer patient described in [17].
For comparison, we also ran SCIΦ on this dataset and the mutation calls for both methods are
shown in Fig. 5. Mutation calls for both these methods were mostly similar. The underlying
phylogenetic trees inferred by these methods were also similar (Robinson-Foulds distance
0.123, computed by PAUP[24]) indicating that multiple perfect phylogenies fit the data. We
further analyzed the mutation calls that were different between the methods. A large number
of mutations that were genotyped as 1 by SCIΦ and 0 by scVILP had high reference read
count and low variant read count indicating scVILP’s genotyping might have been more
accurate for these sites. Both methods were run on a PC with 8GB RAM and 2 GHz Intel
Core i5 processor. scVILP significantly outperformed SCIΦ in terms of runtime. The runtime
for scVILP was around 30 minutes compared to the nearly 12 hours runtime of SCIΦ.

4 Conclusions

Here, we introduced scVILP, a novel combinatorial approach for jointly inferring the mutations
in single cells and a perfect phylogeny that connects the cells. Using a novel Integer
Linear Program, our method infers the mutations in individual cells assuming they evolve
along a perfect phylogeny. scVILP probabilistically models the observed read counts but
combinatorially solves the joint inference problem.

We compared scVILP to SCIΦ [23] on both simulated and real datasets. For the simulated
data, both methods performed similarly in terms of precision and recall (as shown by their
F1 scores). However, scVILP significantly outperformed SCIΦ in terms of runtime. Similarly
for real human cancer dataset, scVILP achieved a solution much faster compared to SCIΦ.
For the real dataset, SCIΦ produced different solutions in different runs because of its
probabilistic nature. For the real dataset, even though mutation calls from scVILP and SCIΦ
were similar, we also observed certain differences indicating that our deterministic algorithm
and SCIΦ’s probabilistic inference do not necessarily arrive at a unique solution in spite of
the use of underlying perfect phylogenetic tree. This also indicates that potentially, multiple
perfect phylogenies can fit the data well necessitating the development of methods that also
assess uncertainty in the inferences.
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Figure 5 Summary of the mutation calls from SCIΦ and scVILP on a dataset consisting of 370
cells from a patient with high-grade serous ovarian cancer [17]. Deep blue and white entries in the
heatmaps represent mutations states 1 and 0, respectively. (a) Mutation calls of SCIΦ. (b) Mutation
calls of scVILP.

Our method could potentially be improved by including violations of the perfect phylogeny.
Tumor phylogeny studies [30, 13, 26] show possible violations of ISA in single-cell sequencing
datasets. More comprehensive evaluation of these violations could be performed by analyzing
the read counts in conjunction with tumor phylogeny inference. Another improvement would
be the inclusion of copy number data.

As single-cell sequencing becomes more high-throughput producing thousands of cells,
scVILP will be very helpful for identifying the mutations from such larger datasets. scVILP
is very fast and accurate in detecting the mutations as well as the phylogeny underlying
the cells. Addressing both these problems in a single combinatorial framework will be very
helpful for quick analysis of large datasets for understanding tumor heterogeneity.
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