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We consider the information metric and Berry connection in the context of noncommutative matrix
geometry. We propose that these objects give a new method of characterizing the fuzzy geometry of
matrices. We first give formal definitions of these geometric objects and then explicitly calculate them for
the well-known matrix configurations of fuzzy S2 and fuzzy S4. We find that the information metrics are
given by the usual round metrics for both examples, while the Berry connections coincide with the
configurations of the Wu-Yang monopole and the Yang monopole for fuzzy S2 and fuzzy S4, respectively.
Then, we demonstrate that the matrix configurations of fuzzy Sn (n ¼ 2, 4) can be understood as images of
the embedding functions Sn → Rnþ1 under the Berezin-Toeplitz quantization map. Based on this result, we
also obtain a mapping rule for the Laplacian on fuzzy S4.

DOI: 10.1103/PhysRevD.98.026002

I. INTRODUCTION

In the matrix models for string and M- theories [1,2],
geometry of fundamental objects such as strings and
membranes are described in terms of some Hermitian
matrices Xμ, which correspond to the quantized version
of the embedding functions. The quantization process to
obtain the matrices is very similar to the canonical
quantization of classical mechanical systems, in which
coordinates and conjugate momenta are promoted to
noncommutative operators acting on a Hilbert space.
In the case of the matrix models, the noncommuta-
tivity is introduced purely between coordinates and this
leads to the notion of the noncommutative matrix
geometry.
A nice framework of this quantization process is given

by the matrix regularization [3,4]. The matrix regulari-
zation can be defined for any compact symplectic
manifold ðM;ωÞ and is characterized by a sequence
fTNg, where N runs over an infinite set of strictly
increasing positive integers and TN is a linear map from

functions on M to N × N matrices. Basically, TN is
required to satisfy

kTNðfÞTNðgÞ − TNðfgÞk → 0;

kicN ½TNðfÞ; TNðgÞ� − TNðff; ggÞk → 0;

TrTNðfÞ →
Z

ω2nf; ð1:1Þ

as N → ∞. Here, k · k is a matrix norm, f; g is a Poisson
bracket on M and cN is an N-dependent constant, which
goes to infinity as N → ∞ and controls the magnitude of
noncommutativity. The first condition in (1.1) says that
the algebra of matrices approximates the algebra of
functions. In particular, it implies that the matrices
TNðfÞ become commutative in the large-N limit. The
second condition means that, in the large-N limit, the
Poisson algebra can also be well-approximated by
the commutator algebra of matrices. The third condition
for integrals can be used to map action functionals on M
to matrix models.
Though most well-known matrix geometries such as the

fuzzy CPn, fuzzy tori and so on [5–8] can be regarded as
concrete examples of the matrix regularization, there are
some other examples which do not fit into the definition of
the matrix regularization. In particular, since the definition
of the matrix regularization depends on the symplectic
structure, it can not be applied to nonsymplectic manifolds.
For example, S4 is not a symplectic manifold and its fuzzy
version [9] gives a typical example which can not be
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described naively as the matrix regularization of four-
sphere.1 The fact that these nonsymplectic spaces also
play important roles in understanding D-branes in the
matrix models [9] suggests that the requirements of the
matrix regularization (1.1) may be too strong, and more
fundamental framework may be necessary to understand
fuzzy geometries in the matrix models.
In this paper, we consider the Berezin-Toeplitz quanti-

zation for spinor bundles [11,12]. This method can be
defined on a compact Riemannian spin-C manifold
equipped with a topologically nontrivial gauge field con-
figuration. This method provides a systematic way of
generating a linear map from functions on the manifold
to N × N matrices. Here, the space of N × N matrices
arises as a restriction of the functional space of spinors to
the space of Dirac zero modes, where N is the dimension of
the kernel of the Dirac operator and is related to the
topological charge (such as the monopole charge or
instanton number) of the gauge field by the index theorem.
For Kähler manifolds, this mapping has been shown to
satisfy the properties (1.1) of the matrix regularization, as a
consequence of the Kähler compatibility condition [11,12].
However, since the definition of this quantization depends
only on the metric and gauge connection, the Berezin-
Toeplitz quantization map can be defined for nonsymplec-
tic manifolds as well. Therefore, the Berezin-Toeplitz
quantization may serve as a more fundamental mathemati-
cal framework for matrix models. Though a lot of concrete
matrix configurations corresponding to various objects in
string/M theories have been explicitly constructed so far
[5–8], to our best knowledge, little work has been done to
clarify the connection between those configurations and the
Berezin-Toeplitz quantization scheme.2 In this paper, we
try to understand this connection more deeply to see
whether this quantization method indeed gives a good
framework for matrix models or not.
The problem we consider in this paper is an inverse

problem of the construction of the Berezin-Toeplitz quan-
tization. In the Berezin-Toeplitz quantization, matrices
(Toeplitz operators) are obtained from continuous geo-
metric data, such as manifolds and Dirac zero modes.3

Conversely, in this paper, we try to extract the geometric
data from a given set of Hermitian matrices Xμ which
define a fuzzy space. This problem should be particularly
important in studying the matrix models, which are for-
mulated completely in the language of matrices.
The most important geometric data in the Berezin-

Toeplitz quantization are the metric and the gauge

connection. In order to recover these geometric objects
from the matrices Xμ, we propose the use of the information
metric and Berry connection. These objects are calculable
from the matrices Xμ and also serve as new objects
characterizing the geometry of the fuzzy spaces.
The definitions of the information metric and Berry

connection are based on the notion of the coherent states in
fuzzy spaces, which has been studied in various contexts
recently. In [16], the coherent states were introduced for
fuzzy spaces based on the viewpoint that they should have
minimal wave packets in the target space in the large-N
limit. In this formulation, the coherent states are defined as
ground states of a certain Hamiltonian. This construction
was then generalized to the case of finite-N matrices [17].
In the earlier work [18], the use of Dirac operator on D0-
branes was proposed based on a string-theory viewpoint.
This method also leads to the notion of the coherent states.
Since in all of these formulations, coherent states play very
important roles, we call these methods collectively the
coherent state methods in this paper. See [19–21] for some
analysis using the coherent state methods. See also [22,23]
for a nice interpretation of the coherent state methods in the
system of non-Bogomol’nyi-Prasad-Sommerfield (BPS)
D-branes.
Based on the coherent state methods, one can define the

information metric and Berry connection for fuzzy spaces.
In this paper, we first give formal definitions of these
geometric objects. Then, we calculate the objects explicitly
for fuzzy S2 and fuzzy S4 as examples. Finally, we show
that for both cases the coherent states form a basis of
the Dirac zero modes, so that the Hilbert space on which the
matrices are acting can be identified with the space of the
Dirac zero modes in the Berezin-Toeplitz quantization. We
also demonstrate that, under the Berezin-Toeplitz quanti-
zation map, the defining Hermitian matrices for the fuzzy
S2 and S4 can be seen as the images of the embedding
functions of S2 and S4, respectively, into the flat target
spaces. This result provides a unified viewpoint for fuzzy
S2 and fuzzy S4. By using the quantization map, we also
obtain explicit mapping rules for Laplacians on S2 and S4.
This paper is organized as follows. In Sec. II, we review

the coherent state methods. In Sec. III, we introduce the
information metric and Berry connection. In Sec. IV, we
compute these structures for fuzzy S2 and S4. In Sec. V, we
first review the Berezin-Toeplitz quantization and then
show that the matrix configurations of fuzzy S2 and fuzzy
S4 can be interpreted as the images of the embedding
functions on S2 and S4, respectively. In Sec. VI, we
summarize our results.

II. COHERENT STATE METHODS

For a given set of Hermitian matrices fXμg, we can
define an analogue of the coherent states. By using them,
we can then associate the corresponding commutative
space M with the given matrices. In this section, we

1See [10] and references therein for various descriptions of
fuzzy S4.

2This quantization has been studied in terms of the lowest Landau
level problem on some monopole backgrounds. See [13–15].

3More precisely, we mean by the geometric data the triplet of
the manifold, the metric and the gauge connection. Note that the
Dirac zero modes can be constructed from them.
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review this process for two different methods based on the
Hamiltonian and the Dirac operator.

A. Hamiltonian

We start with a set of N × N Hermitian matrices
fXμgðμ ¼ 1;…; DÞ, which defines a fuzzy space. We
assume that there exists a commutative limit such that
Xμ become mutually commuting and this limit is given by
the large-N limit. (For example, for the fuzzy sphere,
D ¼ 3 and Xμ are given by the N-dimensional irreducible
representation matrices Liði ¼ 1; 2; 3Þ of the SUð2Þ gen-
erators. For a unit sphere, Xi should be normalized to
satisfy ðXiÞ2 ¼ 1N and thus Xi ¼ 2ffiffiffiffiffiffiffiffi

N2−1
p Li. With this

normalization, Xi become commuting matrices in the
large-N limit.) We also call this limit the classical limit
by analogy with the quantum mechanics, where the
commutative limit ℏ → 0 indeed corresponds to the
classical limit. In terms of the matrix regularization, this
setup corresponds to a situation such that we are first given
the images Xμ ≔ TNðxμÞ of the embedding functions
xμ∶ M → RD. But the following arguments apply not
only to the symplectic manifolds but also to nonsymplectic
manifolds such as S4. In the latter case, one can also
construct the corresponding matrices Xμ based on the
observations of D-brane charges or symmetries [9].
For the given N × N Hermitian matrices fXμg, we first

introduce the Hamiltonian, which is an N × N Hermitian
matrix defined by

HðyÞ ¼ 1

2

XD
μ¼1

ðXμ − yμ1NÞ2: ð2:1Þ

Here yμðμ ¼ 1; 2;…; DÞ are real parameters and 1N stands
for the N × N identity matrix. In the following, we omit the
N × N identity matrix 1N for notational simplicity. Since
the Hamiltonian HðyÞ is Hermitian for any y, it is always
possible to diagonalize HðyÞ by using unitary similarity
transformations. We introduce a basis, on which HðyÞ
becomes diagonal:

HðyÞjn;yi¼EnðyÞjn;yi; ðn¼ 0;1;…;N−1Þ: ð2:2Þ

Since HðyÞ is a non-negative matrix, all the eigenvalues
EnðyÞ are non-negative. We label the eigenvalues as
0 ≤ E0ðyÞ ≤ E1ðyÞ ≤ � � � ≤ EN−1ðyÞ. The eigenstates shall
be normalized as hn; yjm; yi ¼ δnm.
In quantum mechanics, the canonical coherent states are

the states with minimal wave packets and in particular, the
sizes of the wave packets go to zero in the classical limit
ℏ → 0. For fuzzy spaces defined by fXμg, we can introduce
an analogue of the canonical coherent states by using the
above Hamiltonian as follows. From the definition of the
eigenstates, the lowest eigenvalueE0ðyÞ can be expressed as

E0ðyÞ¼ h0;yjHðyÞj0;yi¼ 1

2
ðhXμi−yμÞ2þ

1

2
ðΔXμÞ2;

ð2:3Þ

where

hXμi ¼ h0; yjXμj0; yi; ð2:4Þ

ΔXμ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h0; yjX2

μj0; yi − h0; yjXμj0; yi2
q

: ð2:5Þ

In terms of the wave packet of the ground state j0; yi, hXμi
corresponds to the position of the center of thewave packet in
the target space, while ΔXμ corresponds to the size of the
wave packet in the μ direction. Now, suppose thatE0ðyÞ for a
certain y goes to zero in the classical (commutative) limit as
E0ðyÞ → 0. Then, since both terms in the right-hand side of
(2.3) are squared and positive, we have� hXμi − yμ → 0;

ΔXμ → 0:
ð2:6Þ

for all μ simultaneously. This means that at the point y, there
exists a wave packet which can shrink to zero size in the
classical limit. Note that the inverse statement is also true,
namely, if there is a state which (is not necessarily an
eigenstate of HðyÞ but) satisfies (2.6) for a certain point
y ∈ RD, the ground state energy E0ðyÞ is vanishing in the
classical limit. Thus, the zero loci of E0ðyÞ in RD is
equivalent to the subspace of RD such that there can exist
a wave packet which shrinks to a point in the classical limit.
Such states are counter objects of the canonical coherent
states in quantum mechanics. From this analogy, we call
j0; yi coherent states here if it satisfies (2.6).
For the fuzzy space defined by fXμg, we can associate a

classical (commutative) manifold M as a hypersurface in
RD defined as a set of points on which there exist coherent
states. In other words, M is given by the zero loci of the
Hamiltonian:

M ¼ fy ∈ RDjfðyÞ ¼ 0g; ð2:7Þ

where we introduced a function

fðyÞ ¼ lim
N→∞

E0ðyÞ: ð2:8Þ

Note that, in most cases of finite-size matrices, exact zero
modes of theHamiltonian donot exist, and the classical space
M can only be defined with the large-N limit in this method.
However, this method can be extended to finite-N cases with
the use of quasicoherent states [17]. Note also that even in the
large-N limit, ifwe considergeneralmatrices forXμ, there are
a lot of cases where M becomes an empty set. In order to
have a non empty set, fXμg need to become commutative in
the large-N limit as ½Xμ; Xν� → 0.
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In summary, we first introduced the coherent states as the
ground state eigenvectors of the Hamiltonian (2.1) which
have vanishing eigenvalues in the large-N limit. Next, we
defined a classical space M as a set of points in RD on
which there exists the coherent states.

B. Dirac operator

We next introduce another method based on a matrix
Dirac-type operator [18,22,23]. While the method using
Hamiltonian is based on the analogy with the quantum
mechanics, the method using Dirac operator is based on
some observations in string theories. Here, we first show
the mathematical treatment of this method and then explain
its physical implications in string theory.
The Dirac operator is defined from the given matrix Xμ as

DðyÞ ¼ δμνΓμ ⊗ ðXν − yν1NÞ: ð2:9Þ
This is a 2½D=2�N × 2½D=2�N Hermitian matrix, where ½D=2�
stands for the maximal integer less than or equal to D=2.
Here Γμ are 2½D=2� × 2½D=2� matrix representations of the
D-dimensional Euclidean Clifford algebra:

fΓμ;Γνg ¼ 2δμν12½D=2� : ð2:10Þ
The classical space M is defined as a hypersurface on

which there exist zero modes of the Dirac operator as
follows. Since the Dirac operator is Hermitian matrix, it has
real eigenvalues. We denote eigenvalues and eigenstates as

DðyÞjn; yi ¼ EnðyÞjn; yi; ðn ¼ 0; 1;…; 2½D=2�N − 1Þ;
ð2:11Þ

where we order the eigenvalues as jE0ðyÞj ≤ jE1ðyÞj ≤
� � � ≤ jE2½D=2�N−1ðyÞj and the eigenstates shall be normalized
as hn; yjm; yi ¼ δnm. Note that EnðyÞ can also take negative
values unlike the case of the Hamiltonian. The classical
space M is defined as hypersurfaces on which zero modes
of the Dirac operator exist:

M ¼ fy ∈ RDjE0ðyÞ ¼ 0g: ð2:12Þ
This definition of the classical space may look similar to
that using the Hamiltonian (2.7). A crucial difference is that
in the method using the Dirac operator, we do not need to
take the large-N limit to define the classical space M. The
Dirac operator allows exact zero modes even for finite N,
and the geometry is defined for a fixed finite N.
There are two different interpretations of this construction

in the context of the string theory. One is based on the probe
picture ofD0-brane action [18]. SupposeND0-branes forma
bound state such as fuzzy sphere and behave as higher
dimensionalD-brane. LetXμ be thematrix configuration (the
bosonic fields) of these D0-branes. In addition, we consider
another probe D0-brane at yμ. Then, the Dirac operator (2.9)
appears in the fermionic kinetic termof theopen stringmodes

connecting the bounded D0-branes and the probe brane. E0

measures the lowest energy of the open string, which is in
general proportional to the length of the open string. Thus, at
the position where Dirac zero modes exist, the probe brane
hits the D0-branes, and henceM defined by (2.12) gives the
geometry of the D0-branes seen by the probe brane.
The second interpretation is provided by flat non-BPS

D-brane systems in superstring theory [22,23] (see also
[24,25]). The theory on the non-BPS D-branes generally
contains the tachyon field TðyÞ, and the potential term of
TðyÞ in the low energy action is proportional to the
exponential factor e−TðyÞ2. The theory possesses a classical
solution, which represents tachyon condensations. The
solution takes the form TðyÞ ¼ uDðyÞ, where Xμ in
(2.9) can be arbitrary constant Hermitian matrices. In order
for this to be a solution of the equation of motion, the
parameter u has to be sent to infinity. Then, since the
potential energy is proportional to e−u

2DðyÞ2 with u → ∞,
only zero modes of the Dirac operator survive. In particular,
this is possible only when y ∈ M, where M is defined by
(2.12). Thus, this solution corresponds to a situation that
the original non-BPS branes with the world volume
coordinates yμ becomes another configurations of D-branes
which has the shape of M. From the analysis of the
boundary string field theory, the latter D-branes are found
to be stable BPS D-branes. Thus, in this context, M given
by (2.12) corresponds to the shape of the BPS D-branes
produced after the tachyon condensation.
The square of the Dirac operator is calculated as

D2ðyÞ ¼ 12½D=2� ⊗ ðXμ − yμINÞ2 þ
1

4
½Γμ;Γν� ⊗ ½Xμ; Xν�:

ð2:13Þ

Note that the first term on the right-hand side is propor-
tional to the Hamiltonian. For the commuting matrices in
the large-N limit, we have

D2ðyÞ ≃ 212½D=2� ⊗ HðyÞ ð2:14Þ

in the large-N limit. Thus, the Dirac operator asymptoti-
cally coincides with the Hamiltonian in the large-N limit.
One may think that the relation (2.14) between the
Hamiltonian and the Dirac operator in the large-N limit
also implies the equivalence of the classical spaces defined
by the two methods. However, rigorously speaking, there
are some cases in which the classical spaces do not coincide
with each other. Let us denote by MH and MD the
classical spaces defined by the Hamiltonian and the Dirac
operator in the large-N limit, respectively. For yμ ∈ MD,
there exists a zero mode of the Dirac operator as
DðyÞj0; yi ¼ 0. Then we have

0 ¼ h0; yjD2ðyÞj0; yi ≃ 2h0; yj12½D=2� ⊗ HðyÞj0; yi: ð2:15Þ
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Thus, there also exists a zero mode of the Hamiltonian at
the same point yμ in the large-N limit. This means that
MD ⊂ MH. However, the inverse statement may not be
true in general. For yμ ∈ MH, one can only say that D
has an approximate zero mode in the large-N limit,
namely, D may not have an exact zero mode at that
point. Thus, if there exists a point at which any
eigenvalues of D are nonzero but some of them are very
small as Oð1=NÞ, such point will be included in MH but
not in MD. Hence, in general, we have only the
relation MD ⊂ MH.
The method using the Dirac operator has an advantage

that the geometry can be rigidly defined at finite N and
hence mathematically rigorous treatment is possible at
finite N. However, depending on a context, one may be
interested in the geometry which emerges only in the large-
N limit. The method using the Hamiltonian has an
advantage that, without introducing the vector space of
spinors, one can pick up not only the points in MD but
also approximately emergent points.
In the both pictures, each zero eigenstate describes a

single D-brane. If there are some degenerate zero eigen-
states of the Dirac operator, they corresponds to multiple
coincident D-branes.

III. INFORMATION METRIC
AND BERRY CONNECTION

In this section, we give definitions of the information
metric and Berry connection on M. In this section, we use
the Dirac operator method, but the same arguments apply to
the Hamiltonian method as well. See [21] for the case of the
Hamiltonian method.

A. Information metric

Suppose that the Dirac operator has k degenerate zero
modes and the zero eigenstates are labeled as j0; a; yi
ða ¼ 1; 2;…; kÞ. From these eigenstates, we first define a
density matrix,

ρðyÞ ¼ 1

k

Xk
a¼1

j0; a; yih0; a; yj; ð3:1Þ

which is proportional to the projection operator onto the
k-dimensional vector space spanned by j0; a; yi. Note that
ρðyÞ is the unique density matrix made of the zero
eigenstates and invariant under the UðkÞ rotational trans-
formation of the zero eigenstates,

j0; a; yi ↦
Xk
b¼1

j0; b; yiVbaðyÞ; VðyÞ ∈ UðkÞ: ð3:2Þ

We consider the case thatM defined in (2.12) is a smooth
simply connected compact manifold corresponding to

extended D-branes.4 On a vicinity of this manifold,
j0; a; yi are differentiable. (Note that j0; a; yþ ϵi ¼
j0; a; yi þ ϵμ∂μj0; a; yi þ � � �. The derivative terms are
explicitly given by the formula of the perturbation theory
underDðyþ ϵÞ ¼ DðyÞ − Γμϵμ. This perturbation should be
smooth at least when ϵμ is much smaller than the spectral gap
of the Dirac operator.) Then, ρ defined by (3.1) gives a
smooth map from M to the space of the density matrices.
Furthermore, we can show that ρ and its differential dρ
are injective mappings. See Appendix A for our proof. Then,
ρ gives an embedding of M into the space D of all density
matrices,

ρ∶ M → D: ð3:3Þ

The spaceD of the density matrices forms a convex cone
and one can define a metric structure on this space. In fact,
the information (Bures) metric provides a natural metric on
D, defined by

ds2 ¼ 1

2
TrðdρGÞ; dρ ¼ ρGþGρ: ð3:4Þ

Here, the trace is taken over the vector space associated
with the density matrices and G is defined from ρ by the
second equation of (3.4). For pure states, the information
metric is equivalent to the Fubini-Study metric on the
complex projective space given by a set of normalized
complex vectors.
The embedding (3.3) then defines the pullback of the

information metric. This pullback provides a metric struc-
ture forM. For ρ given by (3.1), differentiating the relation
ρ2 ¼ ρ=k, one finds that

G ¼ kdρ: ð3:5Þ

The pullback can then be explicitly written as

ds2 ¼ 1

k

�Xk
a¼1

kdj0; a; yik2 −
Xk
a;b¼1

jh0; a; yjdj0; b; yij2
�
:

ð3:6Þ

Here k · k is the vector norm and dj0; a; yi is understood as

j0; a; dyi ¼ ∂
∂σα j0; a; yidσ

α; ð3:7Þ

where fσαg is arbitrary local coordinate on M. The local
coordinate should be chosen such that fσαg parametrizes
the zeros of DðyÞ as E0ðyðσÞÞ ¼ 0.

4In general, M contains some disconnected components. The
following arguments can be easily extended to such general
cases.
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B. Berry connection

We can consider a gauge connection on M associated
with the local UðkÞ rotation (3.2) of the zero eigenstates
j0; a; yi. This gauge field corresponds to the (non-Abelian)
Berry connection. The Berry connection is defined as the
following one form on M:

AabðσÞ ¼ −ih0; a; yjdj0; b; yi; ð3:8Þ

where dj0; b; yi is defined in (3.7). It is easy to see that (3.8)
transforms as a non-Abelian gauge field under the trans-
formation (3.2) as

A → V†AV − iV†dV: ð3:9Þ

For well-known fuzzy spaces such as fuzzy S2 and S4,
this gauge field takes topologically nontrivial configura-
tions such as monopoles and instantons. We demonstrate
this calculation in the following sections.
Let us comment on the setup considered in [21], in which

matrices fXμg behave as

½Xμ; Xν� ¼ i
cN

WμνðXÞ þ � � � : ð3:10Þ

Here, cN is an N-dependent constant which goes to infinity
in the large-N limit, and � � � represents higher order terms in
1=cN .WμνðXÞ in (3.10) is antisymmetric in the indices μ, ν
and is a polynomial in Xμ with convergent degree and
coefficients in the large-N limit. For the matrices satisfying
(3.10), it was shown in [21] that the curvature 2-form of the
Berry connection gives a symplectic form in the large-N
limit. Namely, the curvature 2-form is closed and non-
degenerate. The information metric was also shown to be
the compatible Kähler metric for the symplectic form.
In the setup with D-branes studied in [18,22,23], the

Berry connection is understood as the gauge field on the
D-branes, as first noted in [24,26]. For Kähler manifolds,
the information metric is the compatible world volume
metric on the D-branes.

IV. EXAMPLES

In this section, we consider fuzzy S2 and S4 as examples.
Through explicit calculations, we demonstrate that the
information metric for these spaces are given by the
ordinary round metric, while the Berry connections are
given by the configurations of the Wu-Yang monopole and
Yang monopole for fuzzy S2 and S4, respectively.

A. Fuzzy S2

1. Definition of fuzzy S2

In the standard description of the fuzzy S2, one uses three
Hermitian matrices, which correspond to the quantized

embedding functions into R3. The three matrices are
given as

Xi ¼ RLi; R ¼ 2ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N2 − 1

p : ð4:1Þ

Here, Li are the SUð2Þ generators in the spin-J irreducible
representation, where J is related to the matrix size N by
N ¼ 2J þ 1. The normalization factor R is chosen so that
the fuzzy sphere has a unit radius as

X3
i¼1

ðXiÞ2 ¼ 1: ð4:2Þ

These matrices satisfy the commutation relations5

½Xi; Xj� ¼ 2iϵkijffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N2 − 1

p Xk: ð4:3Þ

For later convenience, we introduce the standard basis
jJ;mi of the representation space of Li. They satisfy

L3jJ;mi ¼ mjJ;mi;
L�jJ;mi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðJ ∓ mÞðJ �mþ 1Þ

p
jJ;m� 1i; ð4:4Þ

where L� ¼ L1 � iL2. For J ¼ 1=2, we also use the
shorthand notation,

j1=2;�i ≔ j1=2;�1=2i: ð4:5Þ

2. Classical space for fuzzy S2

The Dirac operator for fuzzy S2 is given by a 2N × 2N
Hermitian matrix,

DðyÞ ¼ σi ⊗ ðRLi − yiÞ: ð4:6Þ

Here σi are the Pauli matrices. The spectrum of (4.6) is
derived in the Appendix B (See also [19,20,22]). There are
three types of the eigenstates,

jψ ð�Þ
m i¼ ðU2 ⊗UNÞðað�Þ

m j1=2;þi⊗ jJ;miþbð�Þ
m j1=2;−i

⊗ jJ;mþ1iÞ;
jψJi¼ ðU2 ⊗UNÞj1=2;þi⊗ jJ;Ji;
jψ •i¼ ðU2 ⊗UNÞj1=2;−i⊗ jJ;−Ji; ð4:7Þ

where m ¼ −J;−J þ 1;…; J − 2; J − 1, and the corre-
sponding eigenvalues are given by

5Note that this commutation relation is of the form of (3.10).
Thus, the argument in [21] can be applied.
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λð�Þ
m ðyÞ¼−

R
2
�1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2þ4fjyj2−Rð2mþ1ÞjyjþR2JðJþ1Þg

q
;

λJðyÞ¼RJ−jyj;
λ•ðyÞ¼RJþjyj; ð4:8Þ

respectively, where jyj ¼
ffiffiffiffiffiffiffiffiffiffiffiP

iy
2
i

p
. In (4.7), að�Þ

m , bð�Þ
m are

real coefficients satisfying

að�Þ
m ¼ −

R
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðJ −mÞðJ þmþ 1Þp
Rm − jyj − λð�Þ

m

bð�Þ
m ð4:9Þ

as well as the normalization condition

að�Þ2
m þ bð�Þ2

m ¼ 1: ð4:10Þ

The unitary matrices U2 and UN in (4.7) are defined in
Appendix C 1.
Note that λ•ðyÞ is strictly positive and λð�Þ

m ðyÞ cannot be
zero form ¼ −J;−J þ 1;…; J − 1. Thus, only jψJi can be
the zero mode of the Dirac operator. The classical space is
then defined as a set of y ∈ R3 on which the zero mode
exists:

M ¼ fyi ∈ R3kyj ¼ RJg: ð4:11Þ

Obviously, the classical space is given by a sphere with the
radius RJ embedded in R3. We can also apply the method
using the Hamiltonian. This is shown in Appendix D 1.

3. Information metric and Berry connection for fuzzy S2

We parametrize the classical space (4.11) by

y1 ¼ RJ sin θ cosϕ;

y2 ¼ RJ sin θ sinϕ;

y3 ¼ RJ cos θ: ð4:12Þ

We also introduce the stereographic coordinate ðz; zÞ on the
classical space by

z ¼ eiϕ tan
θ

2
: ð4:13Þ

We first compute the information metric (3.6) for the
zero eigenstate jψJi for the fuzzy S2. The expression (C8)
for the unitary matrix U is very useful in computing the
differential of the zero mode jψJi. In the stereographic
coordinate, the differential of UNðyÞjJ; Ji is given by

dUNðyÞjJ; Ji ¼
Jðz̄dz − zdz̄Þ

1þ jzj2 UNðyÞjJ; Ji

þ
ffiffiffiffiffi
2J

p
dz

1þ jzj2 UNðyÞjJ; J − 1i: ð4:14Þ

By using this, we can easily compute (3.6). The result is
given by

ds2 ¼ kdjψJijj2 − jhψJjdjψJij2 ¼ N
dzdz̄

ð1þ jzj2Þ2 : ð4:15Þ

This is nothing but a round Kähler metric for S2. The
overall factor also picks up information of the density of
D0-branes, which is an intrinsic data of the matrices Xμ.
By using (4.14), we can also compute the Berry con-

nection (3.8) for fuzzy S2. The result is given by

A ¼ −ihψJjdjψJi ¼ −i
N
2

z̄dz − zdz̄
1þ jzj2 : ð4:16Þ

This is just the Dirac monopole configuration. The field
strength is

F ¼ dA ¼ iN
dz ∧ dz̄

ð1þ jzj2Þ2 : ð4:17Þ

The monopole flux (or equivalently the first Chern class)
coincides with the matrix size N:

1

2π

Z
F ¼ N: ð4:18Þ

B. Fuzzy S4

1. Definition of fuzzy S4

Let us first introduce the following orthonormal vectors6:

jη1i ¼

0BBB@
1

0

0

0

1CCCA; jη2i ¼

0BBB@
0

1

0

0

1CCCA;

jη3i ¼

0BBB@
0

0

1

0

1CCCA; jη4i ¼

0BBB@
0

0

0

1

1CCCA: ð4:19Þ

We denote by Hn the Hilbert space spanned by all n-fold
totally symmetric tensor products of jηii (i ¼ 1, 2, 3, 4). We
denote by N the dimension of this space:

N ¼ dimHn ¼
�
nþ 3

3

�
¼ ðnþ 1Þðnþ 2Þðnþ 3Þ

6
:

ð4:20Þ

6See also [9,27] for the calculation in this subsection.
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We also denote byHþ
n the subspace ofHn spanned only by

all symmetric tensor products of jη1i and jη2i. The
dimension of this subspace is

dimHþ
n ¼

�
nþ 1

1

�
¼ nþ 1: ð4:21Þ

We also introduce the five dimensional gamma matrices ΓA,
satisfying fΓA;ΓBg ¼ 2δAB14. In the following, we use the
following representation of ΓA:

Γi ¼ σ2 ⊗ σi ¼
�

0 −iσi
iσi 0

�
i ∈ f1; 2; 3g;

Γ4 ¼ σ1 ⊗ 12 ¼
�

0 12
12 0

�
;

Γ5 ¼ σ3 ⊗ 12 ¼
�
12 0

0 −12

�
; ð4:22Þ

where σi are the Pauli matrices. Note that jηii are eigenvec-
tors of Γ5 with Γ5jη1;2i ¼ jη1;2i and Γ5jη3;4i ¼ −jη3;4i.
The vector spaceHn gives the N-dimensional irreducible

representation space of the SOð5Þ Lie group. The
SOð5Þ generators ΣAB ðA; B ¼ 1; 2;…; 5Þ are represented
on Hn as

DHn
ðΣABÞ ¼

1

2
ðΓAB ⊗ 14 ⊗ � � � ⊗ 14 þ 14 ⊗ ΓAB

⊗ � � � ⊗ 14 þ � � � þ 14 ⊗ � � � ⊗ 14 ⊗ ΓABÞ:
ð4:23Þ

The fuzzy S4 is defined by the configuration of the five
matrices on Hn,

XA ¼ RGðnÞ
A ; R ¼ 1

n
; ð4:24Þ

for A ¼ 1; 2;…; 5. Here, GðnÞ
A are N × N matrices acting on

Hn and are given by the n-fold symmetric tensor products
of the five-dimensional Euclidean gamma matrices ΓA:

GðnÞ
A ¼ ΓA ⊗ 14 ⊗ � � � ⊗ 14 þ 14 ⊗ ΓA ⊗ � � � ⊗ 14 þ � � �

þ 14 ⊗ � � � ⊗ 14 ⊗ ΓA: ð4:25Þ

We emphasize that though GðnÞ
A are represented as 4n × 4n

matrices, the Hilbert space is now restricted to Hn with
dimension (4.20). As we prove in Appendix E, the matrices

GðnÞ
A satisfy the relation,X

A

ðGðnÞ
A Þ2 ¼ nðnþ 4Þ1Hn

: ð4:26Þ

The normalization factor R is chosen so that XA gives a unit
sphere in the large-N limit:X

A

X2
A ¼ 1Hn

þOð1=nÞ: ð4:27Þ

Below, we will see that the classical spaces defined by the
Dirac operator and Hamiltonian indeed become the unit
sphere in the large-N limit.

2. Classical space for fuzzy S4

Here, we compute the classical space of fuzzy S4 by
using the Dirac operator method (See also [20]). See
Appendix D 2 for the derivation using the Hamiltonian
method.
For the configuration (4.24) of fuzzy S4, the Dirac

operator is given by

DðyÞ ¼ ΓA ⊗ ðRGðnÞ
A − yAÞ: ð4:28Þ

This is a 4N × 4N Hermitian matrix acting on C4 ⊗ Hn. In
[20], it is shown that this Dirac operator has nþ 2
degenerate zero modes. In the following, we present these
states based on a symmetry argument. We parametrize yA as
yA ¼ jyjxA, where jyj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiP
Ay

2
A

p
and xA is the unit vector

(C9) parametrized with the polar coordinates. We consider
a similarity transformation of DðyÞ with the unitary matrix
defined in (C17). Because of the relations (C11) and (C18),
the Dirac operator transforms into

U†⊗ðnþ1ÞDðyÞU⊗ðnþ1Þ¼
X4
a¼1

Γa⊗RGðnÞ
a þΓ5⊗ðRGðnÞ

5 −jyjÞ:

ð4:29Þ

By using (E3) and Γ5jη1i ¼ jη1i, we can see that the
(nþ 1)-fold tensor product of jη1i gives an eigenstate of
(4.29) with the eigenvalue nR − jyj. Thus, for jyj ¼ nR,
U⊗ðnþ1Þjη1i⊗ðnþ1Þ gives a zero mode of the Dirac operator.
Note that the vector jη1i⊗ðnþ1Þ is an element of
Hnþ1 ⊂ C4 ⊗ Hn. Hence, we can consider the action of
SOð5Þ generators DHnþ1

ðΣABÞ onto this vector. We notice
that (4.29) commutes with the SOð4Þ generators
DHnþ1

ðΣabÞ with a, b ¼ 1, 2, 3, 4, since all the SOð4Þ
vector indices are contracted in (4.29). Thus, any states
given by acting these generators on jη1i⊗ðnþ1Þ also give
zero eigenstates of (4.29). In order to write down these
states, we utilize the decomposition of the SOð4Þ gener-
ators into the generators of SUð2Þ × SUð2Þ:

J1 ¼ −
i
2
ðΣ41 þ Σ23Þ; J2 ¼ −

i
2
ðΣ42 þ Σ31Þ;

J3 ¼ −
i
2
ðΣ43 þ Σ12Þ;

J̃1 ¼
i
2
ðΣ41 − Σ23Þ; J̃2 ¼

i
2
ðΣ42 − Σ31Þ;

J̃3 ¼
i
2
ðΣ43 − Σ12Þ: ð4:30Þ

They satisfy
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½Ji; Jj� ¼ iϵijkJk; ½J̃i; J̃j� ¼ iϵijkJ̃k; ½Ji; J̃j� ¼ 0:

ð4:31Þ

It is easy to see that DHnþ1
ðJ̃iÞ are vanishing on jη1i⊗ðnþ1Þ,

while DHnþ1
ðJiÞ act as

DHnþ1
ðJ3Þjη1i⊗ðnþ1Þ ¼ nþ1

2
jη1i⊗ðnþ1Þ;

DHnþ1
ðJiÞ2jη1i⊗ðnþ1Þ ¼ ðnþ1Þðnþ3Þ

4
jη1i⊗ðnþ1Þ: ð4:32Þ

Hence, the state jη1i⊗ðnþ1Þ is the highest weight state under
the one of the SUð2Þ symmetries. We use the notation J ¼
nþ1
2

for the spin of this state and label the highest state as

jη1i⊗ðnþ1Þ ¼ jJ; Ji: ð4:33Þ

By acting DHnþ1
ðJ−Þ on this state, we can obtain the other

zero eigenstates of (4.29). By multiplying U⊗ðnþ1Þ on these
states, we finally obtain the nþ 2 degenerate zero eigen-
states of DðyÞ as

U⊗ðnþ1ÞjJ;mi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðJ þmÞ!
ð2JÞ!ðJ −mÞ!

s
U⊗ðnþ1Þ

×DHnþ1
ðJ−ÞJ−mjη1i⊗ðnþ1Þ; ð4:34Þ

where m ¼ −J;−J þ 1;…; J. These states have the
common eigenvalue Rn − jyj for the Dirac operator.
The classical space is given by the loci of zeros of the

Dirac operator as

M ¼ fy ∈ R5kyj ¼ nRg: ð4:35Þ

This is indeed S4 with radius nR ¼ 1. Note that this radius
differs from the naive expectation (4.27) by 1=n corrections.

3. Information metric and Berry connection for fuzzy S4

We introduce the spherical coordinate for (4.35) by
parametrizing yA as

yA ¼ RnxA; ð4:36Þ

where xA is defined in (C9). The information metric for the
fuzzy S4 is given by

d2s ¼ 1

nþ 2

�XJ
m¼−J

kdU⊗ðnþ1ÞjJ;mijj2

−
XJ

m;m0¼−J

jhJ;mjU†⊗ðnþ1ÞdU⊗ðnþ1ÞjJ;m0ij2
�
:

ð4:37Þ

To evaluate this metric, let us introduce the chiral projection
operators,

P� ¼ 1

2
ð14 � Γ5Þ: ð4:38Þ

Note that the states jJ;mi have the positive chirality,

P⊗ðnþ1Þ
� jJ;mi ¼ jJ;mi: ð4:39Þ

We notice that the second term in (4.37) can be written as

−
1

nþ 2

XJ
m;m0¼−J

hJ;mjU†⊗ðnþ1ÞdU⊗ðnþ1ÞjJ;m0i

× hJ;m0jdU†⊗ðnþ1ÞU⊗ðnþ1ÞjJ;mi; ð4:40Þ

and U†dU takes values in the SOð5Þ Lie algebra. Since the
both sides of U†dU are projected onto the positive chirality
states in (4.40), only terms with SOð4Þ generators survive.
Furthermore, if one decomposes SOð4Þ to SUð2Þ × SUð2Þ
as in (4.30), J̃i vanish on jJ;mi. Thus, only the generators
Ji in U†dU survive in computing (4.40). For the generators
Ji,

P
m0 jJ;m0ihJ;m0j behaves as the unit matrix. In other

words, we have

XJ
m¼−J

jJ;mihJ;mj ¼ P⊗ðnþ1Þ
þ : ð4:41Þ

Hence, (4.40) is equivalent to

−
1

nþ 2

XJ
m¼−J

hJ;mjU†⊗ðnþ1ÞdU⊗ðnþ1ÞP⊗ðnþ1Þ
þ

× dU†⊗ðnþ1ÞU⊗ðnþ1ÞjJ;mi: ð4:42Þ

Combining this with the first term in (4.37), we find that the
information metric is written as

ds2 ¼ 1

nþ 2

XJ
m¼−J

hJ;mjOjJ;mi;

O ¼ PþdU†UP−U†dUPþ ⊗ 1⊗n
4 þ � � � ; ð4:43Þ

where � � � stands for the (nþ 1)-fold symmetrization of the
first term. From (C7), we can explicitly compute U†dU as

U†dU ¼ 1

2
dθΓ45 þ

1

2
dϕðcos θΓ34 þ sin θΓ35Þ

þ 1

2
dψfcosϕΓ23 þ sinϕðcos θΓ24 þ sin θΓ25Þg

þ 1

2
dχ½cosψΓ12 þ sinψfcosϕΓ13

þ sinϕðcos θΓ14 þ sin θΓ15Þg�: ð4:44Þ
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This is decomposed under the chiral projection as

PþU†dUPþ ¼ Pþ

�
dϕ
2
cos θΓ34

þ dψ
2

ðcosϕΓ23 þ sinϕ cos θΓ24Þ

þ dχ
2
ðcosψΓ12 þ sinψ cosϕΓ13

þ sinψ sinϕ cos θΓ14Þ
�
Pþ;

P−U†dUPþ ¼ P−

�
dθ
2
Γ45 þ

dϕ
2
sin θΓ35

þ dψ
2

sinϕ sin θΓ25

þ dχ
2
sinψ sinϕ sin θΓ15

�
Pþ: ð4:45Þ

By substituting this into (4.43), finally we find that

ds2 ¼ nþ 1

4
ðdθ2 þ sin2θdϕ2 þ sin2θsin2ϕdψ2

þ sin2θsin2ϕsin2ψdχ2Þ: ð4:46Þ

This is the standard round metric for S4.
Next, we calculate the Berry connection for fuzzy S4,

which is defined by

Amm0 ¼ −ihJ;mjU†⊗ðnþ1ÞdU⊗ðnþ1ÞjJ;m0i: ð4:47Þ

By using (4.30) and (4.45), we find that the Berry
connection is given by

Amm0 ¼ ðcosϕdψ − sinψ sinϕ cos θdχÞDHnþ1
ðJ1Þmm0

− ðsinϕ cos θdψ þ sinψ cosϕdχÞDHnþ1
ðJ2Þmm0

− ðcos θdϕ − cosψdχÞDHnþ1
ðJ3Þmm0 : ð4:48Þ

Let us also calculate the field strength. Introducing the
matrix notation, A ≔

P
3
i¼1 AiDHnþ1

ðJiÞ, the field strength
is given by F ¼ P

3
i¼1 FiDHnþ1

ðJiÞ, where

Fa ¼ dAa −
1

2
ϵabcAb ∧ Ac; ð4:49Þ

Straightforward calculation gives

F1 ¼ − sinϕsin2θdϕ ∧ dψ þ sinψ sinϕ sin θdθ ∧ dχ;

F2 ¼ sinϕ sin θdθ ∧ dψ þ sinψ sinϕsin2θdϕ ∧ dχ;

F3 ¼ sin θdθ ∧ dϕ − sinψsin2ϕsin2θdψ ∧ dχ: ð4:50Þ

We can also show that this configuration is self-dual.
Taking a square of the field strength, we obtain

F1 ∧ F1 þ F2 ∧ F2 þ F3 ∧ F3

¼ 6 sin3 θ sin2 ϕ sinψðdχ ∧ dψ ∧ dϕ ∧ dθÞ: ð4:51Þ

The right-hand side is just a volume form on S4. This
configuration is known as the SUð2ÞYang monopole on S4.
The instanton number (The second Chern class) is given by
the matrix size:

1

8π2

Z
TrHnþ1

ðF ∧ FÞ ¼ N: ð4:52Þ

V. BEREZIN-TOEPLITZ QUANTIZATION

In this section, we show that the matrix configurations of
fuzzy S2 and fuzzy S4 can be regarded as the images of the
Berezin-Toeplitz quantization map.

A. Review of Berezin-Toeplitz quantization

We first give a brief review of the Berezin-Toeplitz
quantization map on spin-C manifold. We consider a
Euclidean compact spin-C manifold M with a
Riemannian metric g and a spinor bundle on M. We
assume that the gauge group is UðkÞ and the spinors shall
belong to the representation R of the gauge group. We
define the Dirac operator as usual as

=D ¼ ΓAeμA

�
∂μ þ

1

4
ωμBCΓBC − iAμ

�
; ð5:1Þ

where A, e, and ω are the gauge connection, vielbein, and
spin connection, respectively. By using the invariant
measure defined from the metric g, we can define the
inner product of sections. We denote this inner product
as ðψ ;ψ 0Þ.
Because of the index theorem, the kernel of the Dirac

operator (5.1) forms a finite dimensional vector space. The
dimension of this vector space is related to the Chern
numbers of A as well as the representationR of spinors. We
denote this dimension by N. Let fψ iji ¼ 1; 2;…; Ng be an
orthonormal basis of Ker=D satisfying ðψ i;ψ jÞ ¼ δij.
Multiplying a function f ∈ C∞ðMÞ on ψ i gives another
spinor, which in general does not belong to Ker=D and can
be expanded in terms of the eigenfunctions of =D as

fψ i ¼
XN
j¼1

f̂ijψ j þ � � � : ð5:2Þ

f̂ij are constants (coefficients of ψ j in this expansion), and
� � � represents the part which takes values in the orthogonal
complement ofKer=D. The coefficients f̂ij can be extracted as

f̂ij ¼ ðψ j; fψ iÞ: ð5:3Þ
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Since ff̂ijg is just a constantN × N matrix, this construction
can be seen as a mapping from a function f to an N × N
matrix. This is the Berezin-Toeplitz quantization map. The
matrix f̂ is called the Toeplitz operator of f.

B. Berezin-Toeplitz quantization for fuzzy S2

Here, we will show that the matrix configuration (4.1) is
equal to the Toeplitz operator of the standard embedding
function S2 → R3.
We first show that the zero eigenstate jψJi in (4.7) also

gives a zero eigenstate of the continuum Dirac operator
(5.1). In order to fix the basis of the 2-component spinors,
we make a local Lorentz transformation and consider

jψJ⟫ ¼ U†
2 ⊗ 1N jψJi ¼

�
UN jJ; Ji

0

�
: ð5:4Þ

Note that jψJ⟫ contains only the positive chirality compo-
nent j1=2;þi, and this is written as the upper component in
the last expression in (5.4). By using the vielbein and spin
connection in Appendix F, we can write the covariant
derivatives ∇a ¼ eμað∂μ þ 1

4
ωμbcσ

bcÞ explicitly as

∇þ ¼ 1þ jzj2
r

�
∂z þ

z̄
2ð1þ jzj2Þ σ

3

�
;

∇− ¼ 1þ jzj2
r

�
∂ z̄ −

z
2ð1þ jzj2Þ σ

3

�
; ð5:5Þ

where r is the radius of the sphere. The actions of these
operators on jψJ⟫ follow from (4.14) as

∇þjψJ⟫ ¼ ðJ þ 1=2Þz̄
r

jψJ⟫þ
ffiffiffiffiffi
2J

p

r

�
UN jJ; J − 1i

0

�
;

∇−jψJ⟫ ¼ −
ðJ þ 1=2Þz

r
jψJ⟫: ð5:6Þ

Note that the first terms in these expressions are just the
Berry connections multiplied by the inverses of vielbein,
eμaAμ. From (5.6), we find that jψJ⟫ satisfies

=DjψJ⟫ ¼ σað∇a − ieμaAμÞjψJ⟫ ¼ 0: ð5:7Þ
Thus, jψJ⟫ is a zero eigenstate of =D. There are N
independent components in jψJ⟫. Introducing the basis
jiiði ¼ 1; 2;…; NÞ of the N-dimensional vector space, we
thus find N zero modes of =D:

ψ i ¼
� hijUN jJ; Ji

0

�
; =Dψ i ¼ 0: ð5:8Þ

By using the information metric g, we can define the
standard inner product for spinors. In the following
calculations, we use the formulas,Z

dΩ2

jzj2B
ð1þ jzj2ÞA ¼ 4π

ðA − BÞ!B!
ðAþ 1Þ! ð5:9Þ

and

UN jJ;Ji¼
1

ð1þjzj2ÞJ
XJ
r¼−J

zJ−r
�

2J

Jþ r

�
1=2

jJ;ri; ð5:10Þ

where dΩ2 ¼ sin θdθ ∧ dϕ ¼ 2idz∧dz̄
ð1þjzj2Þ2 is the volume form

of the unit sphere satisfying
R
dΩ2 ¼ 4π. From these

formulas, we can easily show that7

N
4π

Z
dΩ2UN jJ; JihJ; JjU†

N ¼ 1N: ð5:11Þ

This implies that ψ i are orthonormal under the inner
product given by the information metric. From the index
theorem, it also follows that the dimension of Ker=D is equal
to N. Thus, ψ i form an orthonormal basis of Ker=D.
The Toeplitz operator for a function f∈C∞ðS2Þ is given by

f̂ij ¼ ðψ j; fψ iÞ ¼
N
4π

Z
dΩ2hijUN jJ; JifhJ; JjU†

N jji:

ð5:12Þ
The formula (5.11) also implies that the image of the unit
constant function on S2 is given by the identity matrix.
Similarly, we can compute the images of the embedding
functions xi (i ¼ 1, 2, 3) defined in (C1).We find that they are
mapped to

x̂i ¼ 1

J þ 1
Li; ð5:13Þ

for i ¼ 1, 2, 3. This is just thematrix configuration of fuzzy S2

up to the overall constant. Thus, thematrix configurationof the
fuzzy S2 can be regarded as the Toeplitz operator of the
embedding function S2 → R3.
The Toeplitz quantization map also induces mappings

for derivatives and integrals on S2. For example, the
mapping rule for integrals on S2 can be obtained by taking
the trace of (5.12):

Trf̂ ¼ N
4π

Z
dΩ2f: ð5:14Þ

Thus, integrals are mapped to traces. Similarly, we can
derive the mapping rule for the Laplace operator on S2 as

ðΔ̂fÞij ¼ −
1

r2
½Lk; ½Lk; f̂��ij: ð5:15Þ

See Appendix G 1 for derivation.

7The Eq. (5.11) can also be obtained easily from the symmetry
argument: The integration over S2 only produces rotationally
invariant tensors on S2. From the structure of indices, the
integration of UN jJ; JihJ; JjU†

N turns out to be proportional to
the identity matrix. The proportionality constant is fixed by
taking the trace.

INFORMATION METRIC, BERRY CONNECTION, AND … PHYS. REV. D 98, 026002 (2018)

026002-11



C. Berezin-Toeplitz quantization for fuzzy S4

Next, we show that the matrix configuration (4.24) is
equal to the Toeplitz operator of the standard embedding
function S4 → R5. We also obtain the mapping rule for the
Laplacian on S4.
We perform a local Lorentz transformation of the zero

eigenstates (4.34) and consider

jψJm⟫ ¼ 14 ⊗ U⊗njJ;mi: ð5:16Þ

Recall that jJ;mi is an element of Hnþ1 ⊂ C4 ×Hn and
can be written as a sum of tensor products of elements in C4

and Hn. This decomposition is given by

jJ;mi¼
X1

2

s¼−1
2

XJ−1
2

γ¼−Jþ1
2

CJm
1
2
sJ−1

2
γ
j1=2;si⊗ jJ−1=2;γi; ð5:17Þ

where Ccγ
aαbβ is the Clebsh-Gordan coefficient of SUð2Þ. In

terms of this expression, jψJm⟫ can also be written as

jψJm⟫ ¼
X1

2

s¼−1
2

XJ−1
2

γ¼−Jþ1
2

CJm
1
2
sJ−1

2
γ
j1=2; si ⊗ ðU⊗njJ − 1=2; γiÞ:

ð5:18Þ

Note that this vector has the positive chirality with respect
to Γ5:

Γ5 ⊗ 1⊗n
4 jψJm⟫ ¼ jψJm⟫: ð5:19Þ

Below, we will show that jψJm⟫ is a zero eigenvector of the
differential Dirac operator (5.1). Here, the gauge field is
given by the Berry connection (4.48) and the representation
of the gauge group is the spin J ¼ nþ1

2
representation of

SUð2Þ. The vielbein and the spin connection are given in
Appendix F.
Let us first consider the action of the covariant derivative

∇a ¼ eμað∂μ þ 1
4
ωμbcΓbcÞ without the gauge connection.

By comparing (4.45) and (F7), we find that the spin
connection has the following relation:

1

4

X4
a;b¼1

ωabΓabPþ ¼ PþU†dUPþ: ð5:20Þ

By using this relation, we obtain

Γa∇ajψJm⟫ ¼ ðΓaPþ ⊗ U⊗nÞðU†∂aU ⊗ 1⊗n
4 þ � � �ÞjJ;mi;

ð5:21Þ

where ∂a ¼ eμa∂μ and � � � stands for the symmetrization of
the first term. In the symmetrization of U†∂aU, we insert
14 ¼ Pþ þ P− in front of each U†∂aU. Then, the terms

containing Pþ in these insertions can be calculated as

ðΓaPþ⊗ ðUPþÞ⊗nÞðU†∂aU⊗1⊗n
4 þ���ÞjJ;mi

¼
XJ
m0¼−J

ðΓa⊗U⊗nÞjJ;m0ihJ;m0jðU†∂aU⊗1⊗n
4 þ���ÞjJ;mi

¼
XJ
m0¼−J

ðΓa⊗1⊗n
4 ÞjψJm0⟫ðiAaÞm0m; ð5:22Þ

where the second line follows from (4.41). Thus, this
contribution gives the Berry connection. On the other hand,
the terms containing P− can be calculated as

ðΓaPþ⊗U⊗nÞ×14⊗ ðP−U†∂aUPþ⊗ 1⊗ðn−1Þ
4 þ�� �ÞjJ;mi

¼ 1

2r
ð14⊗U⊗nÞ×Γa ⊗ ðΓa⊗ 1⊗ðn−1Þ

4 þ���ÞjJ;mi

¼ 1

2r
ð14⊗U⊗nÞðΓa⊗GðnÞ

a ÞjJ;mi; ð5:23Þ

where we used (4.45) and (F6) to obtain the second line.
Note that the last expression is vanishing as we saw in
Sec. IV B 2. Thus, combining these calculations, we find
that jψJm⟫ gives a zero eigenvector of the gauge covariant
Dirac operator (5.1):

=DjψJm⟫ ¼ 0; ð5:24Þ

where the gauge field acts as AjψJm⟫ ¼ P
m0 jψJm0⟫ðAÞm0m.

Let fjiiji ¼ 1; 2;…; Ng be any orthonormal basis ofHn.
By multiplying 14 ⊗ hij to the state (5.18), we obtain

ψJm
i ≔

ffiffiffiffi
N

p

nþ 1

X1
2

s¼−1
2

XJ−1
2

γ¼−Jþ1
2

CJm
1
2
sJ−1

2
γ
j1=2; sihijU⊗njJ − 1=2; γi:

ð5:25Þ

ψJm
i are N spinors on S4, which are also elements of Ker=D

because of (5.24). We introduce a gauge invariant inner
product between these spinors by

ðψ i;ψ jÞ ¼
1

nþ 2

XJ
m¼−J

3ðnþ 1Þ2
8π2

Z
dΩ4ðψJm

i Þ† · ψJm
j ;

ð5:26Þ

where the dot · between ψ ’s stands for the contraction of the
spinor indices, and dΩ4 is the volume form of the unit
S4 normalized as

R
dΩ4 ¼ 8π2

3
. We multiplied the factor

ðnþ 1Þ2 so that the integration measure becomes propor-
tional to the invariant measure made of the information
metric.
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Let us calculate ðψ i;ψ jÞ. By using (5.25), we obtain

X
m

ðψJm
i Þ† · ψJm

j ¼ N
ðnþ 1Þ2

X
m;x;γ;γ0

CJm
1
2
sJ−1

2
γ
CJm

1
2
sJ−1

2
γ0

× hjjU⊗njJ − 1=2; γ0i
× hJ − 1=2; γjU†⊗njii: ð5:27Þ

By using the summation formula of the Clebsh-Gordan
coefficients,

X
α;γ

Ccγ
aαbβC

cγ
aαb0β0 ¼

2cþ 1

2bþ 1
δbb0δγγ0 ; ð5:28Þ

we obtain

X
m

Z
dΩ4ðψJm

i Þ† · ψJm
j ¼ N

ðnþ 1Þ2
2J þ 1

2J

×
Z

dΩ4hjjðUPþU†Þ⊗njii:

ð5:29Þ

To obtain the last expression, we also used the fact that
jJ − 1=2; γi forms a complete basis of Hþ

n and satisfiesX
γ

jJ − 1=2; γihJ − 1=2; γj ¼ P⊗n
þ : ð5:30Þ

Finally, by using (E6), we find that (5.29) is given by δij
multiplied by a constant factor. Substituting this result into
(5.26), we find that

ðψ i;ψ jÞ ¼ δij: ð5:31Þ

Namely, ψJm
i are orthonormal under this inner product.

Note that, from the index theorem with the second Chern
class (4.52), the dimension of Ker=D is equal to N. Thus,
fψJm

i ji ¼ 1; 2;…; Ng gives a complete basis of Ker=D.
We then consider the Toeplitz quantization map (5.3) for

fuzzy S4. Note that the orthonormal relation (5.31) implies
that the image of the unit constant function on S4 is equal to
the identity matrix 1Hn

. In this paper, we assume for
simplicity that the function f is gauge singlet, namely, it is
proportional to δmm0 . In this case, (5.3) can be written more
explicitly as

fij ¼
3

8π2
N

nþ 1

Z
dΩ4fhijðUPþU†Þ⊗njji: ð5:32Þ

Let us consider the case in which f is the embedding
function xA defined in (C9). By using the formula (E7), we
find that the image of this embedding function is given as

x̂Aij ¼
1

nþ 4
hijGðnÞ

A jji: ð5:33Þ

The right-hand side is just the matrix configuration of fuzzy
S4. Thus, we find that the configuration of fuzzy S4 can be
obtained as the Toeplitz operator of the embedding func-
tion S4 → R5.
As for the case of S2, we can obtain the mapping rules for

integrals and the Laplace operator on S4. By taking the
trace of (5.32), we obtain

Trf̂ ¼ 3N
8π2

Z
dΩ4f: ð5:34Þ

Thus, integrals are mapped to traces of matrices. Similarly,
the image of the Laplace operator on S4 is given by

ðΔ̂fÞij ¼ −
1

4r2
½GðnÞ

A ; ½GðnÞ
A ; f̂��ij: ð5:35Þ

See Appendix G 2 for derivation.

VI. SUMMARY AND DISCUSSION

In this paper, we developed the notion of the information
metric and Berry connection in the context of the matrix
geometry. These geometric objects can be defined purely
from given matrix configurations and are very useful in
characterizing the geometry of matrices. We utilized these
objects to see that the well-known matrix configurations of
fuzzy S2 and fuzzy S4 can be viewed in a unified manner as
the Toeplitz operators of the embedding functions Sn →
Rnþ1 (n ¼ 2, 4). Based on this result, we also obtained
mapping rules for the Laplacian on these spaces and found
that in both cases, the Laplacian is realized as the matrix
Laplacian, ½Xμ; ½Xμ; ��.
The fuzzy S2 is the Berezin-Toeplitz quantization such

that the gauge group is Uð1Þ and the monopole charge of
the connection 1-form is related to the matrix size N. The
large-N limit corresponds to the limit of large monopole
charge. On the other hand, we found that the Berezin-
Toeplitz quantization map for fuzzy S4 has a very different
structure. The gauge group is non-Abelian and only an
SUð2Þ subgroup has nontrivial gauge connection, which
takes the form of the Yang-monopole on S4. The Yang-
monopole configuration has a fixed instanton number,
which is equal to 1. Thus, the topological charge does
not correspond to the matrix size unlike the case of fuzzy
S2. Instead, the spinors in the quantization map belong to
the spin-J representation of the SUð2Þ subgroup and this
spin J is ultimately related to the matrix size of fuzzy S4.
Thus, the large N limit is not the limit of large instanton
number but the limit of the large representation space of
spinors.
It would be an interesting problem to construct a

different Berezin-Toeplitz quantization on S4 such that
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the representation of spinors are fixed but the instanton
numbers are given as an increasing sequence. Such map
would give a new description of fuzzy S4.
What we argued in this paper can be understood as an

inverse problem of constructing the Berezin-Toeplitz quan-
tization. In the Berezin-Toeplitz quantization, the matrices
(Toeplitz operators) are constructed from the geometric
structures such as the metric and gauge field, while we
constructed the information metric and Berry connection
from the given matrices. For the case of fuzzy S2 and fuzzy
S4, we showed that the N-dimensional vector spaces on
which the matrices Xμ are acting are indeed identified with
the kernel of (differential) Dirac operators, and the asso-
ciated Berezin-Toeplitz quantization produce Xμ as the
Toeplitz operators. This means that our construction indeed
gives a solution of the inverse problem. Though we have
checked this statement only for S2 and S4 in this paper,
extending this study to more general cases should be
important in understanding the geometry of matrices.
The use of the information metric and Berry connection

will not be limited only to the same kind of problems of the
Berezin-Toeplitz quantization that we considered in this
paper. For example, by embedding our setup into systems
with D-branes as considered in [22,23], the Berry con-
nection will be identified with the gauge field on D-branes.
Through the dualities considered in [28], it will be possible
to understand the Seiberg-Witten map for the Berry
connection for generic configurations of D-branes. It will
also be interesting to see the relation between our findings
in this paper and some recent attempts to construct
gravitational theories from matrix models [29–31].
The geometric objects presented in this paper are gauge

invariant and they provide a new class of observables for
matrix models. Though analytic calculation of these
observables may be difficult in general, the numerical
Monte Carlo method, which has been intensively utilized
in studying matrix models recently [32–37], gives a
practical way of computing these observables. For some
parameter regimes, it will be possible to capture geometric
information of matrix models by numerically computing
those observables. For example, the weak coupling region
of the BMN matrix model [38] on the fuzzy sphere
background, which corresponds to the decoupling limit
of D2-branes [39], can be studied with this method.
However, the interesting regime of the matrix models for
M-theory or string theory is not the weak coupling region,
unfortunately. We consider that extracting classical geom-
etry by using our observables is not straightforward for
such generic sector. This is because the matrix models
generically contain higher energy modes than the super-
gravity and generic configurations of matrices contain
contributions from the high energy modes [40–42].
Including those high energy modes, the classical geometric
description will not be valid. Thus, we consider that in
order to use our observables, it is first needed to find nice

degrees of freedom which can probe the low energy
physics. (In [41,42], such low energy description was
found for a 1=4 BPS sector of the BMN matrix model.)
It would be very interesting to find a numerical method of
extracting proper low energy degrees of freedom. Such
method would also make our observables very useful in
studying geometric aspects of the matrix models.
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APPENDIX A: INJECTIVITY OF ρ AND dρ

In this Appendix, we prove the injectivity of ρ and dρ.
We first prove the injectivity of ρ by contradiction. For

y ≠ y0 ðy; y0 ∈ MÞ, suppose that ρðyÞ ¼ ρðy0Þ. Since the
density matrix is made of zero modes of the Dirac operator,
we have

DðyÞρðyÞ ¼ 0: ðA1Þ

From the assumption, we also have

Dðy0Þρðy0Þ ¼ Dðy0ÞρðyÞ ¼ 0: ðA2Þ

Subtracting (A1) from (A2), we have

ðΓμ ⊗ ðyμ − y0μÞÞρðyÞ ¼ 0: ðA3Þ

Similarly, from the right action of the Dirac operator, we
also obtain

ρðyÞðΓμ ⊗ ðyμ − y0μÞÞ ¼ 0: ðA4Þ

Then, we find that

0 ¼ ρðyÞðΓμ ⊗ ðyμ − y0μÞÞðΓν ⊗ ðyν − y0νÞÞρðyÞ

¼ 1

2
ρðyÞðfΓμ;Γνg ⊗ ðyμ − y0μÞðyν − y0νÞÞρðyÞ

¼ ðy − y0Þ2ρ2ðyÞ: ðA5Þ

As we assumed y ≠ y0, it follows that ρðyÞ ¼ 0. This
contradicts with TrρðyÞ ¼ 1. Hence we conclude that
ρðyÞ ≠ ρðy0Þ for y ≠ y0, which means that the map ρ is
injective.
Next, we show the injectivity of the differential dρ. Let

cμðyÞ∂μ be a tangent vector field on M (i.e., cμ has only
tangential components alongM). We will show below that
if cμ∂μρ ¼ 0, cμ is vanishing. This is nothing but the
injectivity of dρ. Assuming cμ∂μρ ¼ 0 on M, we have
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0 ¼ cμð∂μρðyÞÞj0; a; yi

¼ cμ

k

�
∂μ

Xk
b¼1

j0; b; yih0; b; yj
�
j0; a; yi

¼ cμ

k

�
1 −

Xk
b¼1

j0; b; yih0; b; yj
�
∂μj0; a; yi

¼ cμ

k

X
n≠0

jn; yihn; yj∂μj0; a; yi: ðA6Þ

As fjn; yig is linearly independent, we find that

cμhn; yj∂μj0; a; yi ¼ 0 for n ≠ 0: ðA7Þ

From the relation,

0 ¼ cμ∂μðDðyÞj0; a; yiÞ
¼ −cμΓμj0; a; yi þDðyÞcμ∂μj0; a; yi; ðA8Þ

it follows that cμhn; yj∂μj0; a; yi ¼ cμhn; yjΓμj0; a; yi=En

for n ≠ 0. Thus, (A7) is equivalent to

cμhn; yjΓμj0; a; yi ¼ 0 for n ≠ 0: ðA9Þ

By acting h0; b; yj on the Eq. (A8), we also obtain

cμh0; b; yjΓμj0; a; yi ¼ 0: ðA10Þ

The relations (A9) and (A10) lead to

cμΓμj0; a; yi ¼ 0: ðA11Þ

By using this equation, we can calculate as

0 ¼ c̄μcνh0; a; yjΓμΓνj0; b; yi
¼ jcj2h0; a; yj0; b; yi
¼ jcj2δab: ðA12Þ

This clearly shows that cμ ¼ 0. Thus, we have shown that
dρ is an injective map.

APPENDIX B: SPECTRUM OF DIRAC
OPERATOR FOR FUZZY S2

In this Appendix, we analyze the spectrum of the Dirac
operator for the fuzzy S2. We first notice that the Dirac
operator (4.6) satisfies

D2ðyÞ þ RDðyÞ ¼ ðR2JðJ þ 1Þ þ jyj2Þ12 ⊗ 1N

− 2R
�
yi
σi
2
⊗ 1N þ 12 ⊗ yiLi

�
: ðB1Þ

Consider the operators

O1ðyÞ ¼ yi
σi
2
⊗ 1N; O2ðyÞ ¼ 12 ⊗ yiLi: ðB2Þ

Since the operators O1ðyÞ, O2ðyÞ and D2ðyÞ þ RDðyÞ
mutually commute, they can be simultaneously diagonal-
ized. Thus, the eigenvalue problem of D2ðyÞ þ RDðyÞ is
reduced to finding the eigenstates of O1ðyÞ and O2ðyÞ.
The eigenstates of yiLi can be found as follows.

Consider the unitary similarity transformation (C6) which
produces the rotation of the vector index. We consider the
rotation matrix (C5) with α ¼ ϕ. In this case,U is explicitly
given by (C7) or equivalently by (C8). Under this similarity
transformation, yiLi transforms as

yiU†LiU ¼ yiðΛ−1ÞijLj ¼ jyjL3: ðB3Þ

This implies that the eigenstates of yiLi are give by
UjJ;mi, where jJ;mi is the standard basis defined in
(4.4). Note that U depends only on the angular variables
for y.
Diagonalizing yi σi

2
, which appears in O1ðyÞ, is just the

spacial case of the above argument such that the dimension
of the representation is equal to 2. Thus, its eigenstates are
given by Uj1=2;�i. Thus, the simultaneous eigenstates of
O1ðyÞ and O2ðyÞ are given by

U2ðyÞj1=2;�i ⊗ UNðyÞjJ;mi; ðB4Þ

where the subscripts of U2 and UN just stand for the
dimensions of the representation spaces on which they are
acting.
(B4) gives the eigenstates of D2ðyÞ þ RDðyÞ. For each

eigenstate, the eigenvalue of D2ðyÞ þ RDðyÞ is given by

R2JðJ þ 1Þ þ jyj2 − 2Rjyjðm� 1=2Þ: ðB5Þ

Note that the states U2ðyÞj1=2;þi ⊗ UNðyÞjJ; Ji and
U2ðyÞj1=2;−i ⊗ UNðyÞjJ;−Ji are not degenerate but
the other states are doubly degenerate.
The nondegenerate eigenstates of D2ðyÞ þ RDðyÞ are

also eigenstates of DðyÞ itself. Thus, we find the following
eigenstates of DðyÞ:

jψJi ¼ ðU2 ⊗ UNÞj1=2;þi ⊗ jJ; Ji; ðB6Þ

jψ •i ¼ ðU2 ⊗ UNÞj1=2;−i ⊗ jJ;−Ji: ðB7Þ

For the degenerate eigenstates of D2ðyÞ þ RDðyÞ, we
generally need to take a linear combination of them to
find the eigenvectors of DðyÞ. Thus, we consider

jψmi ¼ ðU2 ⊗ UNÞðamj1=2;þi ⊗ jJ;mi
þ bmj1=2;−i ⊗ jJ;mþ 1iÞ ðB8Þ

for m ¼ −J;−J þ 1;…; J − 1. By acting the Dirac oper-
ator on these states, we obtain

INFORMATION METRIC, BERRY CONNECTION, AND … PHYS. REV. D 98, 026002 (2018)

026002-15



Djψmi ¼ ðU2 ⊗ UNÞ
�
Rσ3 ⊗ L3 − σ3 ⊗ jyj

þ R
2
ðσþ ⊗ L− þ σ− ⊗ LþÞ

�
× ðamj1=2;þi ⊗ jJ;mi þ bmj1=2;−i
⊗ jJ;mþ 1iÞ; ðB9Þ

where we utilized the properties of the unitary
matrices U2 and UN shown in Appendix C 1. The
action of the SUð2Þ generators on the right-hand
side can also be explicitly computed by using (4.4).
Assuming that jψmi are eigenstates of DðyÞ with
eigenvalues λm, we can obtain the following equations
for am and bm:

λm

�
am
bm

�
¼
�

Rm− jyj R
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðJ−mÞðJþmþ1Þp

R
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðJ−mÞðJþmþ1Þp

−Rðmþ1Þþjyj

��
am
bm

�
: ðB10Þ

The characteristic equation reads

0 ¼ det
�

Rm − jyj − λm R
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðJ −mÞðJ þmþ 1Þp

R
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðJ −mÞðJ þmþ 1Þp

−Rðmþ 1Þ þ jyj − λm

�
ðB11Þ

¼ λ2m þ Rλm − jyj2 þ Rð2mþ 1Þjyj − R2JðJ þ 1Þ: ðB12Þ

The eigenvalues are then given by

2λð�Þ
m ¼ −R�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ 4fjyj2 − Rð2mþ 1Þjyj þ R2JðJ þ 1Þg

q
: ðB13Þ

The corresponding coefficients að�Þ
m and bð�Þ

m have to satisfy
(4.9) to give a solution of (B10). The normalization
condition for the state jψmi also imposes (4.10). Note that,

without loss of generality, both að�Þ
m and bð�Þ

m can be set to
be real numbers. Thus, the two Eqs. (4.9) and (4.10) fully
determine the states jψmi.

APPENDIX C: REPRESENTATION MATRICES
OF SPECIAL UNITARY GROUPS

1. Representation matrices of SOð3Þ
In this Appendix, we explicitly write down representation

matrices of a SOð3Þ rotation which transforms a general unit
vector into the unit vector pointing the north pole.

Let x be a general vector in R3 parametrized as0BB@ x1

x2

x3

1CCA ¼

0BB@
sin θ cosϕ

sin θ sinϕ

cos θ

1CCA; ðC1Þ

and x0 be the unit vector pointing the North pole as0BB@
x10
x20
x30

1CCA ¼

0BB@
0

0

1

1CCA: ðC2Þ

We can consider an SOð3Þ rotation which transforms x to x0,

xi ¼ ðΛ−1Þijxj0: ðC3Þ

Λ−1 is explicitly given by

Λ−1 ¼

0BB@
cos θ cosϕ − sinϕ sin θ cosϕ

cos θ sinϕ cosϕ sin θ sinϕ

− sin θ 0 cos θ

1CCA
0BB@

cosα sin α 0

− sin α cos α 0

0 0 1

1CCA ðC4Þ

¼

0BB@
cosϕ − sinϕ 0

sinϕ cosϕ 0

0 0 1

1CCA
0BB@

cos θ 0 sin θ

0 1 0

− sin θ 0 cos θ

1CCA
0BB@

cos α sin α 0

− sinα cosα 0

0 0 1

1CCA: ðC5Þ
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Note that in defining Λ−1 there is an ambiguity of SOð2Þ
rotations around the north pole. This ambiguity is repre-
sented by the angle α.
Now, let us consider the action of this rotation on the

generators of SOð3Þ (SUð2Þ). Let Li (i ¼ 1, 2, 3) be any
irreducible representation matrices of SUð2Þ generators.
Since the representation matrices of the generators of Lie
algebra are invariant tensors, there always exist unitary
similarity transformations which undo the rotation of the
vector index. Thus, there exists a unitary matrix U
satisfying

U†LiU ¼ ðΛ−1ÞijLj: ðC6Þ

If Λ−1 is the 3-dimensional (vector) representation matrix
of an element g of SUð2Þ, the unitary matrix U is given by
the N-dimensional irreducible representation of the same
element g, where N is the dimension of the representation
of Li.
Below, we fix the ambiguity in the definition of Λ−1 by

putting α ¼ ϕ. From (C5), we find that the unitary matrixU
satisfying (C6) is given by

U ¼ e−iϕL3e−iθL2eiϕL3 : ðC7Þ

This has another expression:

U ¼ ezL
−
e−L

3 logð1þjzj2Þe−z̄Lþ
; ðC8Þ

where L� ¼ L1 � iL2 and we introduced the stereographic
coordinate ðz; z̄Þ defined in (4.13).

2. Representation matrices of SOð5Þ
In this Appendix, we show representation matrices of

SOð5Þ rotations.
Let us first consider a unit vector in R5, which can be

parametrized in the polar coordinate as0BBBBBB@
x1

x2

x3

x4

x5

1CCCCCCA ¼

0BBBBBB@
sin θ sinϕ sinψ sin χ

sin θ sinϕ sinψ cos χ

sin θ sinϕ cosψ

sin θ cosϕ

cos θ

1CCCCCCA: ðC9Þ

We also consider the unit vector x0 pointing the North pole
given by 0BBBBBB@

x10
x20
x30
x40
x50

1CCCCCCA ¼

0BBBBBB@
0

0

0

0

1

1CCCCCCA: ðC10Þ

There exists SOð5Þ rotation which transforms x0 to x as

xA ¼ ΛA
BxB0 : ðC11Þ

This transformation can be written as a product of some
SOð2Þ rotations. Indeed, Λ is given by a composition of a
rotation on the 5-4 plane with angle θ, a rotation on the 4-3
plane with angle ϕ, a rotation on the 3-2 plane with angle ψ
and finally a rotation on the 2-1 plane with angle χ.
We will write down the explicit form of Λ in the

following. We introduce the generators of SOð5Þ Lie
algebra, ΣAB; A; B ∈ f1; 2; 3; 4; 5g, which satisfies

½ΣAB;ΣCD� ¼ δADΣBC þ δBCΣAD − δACΣBD − δBDΣAC:

ðC12Þ

The fundamental (vector) and the spinor representation
matrices of ΣAB are given by

DVðΣABÞCD ¼ δACδBD − δADδBC;

DS½ΣAB� ¼
1

2
ΓAB ¼ 1

4
½ΓA;ΓB�; ðC13Þ

respectively. For example, in the vector representation, Σ54

can be written as

DVðΣ54Þ ¼

0BBBBB@
0

0

0

0 −1
1 0

1CCCCCA: ðC14Þ

This generates the rotation on the 5-4 plane with angle θ,

DVðe−θΣ54Þ ¼

0BBBBB@
1

1

1

cos θ sin θ

− sin θ cos θ

1CCCCCA: ðC15Þ

Then, the rotation matrix Λ in (C11) can be represented as

Λ ¼ DVðe−χΣ21e−ψΣ32e−ϕΣ43e−θΣ54Þ: ðC16Þ

The spinor representation of the same group element,

U ¼ DSðe−χΣ21e−ψΣ32e−ϕΣ43e−θΣ54Þ
¼ e−χΓ21=2e−ψΓ32=2e−ϕΓ43=2e−θΓ54=2 ðC17Þ

satisfies the relation

ΛABΓB ¼ U†ΓAU: ðC18Þ
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APPENDIX D: HAMILTONIAN METHOD

1. Hamiltonian method for fuzzy S2

In this Appendix, we compute the classical geometry of
S2 by using the Hamiltonian method.
The Hamiltonian for the fuzzy S2 configuration (4.1) is

given by

HðyÞ ¼ 1

2
ðRLi − yiÞ2 ¼ 1

2
ðR2JðJ þ 1Þ þ jyj2Þ − RyiLi:

ðD1Þ
Thus, the problem is just reduced to diagonalizing the
operator yiLi. This is done inAppendixB, and the eigenstates
are given by UðyÞjJ;mi, where UðyÞ is the N-dimensional
representation matrix of the SOð3Þ rotation defined in
Appendix C 1. The eigenvalues of HðyÞ are given by

1

2
ðR2JðJ þ 1Þ þ jyj2Þ − Rmjyj: ðD2Þ

In particular, the ground state is given bym ¼ J. In the large-
N limit, the ground state energy converges to

1

2
ð1 − jyjÞ2: ðD3Þ

The classical geometry is defined as zeros of this function.
Thus, we find that the classical geometry is given by a unit
sphere,

M ¼ fy ∈ R3kyj ¼ 1g: ðD4Þ
The information metric and the Berry connection can

also be computed in the similar way to the case of the Dirac
operator. By using the differential of the ground state
(4.14), one can quickly check that in the large-N limit, the
information metric and Berry connection are equal to those
obtained in Sec. IVA 3.

2. Hamiltonian method for fuzzy S4

The Hamiltonian for the matrices (4.24) is given by

HðyÞ ¼ 1

2
ð1þ jyj2Þ − yAXA þOð1=nÞ; ðD5Þ

where jyj ¼ yAyA. In order to find the spectrum of this
Hamiltonian, we consider the specific SOð5Þ rotation matrix
Λ that brings the vector in the direction of the pole
ð0; 0; 0; 0; jyjÞ to the position vector of a point y ∈ R5:
yAΛA

B ¼ jyjδB5. As shown inAppendixC 2, for this rotation
there exists a corresponding unitary operator U which
satisfies (C18). It follows from the relation (C18) that

U†⊗nðyAXAÞU⊗n ¼ jyjX5: ðD6Þ
Using this relation we can diagonalize the Hamiltonian as

HðyÞ¼U⊗n

�
1

2
ð1þjyj2Þ− jyjX5þOð1=nÞ

�
U†⊗n: ðD7Þ

Then we can easily find the ground states of HðyÞ as
j0ðαÞ; yi ¼ U⊗njn=2; n=2 − αi α ∈ f0; 1;…; ng: ðD8Þ
Here, the notation jJ;mi introduced in Sec. IV B 2 is
used on the right-hand side. Note that J ¼ ðnþ 1Þ=2 in
Sec. IV B 2,while J ¼ n=2 in this Appendix. This difference
comes from the fact that theDirac orator is defined in a bigger
vector space. The eigenvalue of the ground states is

E0ðyÞ ¼
1

2
ð1 − jyj2Þ þOð1=nÞ: ðD9Þ

In the classical limit, the zeros of E0ðyÞ are points such that
jyj ¼ 1, and the classical space is indeed S4 with unit radius.
Note that the structure of the ground state is common to

that in the Dirac operator method. Hence, in the large-N
limit, the Berry connection and the information metric for
the Hamiltonian method are equivalent to those in the Dirac
operator method.

APPENDIX E: DERIVATION OF USEFUL
RELATIONS FOR FUZZY S4

In this Appendix, we prove some useful relations for
fuzzy S4.
We first prove (4.26). We first calculate asX

A

ðGðnÞ
A Þ2 ¼ 5n1Hn

þ 2O: ðE1Þ

Here, O is given by

O ¼ ΓA ⊗ ΓA ⊗ 14 ⊗ 14 þ � � � ; ðE2Þ
where � � � stands for all the symmetric permutations
of the positions of ΓA’s in the first term (i.e., O has totally
nðn − 1Þ=2 terms). It is easy to see thatO commutes with all
of the SOð5Þ generators, (4.23). Thus, from Schur’s lemma,
O is proportional to the identity matrix on Hn. The
normalization constant can be fixed by acting O on the
vector jη1i⊗n. By using the representations (4.22), we can
easily prove thatX4

a¼1

ðΓa ⊗ ΓaÞjη1i ⊗ jη1i ¼ 0: ðE3Þ

Then, we obtain

Ojη1i⊗n ¼ nðn − 1Þ
2

jη1i⊗n: ðE4Þ

Hence, we find that

O ¼ nðn − 1Þ
2

1Hn
: ðE5Þ

Substituting this into (E1), we obtain (4.26).
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Next, we prove the following equations:

Z
dΩ4ðUPþU†Þ⊗n ¼ 16π2

ðnþ 2Þðnþ 3Þ 1Hn
; ðE6Þ

Z
dΩ4xAðUPþU†Þ⊗n ¼ 16π2

ðnþ 2Þðnþ 3Þðnþ 4ÞG
ðnÞ
A :

ðE7Þ

Here, the volume form dΩ4 shall be normalized as
R
dΩ4 ¼

8π2

3
and xA in the second equation is defined in (C9). These

equation follow from the fact that the integrations over S4

produce only rotationally invariant tensors. Thus, from the
structures of indices, we can see that the right-hand sides of
(E6) and (E7) are proportional to the identity matrix and

GðnÞ
A , respectively8 Namely, we have

Z
dΩ4ðUPþU†Þ⊗n ¼ α1Hn

; ðE8Þ

Z
dΩ4xAðUPþU†Þ⊗n ¼ βGðnÞ

A : ðE9Þ

The remaining task is to determine the proportionality
constants α and β. α is determined by taking the trace of the
both sides in (E8). Noting that

TrHn
ðUPþU†Þ⊗n¼TrHn

P⊗n
þ ¼TrHþ

n
1Hn

¼dimHþ
n ¼nþ1;

ðE10Þ

we find that α is given as in (E6). β is determined by

multiplyingGðnÞ
A and taking a summation over A and finally

taking the traces in the both sides of (E9). Because of
(4.26), the right-hand side of (E9) becomes

βnðnþ 4ÞTrHn
1Hn

¼ β
nðnþ 1Þðnþ 2Þðnþ 3Þðnþ 4Þ

6
:

ðE11Þ

Because of (C11) and (C18), the left-hand side of (E9)
becomes

Z
dΩ4xAΛABTrHn

ðGðnÞ
B P⊗n

þ Þ

¼
Z

dΩ4TrHn
ðGðnÞ

5 P⊗n
þ Þ

¼
Z

dΩ4TrHþ
n
ðGðnÞ

5 Þ ¼ 8π2

3
nðnþ 1Þ: ðE12Þ

By equating (E11) and (E12), we finally obtain (E7).

APPENDIX F: SPIN CONNECTIONS
ON S2 AND S4

In thisAppendix,we list the spin connections onS2 andS4.

1. Spin connections on S2

The standard round metric on S2 in the stereographic
coordinate is given by

ds2 ¼ r2
dzdz̄

ð1þ jzj2Þ2 ; ðF1Þ

where r is any positive constant corresponding to the radius
of the sphere. We introduce the vielbein by

eþ ¼ rdz
1þ jzj2 ; e− ¼ rdz̄

1þ jzj2 ; ðF2Þ

so that ds2 ¼ eþe−. The spin connection ω is determined
by the equations deα þ ωα

β ∧ eβ ¼ 0. In our case, the
equations reduce to

ωþþ ∧ eþ ¼ z
r
e− ∧ eþ;

ω−
− ∧ e− ¼ z̄

r
eþ ∧ e−: ðF3Þ

The solution to these equations is given by

ωþþ ¼ −ω−
− ¼ 1

r
ðze− − z̄eþÞ ¼ zdz̄ − z̄dz

1þ jzj2 : ðF4Þ

2. Spin connections on S4

The standard round metric on S4 in the polar coordinate
is given by

ds2 ¼ r2ðdθ2 þ sin2 θdϕ2 þ sin2 θ sin2 ϕdψ2

þ sin2 θ sin2 ϕ sin2 ψdχ2Þ; ðF5Þ
where r is the radius of S4. We define the vielbein by

e1 ¼ r sin θ sinϕ sinψdχ;

e2 ¼ r sin θ sinϕdψ ;

e3 ¼ r sin θdϕ;

e4 ¼ rdθ: ðF6Þ
By solving the equations deα þ ωα

β ∧ eβ ¼ 0, we obtain

8Note that any contractions of the vector indices of Gamma
matrices as in (E2) give the trivial identity matrix as shown in
(E5).
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the spin connection as

ω12 ¼ cosψdχ;

ω13 ¼ cosϕ sinψdχ;

ω14 ¼ cos θ sinϕ sinψdχ;

ω23 ¼ cosϕdψ ;

ω24 ¼ cos θ sinϕdψ ;

ω34 ¼ cos θdϕ: ðF7Þ

APPENDIX G: QUANTIZATION MAPS FOR
LAPLACIANS ON S2 AND S4

In this Appendix, we derive the mapping rules (5.15) and
(5.35) for Laplace operators on S2 and S4, respectively.

1. Laplacian on S2

Here, we derive (5.15). From the mapping rule (5.12), we
have

ðΔ̂fÞij ¼ ðD2
aψ j; fψ iÞ þ ðψ j; fD2

aψ iÞ þ 2ðDaψ j; fDaψ iÞ;
ðG1Þ

where we have used partial integrations. The first and the
second terms in (G1) can be evaluated with the formula

D2
aψ i ¼ −

J
r2
ψ i: ðG2Þ

This is obtained as follows. Since =Dψ i ¼ 0, we have

D2
aψ i ¼ ðσaσb − σabÞDaDbψ i

¼ −
1

2
σab½Da;Db�ψ i

¼ −
1

2
σab

�
1

4
Rabcdσ

cd − iFab

�
ψ i: ðG3Þ

For S2 with radius r, the curvature tensor is given by

Rabcd ¼
1

r2
ðδacδbd − δadδbcÞ; ðG4Þ

and Fab ¼ eμaeνbFμν is obtained from (4.17) as

F12 ¼
N
2r2

: ðG5Þ

Substituting (G4) and (G5) into (G3), we obtain (G2). The
third term in (G1) is evaluated by using

D�ψ i ¼
1

r
Λ∓kðLkÞijψ j: ðG6Þ

These equations follow from (5.6) and (C6). By using the
relation

X2
a¼1

ΛakΛak0 ¼ δkk0 − xkxk
0
; ðG7Þ

where xk is defined in (C1), we find that the third term in (G1)
is given by

−
2J2

r2
f̂ij þ

2

r2
ðLkf̂LkÞij: ðG8Þ

From this and (G3), we obtain (5.15).

2. Laplacian on S4

The mapping rule for the Laplace operator on S4 can be
obtained in a similar way as the case of S2. First, it is easy to
see that

1

2
ΓabFk

ab ¼
4i
r2
DSðJkÞ: ðG9Þ

The curvature tensor of S4 with radius r is given by the
same form as (G4), where the indices a, b, c, d run from 1
to 4 for S4. Then, from (G9), the relation

Γab½Da;Db�ψJm
i ¼ 4J − 2

r2
ψJm
i ðG10Þ

holds. From (5.25), it is also easy to obtain

Daψ
Jm
i ¼

ffiffiffiffi
N

p

2rðnþ1Þ
X
s;γ

CJm
1
2
sJ−1

2
γ
j1=2;sihijU⊗nGðnÞ

a jJ−1=2;γi:

ðG11Þ

By using (G10) and (G11), we can evaluate the Toeplitz
operator for the Laplacian on S4 defined by

cΔfij¼ 1

nþ2

X
m

3ðnþ1Þ2
8π2

Z
dΩ4ðψJm

j Þ†ψJm
i Δf: ðG12Þ

By integrating by parts, this is given by the sum of terms
such as

R
dΩ4ðψJm

j Þ†ðD2
aψ

Jm
i Þf, R dΩ4ðD2

aψ
Jm
j Þ†ψJm

i f andR
dΩ4ðDaψ

Jm
j Þ†ðDaψ

Jm
i Þf. The first two can be evaluated

by noting that

DaDaψ
Jm
i ¼ ðΓaΓb − ΓabÞDaDbψ

Jm
i

¼ −
1

2
Γab½Da;Db�ψJm

i ; ðG13Þ
and using (G10), while the third term can be calculated with
(G11). These calculations lead to the mapping rule (5.35).
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