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Abstract
Skin water content is very important for its cosmetic properties and its barrier functions, however, to measure it is very difficult. We have recently developed a novel hand-held probe for in-vivo skin hydration imaging based on the capacitance measurement principle. It is more repeatable, reproducible and easier to calibrate than the existing commercial devices. Our latest research is to assess the performance of deep learning in in-vivo skin capacitive image analysis using AlexNet model. As we know the AlexNet model can be used for image classification and recognition with high accuracy. Our object is to design a model to classify more than one specific features, i.e. not just the one with highest probability. We trained the image classifier using the pretrained model to implement the specific feature extraction, prediction and classification specifically for the skin hydration level, skin damage level and gender. There are over 1000 skin images which are measured by two experiments: repeatability of different instruments in in-vivo skin measurement; and skin damage measurements by different instruments. The objective of the research has been divided into three parts: feature extraction implementation using the pretrained model AlexNet; accuracy assessment of the model; further improve the system for multiple features classification. The image classification programme shows a good result which has accuracy 0.98, and the test images were classified correctly comparing with the experimental results of skin hydration, skin damaged level and the gender of the volunteers.
Keywords: CNN; AlexNet; Skin hydration; in-vivo skin measurement; image classification.
I.  Introduction 

In 2012, the AlexNet [1] model won the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) which accelerated the deep learning in using convolution neural network (CNN) model. In the last few years, many researchers upgrade the AlexNet model to improve the performance of the CNN such as the GoogLeNet, VGGNet and ResNet. Most of them have more convolution layers than AlexNet in order to extract more details of the images. The GoogLeNet [2] submission to ILSVRC 2014 actually uses 12× fewer parameters than AlexNet while being significantly more accurate. The biggest gains in object-detection have not come from the utilization of deep networks alone or bigger models, but from the synergy of deep architectures and classical computer vision, like the R-CNN algorithm 


[3] ADDIN EN.CITE . The ImageNet database contains millions of labeled images which can be used for supervised learning as the training images. 

Deep learning architectures such as deep neural networks, deep belief networks and recurrent neural networks have been applied to fields including computer vision, speech recognition, natural language processing, audio recognition, social network filtering, machine translation, bioinformatics and drug design [4].
CNNs are used across variety of applications including natural language processing, hyperspectral image processing and identifying different diseases in radiographic images [5, 6].

Our previous research is focused on the in-vivo skin image processing using Epsilon (Biox Systems Ltd, UK) and fingerprint sensor (the prototype of Epsilon [7]). The skin water content (skin hydration) of the stratum corneum (SC) can be measured by the Epsilon. Moreover, it is also an imaging instrument which can measure the absolute dielectric permittivity of the skin 
 ADDIN EN.CITE 
[8-10]
. The images can be further processed for skin hydration and skin microrelief research. 

Our latest research is to further analyzes the skin images to assess the performance of deep learning in in-vivo skin image analyzes using AlexNet model. 
II. Instrument
The water content within human skin is very important for its cosmetic properties and its barrier functions, however, to measure it is very difficult. There are some disadvantages of the commercial skin hydration measurement devices, such as, poor repeatability, reproducibility and difficult to calibrate. To address these problems, we have developed a novel hand-held probe for in-vivo skin hydration imaging based on the capacitance measurement principle, which is called Fingerprint sensor. 

Fingerprint sensor (Figure 1 (a)) is based on Fujitsu fingerprint sensor (Fujitsu Ltd, Japan), which has 256x300 pixels with 50µm spatial resolution. Each pixel is equivalent of a capacitive sensor, which measures the dielectric constant or permittivity of the sample, it has an 8-bit grey-scale capacitance resolution per pixel (0 - 255). Fingerprint sensor is uncalibrated.
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(a) Fingerprint sensor
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(b) Epsilon permittivity imaging system

Figure 1 Fingerprint sensor (a) and Epsilon (b) for skin hydration measurement.
Based on the Fingerprint sensor, the new Epsilon permittivity imaging system has been developed [7]. The Epsilon differs from other similar systems in its calibrated, linear response to near-surface dielectric permittivity, see Figure 2. The linear response is important because hydration is linearly related to permittivity. The calibration ensures consistency from instrument to instrument and from time to time. With calibrated Epsilon imaging systems, we can measure the absolute dielectric permittivity of the material [11].
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Figure 2 The Epsilon Calibration curve and linear response to dielectric permittivity

Epsilon shown in Figure 1 has many functions:

(1) By processing those images which generated from Epsilon using a dedicated software programme with purposely designed mathematical algorithms, we can produce skin hydration images, skin micro relief images and skin 3D surface profile images.

(2) It can also be used for study other soft materials.

(3) With Epsilon, we can also study membrane penetration. Apart from water, Epsilon is also sensitive to most the solvents using in pharmaceutical studies.

III. alexnet
AlexNet is a convolutional neural network, originally written with CUDA to run with GPU support. AlexNet was created by Alex Krizhevsky, Geoffrey Hinton, and Ilya Sutskever.
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Figure 3 Diagram of AlexNet CNN model, 5 convolution layers and 3 fully connected layers for learning. The convolution [1].
 As shown in Figure 3, the net contains eight layers with weights; the first five are convolutional and the remaining three are fully-connected. The output of the last fully-connected layer is fed to a 1000-way softmax which produces a distribution over the 1000 class labels. Our network maximizes the multinomial logistic regression objective, which is equivalent to maximizing the average across training cases of the log-probability of the correct label under the prediction distribution.

The kernels of the second, fourth, and fifth convolutional layers are connected only to those kernel maps in the previous layer which reside on the same GPU (see Figure 3). The kernels of the third convolutional layer are connected to all kernel maps in the second layer. The neurons in the fully-connected layers are connected to all neurons in the previous layer. Response-normalization layers follow the first and second convolutional layers. Max-pooling layers follow both response-normalization layers as well as the fifth convolutional layer. The rectified linear unit (ReLU) [12] non-linearity is applied to the output of every convolutional and fully-connected layer.
The first convolutional layer filters the 224×224×3 input image with 96 kernels of size 11×11×3. And secondary layer uses the 5x5 kernels, the rest of the layers use the 3x3 kernels. Figure 4 Flow chart of training on the first convolution layer of AlexNet.
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Figure 4 Flow chart of training on the first convolution layer of AlexNet.
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Figure 5 Deep learning using pretrained network Alexnet.

In this paper, we used the pretrained network AlexNet. Figure 5 shows how to reuse the pretrained network for training new images. Normally, we replaced the first layer by the new images for training, and the fc7 layer for validation.
IV. experiments
Two experiments were presented for researching the skin hydration imaging. The images from fingerprint sensor or Epsilon can be used as the training images in deep learning.

1. Repeatability of Different Instruments
The experiment was designed for evaluating the repeatability of different skin measurement instruments. In this experiment, six different normal skin sites (volar forearm, palm, forehead, face, neck, lower leg) were chosen, four different instruments (Epsilon, Corneometer, Hydrotest, and Moisture Checker) were used to measure each skin site repeatedly (five times). Figure 6 shows the repeatability results of different instruments.
We used the images which are measured by Epsilon as training images for CNN. 

[image: image7]
Figure 6 The repeatability results of four different instruments

2. Correlations of Different Skin Instruments
The aim of this experiment is to evaluate the correlations of different skin instrument at the same skin site but different skin hydration levels. In this experiment, a skin site on the left volar forearm was chosen, soaking in very wet tissue for 45min. Four healthy volunteers (aged 20 -30) were selected. Four different instruments: Epsilon (EP), Corneometer (CM), Hydrotest (HB), and Moisture Checker (MCS) were used to measure before and after soaking (0, 5, 10, 15, 20, 25, 30 minutes).
Figure 7 shows the skin hydration of four different instruments on the test skin site of volunteer 1 (as an example). The error bars in the figure are based on the standard deviation (SD) of each instrument. The results show that the results change due to hydration changes are more significant than that of error bars. The results also show that, after 45 minutes soaking, the skin hydration increased to a higher level. Then, as skin recovers under ambient condition, skin hydration gradually reduced back to its normal level.
[image: image8.png]Test Value

Volunteer 1

Time(/5min)





Figure 7 Four different instruments results from baseline to 30 mins 
In this experiment, the images from Epsilon were used for training in order to classify the images by measuring time.
V. ResultS and DiscussionS
Table 1 shows the result of the image classification of volunteers, gender, skin site and skin hydration level, as well as Table 2, which is classified by volunteers, gender, measuring time and skin hydration level. 

By comparing the labeled result in Table 1 with the input images manually, they are fully matched with the volunteers, the gender, the site of the skin and the hydration level.
By comparing the labeled result in Table 2 with the input images manually, they are also matched with the volunteers, the gender and the measuring time.
Table 1 Skin image multi-feature classification results and accuracy.
	Images
	Results
	Pre.

(%)
	Acc.

(%)

	
	Vol.
	Gen.
	SS.
	Per..
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	V3
	F
	Face
	25.39
	42.88
	98.89
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	V1
	M
	Face
	26.53
	29.58
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	V3
	F
	Neck
	29.05
	60.3
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	V2
	M
	Forearm
	21.59
	43.71
	


Vol=Volunteers, Gen=Gender, SS=Skin Site, Per= permittivity, Acc=Accuracy, Pre=Prediction
Table 2 Skin image multi-feature classification results and accuracy.
	Images
	Results
	Pre.

(%)
	Acc.

(%)

	
	Vol.
	Gen.
	Tim.
	Per..
	
	

	[image: image13.png]



	V2
	M
	Baseline
	19.21
	67.48
	99.99
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	V3
	F
	0min
	35.47
	69.31
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	V1
	M
	15min
	21.29
	42.6
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	V3
	F
	30min
	16.11
	40.56
	


Vol.=Volunteers, Gen.=Gender, Tim=Time, Per= permittivity, Acc=Accuracy, Pre=Prediction
We use 75% images for training and 25% images for validation of total 1000 images. After the training process succeed, 4 images are randomly selected from the validation image set or manually selected by users, in this paper, we picked 4 images manually for testing the performance of the system. The programme first uses the training images to train the classifier, and then uses the pretrained network to classify the test images. 

The skin hydration is calculated by Epsilon built-in algorithm with the linear response to dielectric permittivity (Per) of the skin, which can represent the skin hydration level.
The prediction (Pre) of the input image is calculated by using softmax [1]. The softmax function represents the last layer of CNN output in the range (0,1) and the sum of the output is 1. It can be considered as probability. The one with highest probability is the predict image. The accuracy (Acc) is the ratio of predicted feature to training features. It represents the classification performance of the CNN.
In Table 1 and 2, the results show good prediction rate of the images. The accuracy reflects the performance of the prediction function, although the lowest prediction rate is 29.58% in Table 1. The prediction rate reflects the largest probability of the predicted images.
The prediction percentage is not very high, to solve this problem, there are two solutions can be used: (a) increase the number of training images (b) pick images randomly for ignore the over-fitting problem which significantly lower the prediction. 
VI. ConclusionS 

We have developed an in-vivo skin capacitive image classification based on AlexNet. The results showed that the AlexNet has potential in skin image feature extraction, classification with high classification accuracy. The features of skin images are mainly SC cell size, skin texture, skin colour, scars and so on. For the skin capacitive imaging, the skin hydration has been added into the classification labels, which further improved the deep learning performance for skin images.

Our future work is to research the relationship of digital images and the capacitive based images of the skin in order to develop new algorithms for calculating the skin hydration directly from digital images from Epsilon.
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