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Abstract

Currently process industry faces a paradoxical situation. On the one hand there is the urgent need
to optimise the performance of processes by increasing throughput, decreasing operating costs
while increasing the product quality. On the other hand there are only few specialists in industry
who are able to develop and apply appropriate control strategies for the increasingly complex
processes in the process industry. Generally, these specialists work in research and development
departments necessitating a considerable amount of time to develop sophisticated solutions for
specific processes. However, in the process industry control design and fine-tuning are mostly
done by practitioners more than by specialists, directly at the process and in a minimum of time.
Within this commissioning phase the process is assembled and set into operation, often with sub-

optimally tuned controllers.

Efforts have been undertaken to support these commissioners doing their tasks, and for single-
variable processes practically applicable methods have been developed. Nevertheless, for more
complex processes the generation of mathematical process models as an appropriate base for

control system design still is a major problem in practice.

The subject of this work is the development of a structured approach to identification techniques
for the analysis of industrial processes that enables industrial users with limited control
engineering knowledge to design process models suitable for the design of industrial controllers.
This latter aspect has been addressed within the collaborative research project between the
University of Glamorgan and the Fachhochschule Hannover, of which the work presented in this

thesis is a substantial part.

Therefore, an industrially suitable scheme for computer aided control system design (CACSD)
has firstly been developed in agreement with industrial users in order to set the frame for the
research project. This scheme has been based on simple block-oriented model structures
composed from nonlinear static and linear dynamic characteristics. The scheme is simple in use
and intuitive to understand and follow. Therefore, it can be directly applied also by inexperienced
engineers, who look for quick and efficient solutions as a basis even for nonlinear controller

design.

Beyond this a standardised identification procedure for nonlinear processes has been elaborated
in order to provide process models fitting to the CACSD scheme. This standardised identification
procedure has been equipped with two improved algorithms. For the approximation of even multi-
dimensional static characteristics a capable method has been developed necessitating neither a-
priori information nor user interaction. For the identification of discrete-time linear dynamic models
a two-step identification method has been improved by a numerically efficient least squares
estimator that allows the parallel estimation of a set of model structures, which is evaluated
automatically. For the validation of the proposed approach and the developed methods a
prototype identification tool has been programmed, which also lays the ground for the integration

of the whole CACSD scheme into a block-oriented simulation environment.
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Introduction

1 Introduction

Worldwide competition in the process industry requires processes which are made more profitable
by improving quality, increasing throughput, decreasing maintenance effort and other operating
costs while maximising profits. Moreover environmental problems demand the best possible use
of resources and the minimisation of waste. Conventional standard controllers being widely used
in the process industry cannot meet these demands in all cases because of increasingly complex
process designs that mostly exhibit nonlinear behaviour and couplings (Hahn and Néth 1997).
Nevertheless, it has been shown in some practical applications that modern process control
strategies are capable of tackling even very complex and difficult control tasks quite well (see for
example, Gawthrop and Ponton 1996).

Therefore process industry is urged to invest in automation strategies which utilise the wide
potential of control. The often applied process control systems, for example, provide the
necessary means but their possibilities for the improvement of control strategies are rarely used to

full extent, simply because appropriate process models usually do not exist.

Nowadays, several approaches to process modelling are accessible. Since the development of
conventional theoretical models proved to be time-consuming and expensive the advantages of
experimental identification methods for already built processes are obvious. Although the
identified models are only valid in the analysed range and do not necessarily comprise physically
relevant parameters they are mostly appropriate for control design. Unfortunately no constructive
and systematic method for the experimental determination of suitable process models for
industrial engineers has been established so that the problem of ‘moving from parameter
estimation to system identification’ (Ljung 1991) still exists. According to Zhu (1998) it is an
‘astonishing fact that most identification results developed in the last 30 years are not used by
industrial control engineers’. Zhu remarks that too many researchers concentrate on parameter
estimation and convergence analysis and that the emerging toolbox approaches of identification
software are difficult to use by practical control engineers who do not have academic training in
system identification. The reason for this situation may lay in the complexity of identification theory

and the resulting difficulties in application, especially for untrained personnel.

1.1 The Need for a New Approach to Industrial Process ldentification

The subject of this work is the development of a new structured approach to identification
techniques for the analysis of industrial processes, which enables process engineers and process
personnel to easily build up even multi-variable nonlinear process models utilising their broad

capabilities and the knowledge about the process under investigation.

Especially where control experts are rare - this being the case in many small and medium size

companies - this approach can provide a solid base for automated controller design within easily
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personnel in the process industry are often extremely constrained in time and relatively
inexperienced in modelling, simulation and control. At first glance this contradicts the observation
that process engineers or process personnel in industry have a fairly good knowledge of their
processes. Mostly, however, this knowledge cannot be used systematically for traditional control

design because it is generally an intuitive and abstract model in the process engineer's mind.

Therefore the new structured approach to process identification considers the different aspects
necessary to allow successful industrial application. In this sense the following properties are
specifically relevant for the ICAI prototype development:

o The software tool has been designed to be straightforward in use without requiring special
training or repeated familiarisation phases. A guided tour of identification is provided that is
geared to the user's knowledge. This implies that the software realisation of this identification
approach has been created in such a way that the available functionality is task-oriented and
intuitive to use in order to clarify each next step during the identification procedure.

o As part of an integrated industrial concept different user levels are provided that differ in
complexity and functionality. For example for process personnel a standardised identification
procedure is provided that displays the results in the time domain according to the user's
understanding. However, control specialists need more degrees of freedom and functions
while performing the identification task in order to utilise their whole creative potential. This in-
cludes, for example, direct access to frequency and z-domain functions and representations.

o The software tool utilises selected identification techniques, which have been tailored to the
needs of industrial ‘area’-engineers with broad but shallow knowledge in an effective and
economic way. This means that the complexity of advanced methods is hidden behind an

easily accessible user interface by utilising sensible defaults.

1.2.2 Relevance to Identification Theory

In order to achieve the research objectives as outlined before, it was necessary to access a wide
range of different but complementary research fields. Consequently this research has a broad

focus and utilises available schemes and methods where possible.

However, with the focus set on industrial application a new industrial CACSD scheme has been
developed that formalises a widely used approach to multi-variable control system design as it is
carried out in the process industry. Additionally it introduces a standardised CACSD procedure
that is aimed at a specific class of process models. This procedure has set the frame for the
elaboration of a standardised nonlinear identification procedure (SNIP) that is aimed at easy
application, separating the modelling of the static characteristic and the linear dynamic

characteristic.

This standardised identification procedure has been equipped with two intensively modified
methods. The first identification method combines multiple model least squares with correlation
techniques to allow a robust identification of linear dynamic models (Kémer and Schumann

1998b) whereas the second one supports the approximation of static characteristics being based
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The thesis is organised as follows:

O

The second chapter is based on interviews with industrial users in the process industry and
references to authors working in industry. The possibilities and limitations of CACSD in
industrial environments are analysed and the main requirements for industrial CACSD are
formulated considering expertise and needs of industrial users.

The third chapter reviews current control design in the process industry and technological
developments in the field of CACSD. It also demonstrates the urgent need for system
identification tools to be part of CACSD tools, both aimed at industrial needs.

In the fourth chapter current literature about methods and methodologies in identification are
critically reviewed with respect to industrial applicability and a substantial amount of the
utilised terminology and methods is introduced.

Based on the foregoing work a concept for an industrial CACSD scheme is proposed in the
fifth chapter.

In the sixth chapter a scheme for a nonlinear identification procedure is specified, which is
used to further improve the ICACSD scheme. The following two chapters introduce modified
identification methods that are especially useful for the SNIP.

Hence the seventh chapter outlines an effective method for the identification of multi-
dimensional static characteristics.

In the eighth chapter an efficient method for the identification of linear dynamic models is
provided.

Based on the results gained so far the ninth chapter describes the /CAI prototype realised in
MATLAB™?Z, This prototype has been also used to validate the new approach.

Chapter ten provides a general discussion and reconsideration of the work done so far
illuminating the research methodology applied.

Finally conclusions and further work are reasoned in the eleventh chapter.

2 MATLAB is a registered trademark of The MathWorks, Inc.
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engineers. Considering that process personnel or area engineers are mostly responsible for the
set up and maintenance of a process, it is clear that ICACSD tools should be especially tailored

towards this group.

This has also been confirmed by a questionnaire which has been developed within a project in
cooperation with this project. This has been sent out to users of control systems from different
branches of process industry (Strickrodt 1997).

The main results of this questionnaire and the interviews are:

o Basic SISO control systems are generally manually and experimentally adjusted during
process operation.

o More advanced control systems are normally designed after the new process has been in
operation because of the lack of process models.

o Multi-variable control design is still rarely employed and MIMO processes are generally
treated as separate SISO processes neglecting the increasing complexity of MIMO
processes.

o In companies without a special control department, design and tuning of control systems is
normally not done systematically and simulation environments are rarely used.

o The main shortcoming of CACSD programs is seen in the lack of modelling support.

o The experience of process personnel (the model in the process engineer's mind) is rarely
used for modelling.

o Usually linear approximations are used for modelling although virtually every process in

industry exhibits nonlinearities of some kind.

From these results it can be seen that ICACSD systems should be so simple and efficient for the

industrial user that manual tuning is not the only alternative.
2.3 Requirements for ICACSD in the process industry

The following requirements for ICACSD tools were elaborated as result of the interviews:

o The ICACSD tool must systematically support the whole CACSD procedure, considering the
experience of process personnel.

o The process modelling or identification must become so simple such that it can be intuitively
applied even by process personnel inexperienced in identification.

o The resulting process model must be as simple and transparent as possible to allow practical
control design.

o Reliable simple routines must be provided even for nonlinear multi-variable processes.

o The results must be presented in the time domain graphically including intuitively
understandable characteristic values. Frequency or z-domain graphics should be offered only

for experienced users.

If these requirements are met industrial CACSD will provide a valuable alternative to manual

tuning by rules of thumb.
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2.4 Conclusion for this Chapter

Several practical aspects have to be considered to develop a structured approach to identification
suitable for process industry. It has been important for the direction of this research to define a
clear frame looking at the industrial application. The results of these efforts have been
summarised in the preceding sections, where technological side conditions of CACSD and user
requirements have been discussed.

Considering that many processes in the process industry are already supplied with process
control systems offering the possibility of implementing various control strategies it is obvious that
the unused potential in control is enormous, if suboptimal control strategies are replaced.
Therefore the control performance could be considerably improved by ICACSD tools, tailored to
industrial needs. Such a tool must also provide a quick and transparent approach to process
modelling and identification because this is seen as the main application obstacle of most existing
CACSD systems.
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3 Review of Computer Aided Control System Design

‘Potentially fruitful interactions between the control and computer science communities in industry
and academia are not properly handled today'. According to Benveniste and Astrém (1993) this
was one of the main motivations to start the |EEE project “Facing the Challenge of Computer
Science in the Industrial Applications of Control” and it impressively shows the need for applied
research. Additionally Benveniste and Astrém identified the ‘significant need for tools that support
all aspects of modelling’ being a main precondition to utilise the potential of CACSD in industry.
Absolutely, this literature review cannot address all aspects of CACSD systems but it will show
the need for practically applicable system identification as part of an industrially oriented CACSD

procedure.

3.1 Control Design in the process industry

Nowadays approximately 95% of all industrial controllers in the process industry are PID-based
(Noth and Keuchel 1996). This popularity of PID control is due to its simplicity and transparency.
Experienced process personnel tune PID controllers at a single-variable processes based on
experience and by ‘rules of thumb’ (Schuler 1992). Then the process is indirectly regarded as a
second order system which is not explicitly modelled. Another advantage is that rules and tuning
aids are provided resulting in a well appreciated performance to cost ratio (Richalet 1993). Well
established simple parameterisation techniques like Chien-Hrones-Reswick or Ziegler-Nichols
(Piwinger 1975) are mostly based on simple step response experiments and are easily
comprehensible. Also robust tuning of PID controllers based on step responses is possible as
described by Maffezzoni and Rocco (1995) but this technique is rather advanced and rarely
applied. Increased ease of use of PID controllers can be achieved by the implementation of
automatic tuning and adaptation techniques being introduced in the eighties. Astrom et al. (1993)
offer a comprehensive insight into this particular subject. They stress that automatic tuning (being
mostly based on step response identification as well) is quite helpful for industrial users to build up
gain schedules and to initialise adaptive controllers, thus providing the base for the control of

nonlinear SISO processes.

However, according to the experiences of Néth (1998) in the process industry only 20% of the
applied PID-controllers work satisfactorily. The remaining 80% do not work properly because in
30% sensors and actuators are wrongly dimensioned, in another 30% the controllers are tuned
poorly and the last 20% have other reasons. Mostly major malfunctions could have been avoided,
if process and control engineers would closely work together in order to detect process design

faults or equipment unsuitable for control, but this is generally not practised.

In the case of nonlinear multi-variable processes the control performance of multiple single-
variable controllers is often inadequate, even though this is the standard control design in the
process industry. With the tendency to improve the effectiveness of industrial processes, for

example through the feedback of resources (as heat and (by-)products) couplings are
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if realised in analogue techniques. Most digital industrial controllers offer these possibilities to
increase the control performance, but these extras are rarely used because appropriate process
models are missing. Some digital controllers already provide simple SISO identification methods
mostly based on aperiodic step responses (Kuhn 1993). With respect to multi-variable systems
Rake and Enning (1996) criticise the fact that no single industrial controller or PCS supports the
identification of coupled systems and the corresponding PID control system design.

‘Advanced control' stands for the high end in control, like state-space control or model based
predictive control (MPC), most of which require a good model, high tuning effort and control
expertise and are therefore not suitable for everyday industrial control. According to Funk (1994)
approximately five percent of all control loops in the process industry are based on advanced

control strategies with increasing tendency.

'Fuzzy control’ design differs notably from the aforementioned methods incorporating rule-based
process knowledge. It can show good performance with litte modelling effort, if process
knowledge is already available but otherwise it needs much optimisation effort for a performance
which possibly could have been gained through 'advanced PID' control more easily. Furthermore

advanced and fuzzy control can only be implemented if supported by the control device.

3.3 CACSD Systems

The previous sections clearly demonstrated the need for improved control especially in case of
multi-variable processes. Modern CACSD systems provide the means to considerably optimise
the control performance. Nevertheless there is still a gap between possible and applied solutions
in control. Therefore currently available CACSD systems have been critically examined including

an analysis of deficits with respect to industrial application®.

3.3.1 CACSD System Functions and Potential

Figure 3-2 visualises the main CACSD tasks with respect to an industrial process. The first
CACSD task is the process modelling which can be done utilising process knowledge and/or data
from the process. Then the process model is used for control design. After an analysis of the
control system the control performance is checked by simulation within the control system model.
Only if the simulated control performance is satisfactory the validation on the industrial process
will take place. If the process control performance is not satisfactory the procedure must be
iterated. For more detailed discussion, please refer to Linkens (1993).
The advantages of CACSD systems supporting these tasks are significant:

o Enhancement of productivity and analytic capabilities.

o Reduction of product development costs.

o Graphical output for a quick interpretation of the simulated results.

* This was supported by ‘hands on’-sessions at different universities, product seminars, conferences and the VDI-
Workshop 'Regelungstechnische Programmpakete’ (‘Control Engineering Programs’), March 1993, Dusseldorf; Chair:
Prof. Dr.-Ing. R. Schumann
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Dimension Automatic Synthesis Program). EISPACK (Garbow et al. 1977), Linpack (Dongarra et
al. 1979), LAPACK (Anderson et al. 1995) followed. Nearly all libraries were written in FORTRAN,
being quite suitable for the mathematically oriented needs of the researchers in the 70’s and 80°s.
Control program libraries worked successfully for testing discussing and exchanging the collected
tools with interested scientists.

CACSD Packages

Based on these reliable libraries, CACSD packages like MATLAB, MATRIX, and Ctrl-C have been
developed as interpreter interfaces to the numerical linear algebra libraries. With regard to
nonlinear systems MATRIX, and Ctrl-C were first with the block-oriented modelling extensions
SystemBuild and Model-C respectively. Later on MATLAB followed with SIMULAB (now:
SIMULINK). For more details on these developments please refer to Taylor et al. (1991).
However, the inherent suboptimal numerical performance due to interpreted execution of the
above mentioned commercial programs and restricted programming semantics triggered the
development of heterogeneous packages starting in the mid eighties. These packages are also
called CACE (Computer Aided Control Engineering) systems. Packages like CADACS (Schmid
1993) or ANDECS (Gribel 1995) are good examples of this trend comprising functions for
identification, system analysis, model transformation, controller synthesis, optimisation and

sometimes even online facilities.

Efforts to Handle the CACSD Complexity

In 1986, IFAC set up the working group on Guidelines for CACSD software. The IEEE Control
System Society (IEEE-CSS) established a technical committee on CACSD. Their combined
efforts have focused on three areas: user interfaces, data structures and algorithms. For an
overview of the state of CACSD developments at these days, see the IFAC Proceedings of
CADCS'88 (Zhen-Yu 1988) and of CADCS'91 (Barker 1991). As the iterative control system
design methodology generates a great deal of information database management tools and
expert systems have directed the CACSD development in the late eighties in order to ease the
handling of CACSD systems (see Section 4.8.1).

Modelling Languages

With respect to modelling it is now widely recognised that particularly object-oriented modelling
languages will play an important role in CACSD future developments (Mattsson et al. 1993).
Equation based modelling languages like Dymola (Elmqvist 1994), Omola (Andersson 1989) or
the currently developed unified modelling language Modelica (Eimqvist et al. 1998) provide
concepts for model structuring to support multidisciplinary modelling and to facilitate reuse.
However, these developments are only interesting for industrial users if appropriate user
interfaces are available that allow the use apart from the equation based level. Naturaily it would
be advantageous for extensive industrial use, if one of these languages would at least become de

facto standard.
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Object-Oriented Programming

Nowadays one of the most popular ways to realise software, also for CACSD, is the application of
object-oriented methodologies. It provides the potential to increase the software productivity and
to decrease the maintenance effort while reflecting natural concepts as comprehensively
described by Jobling et al. (1994). Object-oriented programming (OOP) is useful to realise
graphical user interfaces (GU!) as outlined in Section 4.8.2 and also to realise concepts like Open
CACSD.

Open CACSD Developments

A topic of special importance is the standardisation and development of ‘open software’ for
CACSD that is easy to interface and maintain. In a panel discussion on Open CACSD several
routes to Open CACSD have been discussed (Taylor et al. 1994). Herewith DSbiock (Otter 1998)
was recommended as an independent model bus in order to interface separate modelling and
simulation environments (Grubel and Jobling 1994). To realise the Open CACSD paradigms
Barker et al. (1993) proposed a scheme that heavily borrows ideas from computer aided software
engineering standardisation efforts. Schmid and Schumann (1994) presented a data interface
standard for CACSD resulting from the work in the GMA (German measurement and automation
society). Lately, Barker et al. (1996) proposed an object-oriented approach to project
management in CACSD incorporating many valuable ideas considering multiple users,
hierarchical systems, restrictions on model access, documentation and a supervisory mechanism.
They based the model on a hierarchical block schematic diagram, which is described in the same
issue by Versamides et al. (1996), who introduced a very promising object-oriented information
model and suggested a possible architecture for its implementation. Nevertheless they end their
paper very realistically: “However, to actually make use of this (or other similar) models, a wider
consensus about fundamental aspects, like that of the CACE information of various levels, must
be first achieved”. This clearly shows that the results of these efforts have no major effect on
commercial packages as long as there is no consensus. Thus there has been a quest for de facto
standards in CACSD that profit from their generally favourable acceptance at universities and in

industry.

3.3.3 MATLAB - De Facto Standard in CACSD

In recent years especially the MATLAB package has been very successful because of its simple
and flexible extendibility via C-like m-files (MATLAB-files). Collections of these files are available
as MATLAB toolboxes supporting special aspects of scientific problems. Rimvall (1988) detailed
the toolbox concept and showed possible extensions. MATLAB has also been so successful
compared to other packages like MATRIX, and Ctrl-C because of the synergetic relationship
between the signal processing, system identification and control systems toolbox covering many
CACSD problems (Sarli 1994). Hence it is possible to develop packages in this proprietary

environment utilising a large and well established software base.
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Besides, MATLAB's user interface is especially geared to researchers in control, who prefer to
communicate with computers using numerical data models such as state space or polynomials,
which are traditionally represented by arrays. Many scientific publications incorporate MATLAB
simulation examples in the field of control and researchers often exchange their ideas in form of
m-files. MATLAB'’s dominance in the field of CACSD is also demonstrated within the extended list
of control software ELCS (Frederick et al. 1992), where all MATLAB compatible programs are
summarised in an extra section MATLAB-family software packages’ because of their large

number and relative importance.

MATLAB also provides the block-oriented simulation environment SIMULINK, which is
increasingly accepted in industry and which can handle linear and nonlinear, continuous and
discrete models as well as a combination of them (Hortsch and Schliter 1996). Nevertheless
MATLAB is not geared to the Open CACSD efforts as outlined above, but it provides an OLE
interface allowing execution of MATLAB functions from external programs and the ability to
generate C-code from SIMULINK block diagrams (Schmoll 1997). Because of these means a
slight openness is achieved. With respect to Open CACSD it was possible for Barker et al. (1996)
to link their project manager to SIMULINK. In the context of modelling languages it is possible to
link the widely used physical modelling tool Dymola to SIMULINK, for example for use with
controllers implemented in SIMULINK,

3.4 Modelling as Crucial Part of the CACSD Procedure

In a study about industrial applications of model based predictive control modelling Richalet
(1993) quantified that modelling, experiments and identification require more than half the effort
needed for advanced control system design in the process industry. Foss et al. (1998) also
detected modelling as 'the main bottleneck for the application of advanced control' and
investigated the requirements for computer-based tools supporting the modelling process. They
performed a field study of the industrial modelling process, interviewing experienced modellers.
However useful as this approach is, it still focuses on the demands of specialists. Takutsu et al.
(1998) reported on the future needs for the Japanese control industry. They detected that the lack
of process analysis is the key factor for failure of automation strategies and that modelling tools
are still often seen as the most lacking engineering environments. Therefore it is necessary to
investigate strategies that support process modelling, especially for industrial users, as done in

the following.

3.5 Process Modelling and ldentification

A model is ‘a representation of the essential aspects of an existing system (or a system to be
constructed) which presents the knowledge of that system in a useable form' (Eykhoff 1974). For
the solution of many scientific and technological problems mathematical process models are

required, which imitate the most interesting properties of the process.
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The two basic approaches to modeliing are theoretical and experimental modelling.

(o]

Theoretical modelling is based on physical laws and offers an excellent insight into the
process behaviour. It utilises abstraction, decomposition and aggregation of sub-models
describing the process partly to compose a structured process model (Cellier 1991), which
also provides information about the internal state of the process. Therefore the evolving
process models are called white or transparent boxes. Theoretical modelling is supported by
the modelling languages like Dymola (Elmqvist 1994), Omola (Mattsson et al. 1993) or
Modelica (EImqvist et al. 1998) and it is aiready possible during the planning phase such that

the influence of process design parameters can already be evaluated in this phase.

By contrast experimental modelling - widely called identification — is concerned with the
generation of mathematical process models from data. Naturally, the process must already
exist and it must be regarded that the identified process model is only valid within the
analysed range and does not necessarily comprise physically relevant parameters. Therefore
these inductively derived models are called black boxes. Due to the rapid and context related
results identification is an efficient method for modelling aimed at control design, especially
during commissioning. However, as the process is already built, changes in process design

are expensive or even impossible.

While the knowledge of the internal process structure has to be profound for the theoretical

modelling in order to yield satisfactory model performance, less knowledge is needed for the

application of identification methods to obtain models enabling satisfactory control performance to

be achieved.

In this context three types of processes can be distinguished with respect to the knowledge

available of the internal process structure (Isermann 1991):

1. good knowledge (for example, mechanical and electrical processes)
2. less knowledge (for example, processes in power engineering)

3. poor knowledge (for example, processes in chemical or process engineering)

Especially for processes of type 2 and 3 it is sensible to apply identification techniques.

Furthermore in practical application identification methods can be applied without requiring too

much effort and expertise and thus cost.
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A-Priori Knowledge

A-priori knowledge may include exact or approximate values for static or dynamic process
characteristics, constraints or external disturbances of the process. Table 4-1 summarises the

effects of different process characteristics on the experiment design.

Further it is sensible to determine:

o possible sources of disturbances in order to avoid these while experimenting or to consider
these effects formally.

o the relative importance of each input. For example, one unit of change in input number 1 and
one unit of change in input number 2 affects the output like A to B. This measure allows to
determine that input with the biggest influence on the output and the relative influence of the
other inputs.

o the relative importance of each output. For example, A units of error in output 1 are as serious
as B units of error in output 2 with respect to the influence on process performance, product

quality, safety etc..

Strickrodt et al. (1996) proposed the MODEL"™ approach, which systematically exploits the
practical experience among industrial users and which can help to reduce the number of
(pre-)experiments. However, as this approach is not readily applicable simple practically oriented
questions or standardised questionnaires can yield valuable a-priori information. It is also possible
to determine much of the above information from the process directly by conducting pre-
experiments or by evaluating past process data. Naturally a-priori knowledge can be also used for

rough validation of the process model (Section 9.4.3).

Pre-Experiments

If sufficient a-priori knowledge cannot be collected simple pre-experiments can provide useful
information for better experiment design. Sometimes even 'normal' process changes during

operation can be evaluated for this purpose.

Step response identification is probably the most widely used method for process identification in
industry due to its simple application and the intuitively understandable picture that is provided
about the process behaviour as a reaction to an input step change®. Even in the near future step
response identification will be the preferred method in industry for the practical evaluation of linear
dynamic process characteristics according to Bretthauer (in Bretthauer et al. 1998). The reason
can be found in the traditional relation between step response identification and the widely applied
PID tuning rules (Section 3.1). Therefore it is worthwhile considering advantages and
disadvantages of this method. Kémer and Schumann (1998a) assessed nine methods for step
response identification with respect to the models produced, evaluation problems due to noise,

and computer implementation aspects. One especially appealing numerical method has been

® The nature of step responses is also of prime concern for the development of several predictive control strategies (see
e.g. Moellenhoff and Erickson (1992) and for muitivariable processes Zhu (1998)).
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proposed by Hankel and Reiner (1992). This method can be perfectly used to determine dominant

time constant, settling time, approximate deadtime and signal-to-noise ratio.

Even for integrating processes step response identification methods can be used either applied to
the differentiated step response or to the process response to a narrow impulse input change with
an impulse width W; much smaller than the time constant T of the process (W, < 7/70 according to
Wernstedt 1989).

Input Signal Design

If sufficient a-priori knowledge could be collected, a more advanced input signal superior to step

or impulse input change can be designed directed at the desired model and its purpose. As

identification results can be only as good as the provided data, identification becomes more a

problem of the synthesis of optimal test signals rather than data analysis (Richalet 1993). Of

special importance are:

o Selection of the appropriate form of the input signal that provides excitation of all relevant
frequencies of the process utilising a-priori knowledge, for example, about sampling time and
time constants.

- the steeper the flanks of the signal the higher the frequencies that are excited.
- the smaller the breadth of impulses in the signal the higher the frequencies that are
excited.

o Determination of the input signal magnitude to produce a reasonable signal-to-noise ratio at
the process output utilising the knowledge of the steady-state gains and noise level of the
process. The input-signal magnitude should be as big as possible.

o Sufficient length of the experiment is required. If small amplitude test signals are needed that
do not affect the product quality long test duration are required to extract signal from noise
(Séderstrom and Stoica 1989). According to Zhu and Backx (1993) the experiment duration
should be longer than 10 times the largest time constant in order to get a reliable estimate at
low frequencies.

o ldentification is secured by persistently exciting input (Ljung 1987).

o In case of closed-loop identification a test signal should be added to the normal set point to
ensure identifiability (Séderstrém and Stoica 1989).

o A suitable sampling frequency lies in the range of ten times of the estimated bandwidth of the
process (Ljung 1987). Another empirical method for the determination of the sampling
frequency evaluates the rise time of a step response, during which two to four samples should

occur.

Three type of test signals are commonly used for identification of linear dynamic models:

o Filtered white noise.
o Pseudo random binary signals (PRBS) (Eykhoff 1974 and Séderstrom and Stoica 1989).

o Sum of sinusoids.
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The filtered white noise signal is persistently exciting over the bandwidth and has a continuous
spectrum. The PRBS is persistently exciting when its order (i.e. the period) is higher than the
order of the process model. The sum of sinusoids signal should contain a much higher number of
sinusoids than the process model order. For more information about input signal design please
refer to Godfrey (1993).

Implementation of the Experiment

Careful design and implementation of the experiment are the basis for experiment data with good

information suitable for successful identification.

o In order to capture the application-relevant frequency band it is important that the
experimental condition resembles the situation for which the model is going to be used. The
sampling time T, must satisfy Shannon’s theorem, which relates to the maximum frequency
fmax OF interest (Lechner and Lohl 1990):

To << 0.5/ oy (4-1)

o Additionally an analog anti-aliasing filter should be used during the measurements to avoid
aliasing effects. Sometimes the existing instrumentation provides already a low-pass filter to
eliminate high frequency noise and disturbances being above f,.,. The cut-off frequency f;
must be smaller than half the sampling frequency f,.

f,<05f (4-2)

For low and medium sized frequencies the anti-aliasing filter should have a constant gain and
a phase close to zero in order not to distort the signal unnecessarily. For high frequencies the
gain should drop quickly. This will decrease the aliasing effect and may also increase the
signal-to-noise ratio. In case the input signal is not in a sampled form held constant over the
sampling intervals it is useful to prefilter it as well (Ljung 1987).

o The quantisation accuracy of the utilised A/D (analog to digital) and D/A (digital to analog)
converters must be sufficient. The A/D-converter accuracy (4y) influences directly the
measured accuracy of the control variable (Ae). Practically Ay should be much smaller than
Ae. Mostly the test signal is converted from digital to analog (D/A conversion). Therefore the
D/A-converter affects also the input signal accuracy Au but here the process gain K has to be
considered as follows:

Au << Ae/ K. (4-3)

Similarly actuators and sensors have to satisfy accuracy limits (Isermann 1988).
o Plant operations and interactions by process personnel must be considered because these

can badly affect the data, for example manual interaction like adding ingredients, etc..

Furthermore active and passive experiment can be distinguished (Néth and Keuchel 1996). The
active experiment needs perturbation signals as described above whereas the passive
experiment uses normal process changes that are suitable for identification. However, also these
signals have to be stationary, uncorrelated with disturbances and must sufficiently excite the

relevant frequencies for satisfactory identification results.
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41.2 Data Pre-treatment

Mostly experiment data are not directly suited for parameter estimation, because of:
1. high-frequency disturbances in the data record, above the frequencies of interest
2. drift and offset, low-frequency disturbances

3. outliers, bursts or missing data

It is always advantageous to examine a time history of data. This can often help in devising data
pre-treatment schemes to improve the identification result. Specific action can be determined to

address each of the above points as follows:

to 1): If it turns out that the sampling interval is unnecessarily short or the anti-aliasing filter is not
properly chosen then low pass filtering of input and output is necessary.

to 2): These variations mostly come from external sources that:

- can be modelled if necessary. However, estimating the offset or drift explicitly is
unnecessarily complicated and increases the order of the estimation problem (Ljung
1987).

- can be removed by proper data pre-treatment. There are several ways to do so (Isermann
1992). For example differencing the data will push the fit into a high-frequency region
unsuitable for many applications. It is better to determine the offset directly from the data
and to prefilter the data utilising a high-pass filter, in case of trends, drift or low frequency
disturbances.

to 3): These can be detected by manual inspection but also failure-detection algorithms can be
used as outlined by Wernstedt (1989).

Another important aspect is the scaling of the signals because in industry inputs and outputs do
not necessarily have the same order of magnitude. These are related to physical guantities which,
in general, do not have the same dimensions such that the signals with the largest numerical
values will automatically get highest weight in the loss function. Normalisation of the signals helps

to avoid this effect.

4.1.3 Model Structure Selection

The selection of an appropriate model structure in practice is greatly influenced by the intended
use of the model. Therefore the structure of a process model should fit the aim of modelling to a
large extent (Séderstréom and Stoica 1989). The model structure should not require an excessive
number of parameters. If the increase of the number of model parameters does not result in
significant decrease of the corresponding loss function then the parameter set should be selected

that covers the process behaviour with the smallest parameter set.
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Generally a compromise between complexity and flexibility must be found:

o complexity. An over-parameterised model structure can lead to unnecessary complicated
computations for finding the parameter estimates and for using the estimated model. An
underparameterised model may be very inaccurate. As the number of model parameters
directly determines the complexity of the calculation simple models are often preferred that
compromise between model accuracy and simplicity. This is especially important for real-time
applications.

o flexibility. The model structure must be flexible enough to represent the system dynamics over
the required range of operating conditions. The flexibility of a model set is often related to the
number of model parameters and how the parameters enter the model. For example, a finite
impulse response (FIR) model (Section 4.3.2) - although it allows unbiased estimates - is not
suitable for systems with slow dynamics if the sampling rate is relatively small because of the
large number of parameters required. Therefore it is not a flexible model structure for slow

processes under specific conditions.

The model structure is strongly related to specific parameter estimation method as explained in
Section 4.4.

41.4 Parameter Estimation

After the determination of the model structure the model parameters can be estimated utilising a
parameter estimation method that fits to the corresponding difference equation. Numerous
parameter estimation methods have been developed allowing proper estimation even for poor

signal-to-noise ratio. For a detailed discussion see Section 4.4.

4.1.5 Model Verification

In practice, the identified model always only is an approximation to the real process. Therefore the
identified model must be verified to see if it is an adequate representation of the actual process. If
the model is not acceptable at least parts of the identification procedure must be repeated. For the
model verification it is sensible to use a-priori knowledge, engineering insights or physical laws for
consistency checks. For very complex processes sub-systems of the process often have to be

validated step by step. The verification is best done on a fresh data set.

Normally industrial users have difficulties in interpreting the different loss function values which
identification methods provide because these can differ among the methods considerably.
Therefore a unified model validation criterion helps the user considerably to assess the model
quality. In this sense the output error (OE) is an intuitively understandable model verification

criterion, which is also suitable to assess the quality of nonlinear process identification.
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The identified model is run in parallel with the process and model output versus actual process
output are compared (open-loop test).

N
. \/Z@(k)—y(k))z
5or y-yl, VS (4.4
Ivl, /iyz(k)
k=1

The OE rates the normalised quadratic error between process and model output excited by the

same input signal. A good model should be a compromise of simple model structure (small order
n) and sufficient agreement with the measurements (small loss). Therefore it must be assessed if
the improvement of fit is significant when the model order is increased. This is described in
Section 8.3.2.

The final validation of the model is purpose-oriented. If the process model is the basis for control
design then the model quality is sufficient if the control performance meets or exceeds the control
requirements. Otherwise it is necessary to determine whether the control design can be improved

or if the identification has to be repeated.

Some causes for model deficiency are:
o The data contain insufficient information due to poor experiments.
o A model structure unsuitable for describing the system behaviour has been used.

o Numerical problems occurred in the estimation procedure.

Many methods for the identification of linear dynamic processes have been developed with the
aim to lead to successful identification results, even if the side conditions are not perfect. The
practically most relevant identification methods are surveyed in the following and conclusions are

drawn.

4.2 Methods for the Identification of Linear Processes

Identification methods can be separated into nonparametric and parametric methods, which are
characterised by the property of the resulting model. A parametric model can be described by a
finite-dimensional parameter vector, whereas this is not necessarily the case for nonparametric

methods.

4.21 Nonparametric Identification Methods

An advantage of using nonparametric identification methods is that it is not necessary to

determine a model structure prior to use. Regularly used nonparametric methods for the

identification of linear processes are:

o Transient analysis. The recorded process response on a step (step response) or impulse
(weighting function) input change constitutes the model. Transient analysis is very sensitive to

noise but provides some fairly good idea of the process behaviour.
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o Frequency analysis. The frequency response is determined by recording the output sinusoids’
changes in amplitude and phase for different input sinusoids. Frequency analysis requires
rather long identification experiments, especially for processes with large time constants.

o Correlation analysis. A normalised cross-covariance function between input and output
provides an estimate of the weighting function if the input is white noise. Correlation analysis
is rather insensitive to additive noise on the output signal (Ljung 1987).

o Spectral analysis. The frequency response is estimated for arbitrary inputs by dividing the
cross-spectrum between output and input to the input spectrum. For practical application a lag

window must be applied leading to limited frequency resolution.

For more details on these methods see for example Isermann (1992). Mostly nonparametric
methods can be easily applied but only give moderately accurate models. For higher accuracy
parametric models should be utilised (Soderstrom and Stoica 1989).

4.2.2 Parametric Identification Methods

For the application of parametric identification methods a specific model structure must be
assumed. It is beneficial if the model structure can be based on physical insight into the process
because appropriate model structures lead to higher accuracy. Two important classes of
parametric identification methods are:

o Table based methods. From the process response on a non-periodic input signal some
characteristic values are determined, for example deadtime, rise time, settling time and so on.
Utilising the characteristic values simple parametric models can be determined from tables.
However the model quality decreases considerably in case of disturbances
(Kérner and Schumann 1998a).

o Parameter estimation methods. Parameter estimation methods are based on differential or
difference equations of arbitrary order and deadtime. Specially designed methods minimise
error signals for arbitrary inputs. If properly applied the model quality can be quite good even

for low signal-to-noise ratios.

Because of the characteristics of parameter estimation methods advantageous for industrial

application these will be considered particularly in the following.

4.3 Parametric Mathematical Models of Dynamic Processes

Parametric mathematical models of dynamic systems can be classified in various ways. Some

classes of dynamic systems are especially important:

o deterministic — stochastic. For a deterministic mode! the output can be exactly calculated from
the input signal, whereas stochastic models contain random terms, which describe the
disturbances.

o continuous-time — discrete-time. Continuous-time models describe the relation between input
and output for each time point whereas discrete-time models only describe equidistant

discrete-time points. The latter is the dominating class discussed here.
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o time-invariant — time-variant. Time-invariant models are certainly more common than time-
variant models, for which special identification methods are needed, especially if not only the
parameters but also the model structure varies with time. Only time-invariant models will be
discussed here.

o linear — nonlinear. A model is linear if the output depends linearly on the input and possible
disturbances. In practice nonlinear processes dominate. Only a special class of nonlinear
models will be considered in this research (see Section 4.5).

o single-variable — multi-variable. in the following all model structures will be introduced for
single-variable models that contain a single-input and a single-output (SISO). However, most
theory will also hold for multi-variable models. Multi-input, single-output (MISO) and multi-
input multi-output (MIMO) models are easily derived from SISO methods (see Section 8.3.3).

In the following mathematical models are described that are relevant to the identification approach

presented in this work.

4.3.1 Deterministic Dynamic Models

In the following sections deterministic continuous and
. . . . u Process y
discrete-time linear dynamic SISO models are —P Model [ >

discussed (Figure 4-2).

Figure 4-2. Deterministic process model
Deterministic Continuous-Time Dynamic Model

The basic mathematical representation of a dynamic model is a linear differential equation, which
describes the linear(ised) dynamic behaviour about the operating point (U,, Y,) for the input and

output variable u(t) and y(t) respectively:

ut) = uft) - Uo yt) =Y(t) - Yo (4-5)
in the form:
a, M+ +a, 'M*'ao YW =By u®)+ B, - duf)) +8, 4" (4-6)
dt” dt dt dr™
The Laplace-transform of the differential equation becomes in s-domain:
&=ﬂ0+ﬁ1s+ﬁ2s2+---+ﬂms’” _B() (4-7)

“e= u(s)  q +ays+ayst Fe+a,s” AlS)

It is beneficial that theoretically derived differential equations are often described by physically
relevant parameters (« and f). For digital processing continuous-time models are generally solved
by numeric integration. For example the Euler or Runge-Kutta method can be utilised for the
solution of differential equations (James 1992). Many methods have been developed also for
specific problems like stiff systems. However, it should be appreciated that all numerical solutions

are only approximations to the exact solution.
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Deterministic Discrete-Time Dynamic Model

If the input is sampled at equidistant discrete-time points t, = k T, and held constant between the
sampling points it can be shown that the sampled input-output behaviour of linear processes can
be exactly described by discrete dynamic models. These models can be mathematically derived
from continuous-time models utilising the z-transform (Reuter 1991). Discrete models have the

same order as the differential equation (Isermann 1988) but their parameters a and b relate to a
Ts

specific sampling time T,. With z=¢ ° a discrete-time dynamic model is yielded, which describes

the linear(ised) dynamic behaviour about the operating point (Reuter 1991):

biz' +byz? 4 +b 2" BE?) (4-8)
2

u(z) 1~+—alz‘1 t+ayz’

+-+a,z” - Az ™)

If the deadtime Ty = d T, is part of the discrete-time model this includes the integer valued
discrete deadtime d.

-1 4-9
Gy =20 _BCE) (4-9)

wz)  AE")
In the following the model structures are discussed without this extra term.
Introducing the backward shift operator ¢ (q”"u(k) = u(k-1), etc.) for a simplified representation in

time domain:

Gl )= 2 _ Ba) (4-10)
utk)  Ag™)
where:
A(q_1)=l+a,q_I +..+a,qg" (4-11)

B(g ' )=1+bg ' +..+b,q”"

Utilising the backward shift operation following difference equation can be used for a recursive

solution:

a, ylk—n)+otay -yl 1)+ y0) = by -ufk =1)+ - +b, -ulk = n) (4-12)

Continuous- versus Discrete-Time Models

With respect to the selection of continuous or discrete models it was decided for this project to
concentrate on discrete dynamic identification techniques. The resulting discrete-time models
have no relation to the real process structure, which is possible for continuous-time process
models. However, the identification techniques for discrete models and the models themselves
are very close to digital computer scenery and digital controllers and therefore efficient with

respect to computing effort and quality of results (Kortmann 1988).
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If the application requires a specific model, several methods are available to transform continuous
to discrete-time models and vice versa®.

4.3.2 Stochastic Discrete-Time Dynamic Models

A quite general structure of a stochastic discrete time

v D(g ") n
model for the description of a linear finite-order system is > C(g™")
depicted in Figure 4-3 (Isermann 1992). The difference to
the deterministic discrete-time model is the inclusion of d > iig:; _,._y_>

noise via a disturbance filter G,(z), which transforms the
Figure 4-3. Stochastic discrete-time

stochastic white noise signal v into the coloured noise n process model

according to this difference equation:

_nk _D(‘]-l)_do +d1q'1+d2q’2+-~+d,,q‘” (4-13)

G,q") = =
vik) C(q'l) ]+clq'] +czq‘2 +--+c,qg”"

The whole model becomes:

1 -1 4-14
:Mu(k)_,.LqJ)_v(k) ( )

(k)
EGRPTORN C@M)

There are several special cases relevant for the analysis of stochastic signals.

In case of C(q”") = A(q”") an ARMAX model is yielded, which is the abbreviation of ARMA

(autoregressive moving average) with an exogenous (X) signal being the control variable u:

| g (4-15)
k) = B8y B g

AGg™h Ag™)
This ARMAX model is capable of describing any linear finite-order system with stationary
disturbances having rational spectral density (Sdderstrom and Stoica 1989). From this model
three important models can be derived that solely describe the noise:
o the autoregressive (AR) model is obtained for D(q”') = 1 and B(q") = 0. Then a pure time

series without input signal is modelled:

k) = k (4-16)
Y)Y =~ V(i)

o A moving average (MA) model is obtained for A(q-1) =1 and B(g-1)=0
y(k) = D(g™)v(k) (4-17)

o An autoregressive moving average (ARMA) model is obtained for B(q-1) = 0:

o (4-18)
y(k) = &_])v(k)
A(g™)

% The ICAI toolbox described in Chapter 9.2 contains a utility for model conversion (see ICAI help system).
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Furthermore special models can be derived from the ARMAX model that utilise the input u.
o Afinite impulse response (FIR) model is obtained for A(g-1) = 1 and D(g-1) = 1:

y(k) = B(g " Yu(k) +v(k) (4-19)
This is also called truncated weighting function.

o The controlled autoregressive (ARX) model is obtained for D(g-1) = 1:

B(g™ 1 (4-20)

(k) = ) + —— vk
P RTPEIA

The ARX model structure is especially important for the least squares estimation because of the
special noise filter structure.

A practically important model is output error model (OEM) which is similar to the ARX model but
which does not assume a special noise filter:

B(q" (4-21)
y(k) = %u(k) Fv(k)

Here the noise wk) can be interpreted as the difference between measured output y(k) and the

model output B(q”)/A(q")u(k), which in turn is equivalent to the deterministic model.

4.4 Parametric Identification of Discrete-Time Models

The model parameters can be estimated for a model structure utilising parameter estimation

methods. In practice most investigated processes are stochastic because the measurable process

output is mostly corrupted by noise. Numerous parameter estimation methods have been
developed allowing proper estimation even for poor signal-to-noise ratio. Identification methods
can be separated into following categories:

o recursive (online) — batch (offline). In recursive identification methods the parameter
estimates are computed recursively in time. The counterparts are batch methods, in which all
the recorded data are used simultaneously to compute the parameter estimates. Recursive
identification methods are especially suited for adaptive systems or in fault-detection to detect
changes in the process characteristic. Furthermore these require only limited memory and are
appropriate for slightly time-variant processes. However, the starting conditions have to be
carefully selected then (Isermann 1992). Furthermore many recursive identification methods
are derived as approximations of batch methods and therefore might be less accurate
(Soderstrém and Stoica 1989). In this thesis only batch methods have been investigated
because it was not aimed at online parameter estimation or time-invariant processes.

o deterministic - stochastic. Identification methods for deterministic models, called deterministic
identification methods, try to eliminate the influence of stochastic signals in order to generate
a model according to Equation (4-8). By contrast, stochastic identification methods explicitly

estimate a specific model of the disturbance signal in addition (Equation (4-13)).
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Important aspects of the most widely used deterministic and stochastic identification methods are
described in the following.

4.41 Deterministic Identification Methods

The most widely used method has been the

least-squares (LS) method, which has been

B(g™")
A(g™)
Process
implementation of the LS method for the = | {~7Z2fororrosmmeommoommoiimImIIIOON :

developed by Gauss (1809) to calculate the

orbits of planets. Nevertheless the direct

determination of deterministic process models

suffers from various numerical problems. For Modell
example, if the input signal excitation is small, °

the computer accuracy is low or the model is [/gure 4-thu§tl;%?1nélzzartion based upon
over-parameterised. In case of process noise

the LS method only leads to unbiased estimates for the ARX model structure (Section 4.3.2)
being rarely met in practice (Isermann 1992). Therefore extensions of the LS methods are
described, namely the instrumental variable and the correlation least squares method, which aim
at a reduction of the influence of stochastic disturbances without modelling the disturbance filter

G.
Least-Squares Estimator (LS)

This method, also called equation error method, has many advantages like model parsimony,
robustness, simplicity, fast and global convergence (Niu 1994). The LS estimation is unbiased if
the ARX model structure applies. The LS-method can be applied, if the experimental data are in
steady state for k<0, if model order n, deadtime d and steady states U; and Y, are known, while n
being stationary with E{n(k)}=0.

Assume that the process behaviour under investigation can be described by the following linear

discrete time difference equation A(qg”")=B(q")u(k)+n(k), which can be rewritten as:
yk)y+ayy(k 1) +...+ a,y(k —n) = bju(k = 1) + ...+ b,u(k — n) + n(k) (4-22)

Considering the structure of Figure 4-4 and inserting the estimated parameter vectors a and b

up to (k-1):

e(k) = y(k) — {~a,y(k 1) = ... — &, y(k —n) + bu(k = 1) + ..+ bu(k — n)} (4-23)
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The equation error e(k), also called residual, can be interpreted as the new observation minus the

one-step-ahead prediction. Introducing the data vector ¥ and the parameter vector ®;
yk)=[-yk =1),—y(k =2),....—y(k —n),u(k = D,u(k - 2),...u(k - n)]T (4-24)
0=[a,,..4,,b,..b 1 (4-25)
For k =m,...m+N, N+1 equations evolve as:
e(k) = y(k)—yT (k) (4-26)

The purpose of the parameter estimation is to find the best estimate of the parameter vector 0

that minimises a specific loss function. Different loss functions lead to different methods. The

least-squares estimate is defined as the vector 6 that minimises following loss function J:

. m+N m+N . 2 (4'27)
S8 =Y 2k = 3 vk - wT (k)]
k=m k=m
For this loss function the unique minimum point is given by:
o-[emel Ty (+26)
v’ (n) y(n)
T
with v =| ¥ (le) and y = y(n:ﬂ)
yi(n+N) y(n+N)

A solution can be only guaranteed if the process is stable and the information matrix vy s
positive definite (det(¥"¥)>0). A good condition of the information matrix can be reached if :

o the sampling interval is not too small.

o the signals are normalised.

o the input signal is persistently exciting.

A comprehensive discussion of the LS estimator and accompanying proofs are given by Isermann
(1992) or Ljung (1987). The numerical efficiency can be drastically increased by different
mathematical operations. For example the orthogonal triangularisation (the QR method) is a

sound way to compute least squares estimates (Séderstrom and Stoica 1989).

Instrumental Variable Method (1V)

The instrumental variable (IV) method is a modification of the LS estimator producing consistent
estimates. As the disturbance filter is not modelled it is not necessary to assume a specific

disturbance filter as well. Equation (4-27) is multiplied by a transposed instrumental variable w'.

Wie=WTy-wiyTo (4-29)
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The problem is to find an instrumental variable with following probabilities p:

plim Wie=0 and plim WT¥T positive definite,

N-ow N—o

such that the parameters can be determined by:
6=[wreT] wry (4-30)

The instrumental variable must be uncorrelated with the disturbance n(k) and it should be well
correlated with u(k) and y,(k). The convergence heavily relies on the instrumental variable. It has
been shown that the application of this method requires an iterative search for the instrumental
variable until the estimated parameters do not change any more (Isermann 1992).

Two-step LS Method with Correlation Analysis (CorLS)

A further method for the determination of deterministic models in the presence of noise is the
correlation least squares (CorLS) method, which is especially appealing because the correlation
analysis reduces in a first step the influence of stochastic disturbances and can provide process
insight. It can also considerably reduce the data vector for the second step, which is the LS
estimation (Koérmer and Schumann 1998b). For a finite number of samples the correlation
functions can be estimated by (Isermann et al. 1974):

N

. 1
By (T) =ﬁk2_;,u<k—r)y(k)
B (4-31)
N 1 N
B (7) :ﬁ;u(k—r)uac)

If the difference equation (4-22) of the process model is multiplied by u(k-7) and summed up over

time the following equation for the correlation function estimates arises:
By (D) F Oy (T D)+t 2, (= 1) = By (T =) o4 by (= 1)+ i () (4-32)

where the last term represents the estimated correlation of input signal and noise. According to

the assumption that the input signal u is independent from the noise signal n the following holds:

lim bn(7) =0 (4-33)

This means that the influence of the corresponding estimated cross-correlation function in
Equation (4-33) disappears with increasing N. It is now straightforward to determine the model

parameters utilising the LS method:
(p(T) = [_¢?uy (T - 1)’“"—&14)/(1- - n)’¢?uu (T - 1)»'--7¢?uu (- n)]T (4-34)

In this context correlation can be interpreted as a special prefiltering technique that removes the

influence of zero mean disturbances. More details are discussed in Chapter 8.
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Other Deterministic Identification Methods

There are also other methods like the output error method (OEM), which is nonlinear-in-the
parameters and therefore has no direct solution. Therefore optimisation methods are required to
calculate the parameter vector. The OEM is widely used because the identification procedure is

not affected by the noise as long as it is uncorrelated with the system input.

Another method that has gained relative importance in the context of adaptive control is model
reference adaptive identification systems (MRAS). These are normally based on the output error
that is minimised by tuning the parameter vector. A literature review about MRAS methods is
provided by Eykhoff (1974). Many optimisation techniques can be utilised but especially suitable

for large parameter vectors are generic algorithms (Kahlert 1995b).

4.4.2 Stochastic Identification Methods

Generally, stochastic identification methods require more measurements than the LS method
because the parameters of the disturbance filter G, are also estimated. Examples for stochastic
identification methods are the generalised least squares (GLS) and the extended least squares
(ELS) method, which are based on the LS method.

Generalised Least Squares (GLS)

The idea of the GLS is to replace the possibly correlated error signal e(k) of Figure 4-4 by a

correlated coloured noise signal £(k) that is gained from the uncorrelated error signal e’(k) by:

(4-35)

sk)= e'(k)

F(g™")
such that:
E(k) = A(g " )y(k) — B(g Hu(k) (4-36)

However, as the operator F(q") is not known an iterative procedure must be applied (Isermann

1992). It can be shown that the estimate is only unbiased if:

(4-37)

ay_nk) _ D) _ !
GO = T T T A@F@D

The computational effort is much higher than for the standard LS and the estimates are only

consistent if the disturbance filter has the form of (4-37).
Extended Least Squares (ELS)
In contrast to the GLS the ELS assumes a general disturbance filter to allow a correlated e(k):

D(q-l) ' (4-38)
k = — k
§(k) e e'(k)
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The most general realisation is the extended matrix method (Eykhoff 1974), where data and

parameter vector are extended with p being the order of the disturbance filter:

y(k) =[-y(k =1),...—y(k —n)u(k —1),..,u(k —n), (4-39)
— &k =1),..,—E(k —n), e (k=1),...¢' (k —n)]

~ ~ A

B =[aysrnrs Gy sby by G € sy s 1T (4-40)

ERRE ' 2o po

Here the signals &(k) and e’(k) are not known and have to be iteratively determined from
Equations (4-38) and (4-36). Naturally, this requires considerable computational effort and for a

large dimension of the parameter vector the method converges quite slowly, if at all.

Other Stochastic Identification Methods

Alternatively, the maximum likelihood (ML) method is an efficient method (Isermann 1992). It
assumes a normal distribution of the error signal such that a loss function evolves, that can be
minimised by optimisation methods. However, it can be also utilised for nonlinear parametric
model structures (Jategaonkar 1985). Because of the large number of parameters required to

estimate the starting parameters have to be carefully selected.

Prediction error methods (PEM) are another generalisation of the LS method (Ljung 1987). The
parameter estimate is determined as the minimising vector of a suitable scalar-valued function of
the sample covariance matrix of the prediction errors. The user has to choose the model
structure, a suitable predictor, being a type of filter, and a criterion to assess the performance of
the predictor. Séderstréom and Stoica (1989) showed that the PEM for an ARMAX model can be
interpreted as a ML method with quadratic loss function and that the OEM can be seen as a

special realisation of the (PEM). Naturally numerical optimisation is applied in all cases.

4.4.3 Comparison of Different Identification Methods

In Table 4-2 the properties of the most important methods for batch system identification have
been summarised. Nevertheless most properties are also valid for the recursive methods. This
table is mainly based on simulative experiments, a discussion by Wernstedt (1989) and results

gained by Isermann (1992).

It can be seen that stochastic identification methods in particular require much computer power.
However, the application of stochastic identification methods is only useful if it is aimed at
stochastic control requiring the disturbance filter (for example minimum-variance-controlier,
Isermann 1988). Considering that the disturbance filter is not necessary for the design of industrial
PID controllers the CorlLS seems to be a superior method. Also the standard LS method is inviting
because it is comparable or even better than all other methods for small data sets. According to
Rosenthal (1985) the LS estimation is successful for noise-to-signal ratios up to 20% and
therefore a good alternative for practical identification. Especially if it is aimed at regulator design
some bias is generally acceptable because the regulator should make the closed-loop system

insensitive to parameter variations in the open loop part (Soderstrém and Stoica 1989).
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nonlinear systems, while it can be solved with standard LS methods (Section 4.4). It's discrete
time realisation is (Isermann 1992):
k ko k (4-41)
Y(k) = g0+ D g (multk =)+ > gy, mo)ulk = 1tk - 1)

=0 7=07,=0

+ZZZg3(q,rz,f2)...

Obviously, the first two terms characterise the linear behaviour in the form of a constant plus the
weighting sequence. The Volterra-series is a nonparametric model and requires no determination
of the model structure but often several hundred parameters to characterise even simple
nonlinear systems (Leontaritis and Billings 1985). The excessive computational effort required for
parameter estimation, the difficulty of interpreting the results and the necessity to use special
input signals are disadvantages that hinder practical application. To increase its applicability the
Volterra-series should be restricted to few kernels as outlined by (Lachmann 1983) but then it's
generality is lost. Alternatively, automatic structure selection can be used to reduce the number of
estimated parameters. This can be based on different approaches like the heuristically working
group method of data handling (GMDH, Ivakhnenko 1968) or on statistical evaluation (Kortmann
1988). However, this is based on a reduction of the complete model and the resulting
mathematical descriptions are still quite complex.

A unified survey about nonlinear dynamic black-box modelling is offered by Sjéberg et al. (1995),
who also include model structures based on neural networks, wavelet networks and fuzzy
methods. They conclude that physical insight should be used whenever possible for the
identification of complex nonlinear models. Only if no physical insight is available black-box
approaches should be used. A systematic approach to the incorporation of a-priori knowledge is
developed by Johansen and Foss (1997), who decompose the whole operating range of complex
systems into a number of operating regimes, which can be represented by simple subsystems.
Nevertheless the approaches mentioned require much user interaction and lead to parameter-rich

models, which can cause difficulties in the context of industrial PID control.

The number of parameters in nonlinear process models can be considerably reduced, if only
block-oriented nonlinear system models are considered. In this field Chen (1995) provides an
overview about structural classification and parameter estimation techniques that are based on
the functional series expansions. He points out that the biggest problem is still the selection of the
right model structure. To increase the applicability of the block-oriented approach Marenbach and
Bettenhausen (1995) proposed a heuristic way to produce parametric block-oriented models
utilising generic algorithms, which compose the model structures based on a model block library.
The model-blocks are parameterised according to an output error criterion within this optimisation
procedure. However, this approach needs much a-priori knowledge in the form of a model block

library and it is still rather time-consuming and unreliable even for small problems because the
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fitting of the measurement data to varying model structures is not trivial with respect to the

optimisation issue.

4.5.2 Simple Block-Oriented Nonlinear Models

Often it is sufficient to describe a block-oriented nonlinear dynamic process by a static
characteristic in series with a linear dynamic characteristic. This is also supported by Heiss
(1995), who investigated the applications of static characteristics for industrial control. He
concluded that in practice nonlinear systems are mainly described by their static characteristic,

which can be modelled differently according to the purpose (see also Chapter 7).

If the linear dynamic block follows the nonlinear static block this is called a simplified
Hammerstein-model. If the nonlinear follows the linear block then a simplified Wiener-mode! is
yielded. These models are often applicable in industrial environments and can directly be used
within block-ariented simulation environments. Naturally, these standard structures are not able to

cover all problems but they should be applicable to the majority of them.

Simplified Hammerstein-Model

-

Generally, simplified Hammerstein-models have a u X y
memoryless static characteristic in front of the linear SC LD
dynamics (Figure 4-5). Hammerstein-models are usually Static Linear

. . . Characteristic Dynamics
suitable, for example for plants with a nonlinear actuator (SC) (LD)

with neglectable small dynamics but also for processes
Figure 4-5. Hammerstein-model

as complex as distillation columns and heat exchangers
structure

as demonstrated by Eskinat et al. (1991).

When it comes to Hammerstein-models literature provides numerous identification methods for
the combined identification of a polynomial static characteristic and a linear dynamic. The model
structure represents a special case of the Volterra-series (lsermann 1992). The polynomial is

described by:

P
X (k) =1y + ru(k) + gt (k) + ot P (k) = Dt (k) (4-42)

i=0
with the linear part:
A(gy(k) = B (g7)x" (k) (4-43)
Therefore the data vector for the direct estimation becomes:
W (k) = [-y(k =1)...— yk = n),u' (k =1)..u' (k= n),....u” (k=1)..u?(k-n)] (4-44)

Narendra and Gallmann (1966) proposed a first iterative identification method for Hammerstein-
models, which firstly approximates a linear model. This is utilised to calculate the static

characteristic, from which a new output is calculated being used to refine the linear model. This
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iteration is repeated until the parameters converge. An early batch method was developed by
Chang and Luus (1971) and Stoica and Soderstrom (1982) developed a consistent IV method for
the identification of Hammerstein-models. However, a necessary condition is that the model is not
over-parameterised and that the input signal is persistently exciting. The proper order selection of
the polynomial is especially important because of oscillating effects that may occur (Zi-Qiang
1993). Correlation analysis was used by Billings and Fakhouri (1978) to decouple the
identification of the linear subsystems from the identification of the nonlinear elements. They
estimate a nonparametric model, gaining FIR coefficients for the linear part and a set of data
points for the nonlinear part. However, they mention that this method can only be applied for white

noise input.

Simplified Wiener-Model

Simplified Wiener-models also find their application in

u X
chemical process industry, for example to model pH- —» D _;p SC _yy
neutralisation (Norquay 1996). However, there does not - X
Linear Static
exist as much literature as for the Hammerstein- Dynamics Characteristic
(LD) (SC)

models, probably because the estimation is nonlinear-
in-the-parameters and iterative methods are required. Figure 4-6. Wiener-model structure

The simple Wiener-model is described by a polynomial:

yk)y=r= irixoi(k) (4-45)

i=0
with the linear part:
A(g™)x, (k) = B(g " (k) (4-46)

For parameter estimation different methods can be used. For example Goldberg and Durling
(1971) proposed an iterative search algorithm but it's convergence is not guaranteed. Correlation
analysis was used by Billings and Fakhouri (1977) resulting in a nonparametric impulse response
model. The model reference technique developed by Parjunen (1982) is applicable to online
identification but the parameters converge very slowly. Kortmann and Unbehauen (1987)
presented a recursive PEM for the simplified Wiener-models, however it can only be applied if a-

priori knowledge is available to determine the right model order of the linear dynamics.

Wiener-Hammerstein-models

A Wiener-Hammerstein-model, sometimes

called G-model, consists of a static U Xo X y
» LD » SC > LD —»

characteristic lying in between two linear
dynamics (Figure 4-7). The identification
algorithm of Billings and Fakhouri (1978)

also covers this kind of model. However, the

Figure 4-7. Wiener-Hammerstein-model structure
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restrictions on the input sequence needed to satisfy the separability condition hinder practical

application. Boutayeb and Darouach (1995) proposed a more efficient recursive algorithm based

on a weighted ELS algorithm but this needs proper initialisation.

For Hammerstein-Wiener-models that consist of a

linear dynamic surrounded by two static
characteristics Bai (1998) proposed an ‘optimal
two-stage identification algorithm’, which combines
a RLS

decomposition. However, this algorithm requires

algorithm with a singular value
special weighting matrices for arbitrary noise at the
process output and Bai mentions that it is still not

clear how these matrices can be found.

Multi-variable Wiener- and Hammerstein-Models

Several realisations for MISO Hammerstein-

models exist. Mostly a p-canonic structure is
assumed for linear dynamics as shown in Figure

4-9.

Boutayeb et al. (1993) propose one-dimensional
polynomials for each input (Figure 4-8), whereas
Ayoubi (1998) proposes a more general approach
approximating an n,dimensional polynomial,
where n, is the number of inputs (Figure 4-10). He
yielded good results for the application to a loading
process of a diesel engine. Al-Duwaish and
Nazmul Karim (1997) model the multi-dimensional
static characteristic as a multilayer feedforward
neural network such that a variety of nonlinearities
can be modelled. Naturally, more parameters have
to be estimated for multi-dimensional static
characteristics with the possibly accompanying
estimation problems and it is not guaranteed that
this model can be used for industrial control

system design.

Input Signals

u
—»{ sc, [—» ERLFY
: Linear :
= Dynamics *
u
—%| sCo, —> Youy,

Figure 4-8. Hammerstein-model with separate
single-dimensional static
characteristics (SISO-SCs)

uy Y

u, Y2

u, Yo

- —> H
: Linear .

Un SC Dynamics | -

Ly ) Yoy,

Figure 4-10. Hammerstein-model! with multi-
dimensional static characteristics
(MIMO-SC)

Another important aspect is the design of a suitable persistently exciting input signal covering the

whole working range under investigation. Pseudo random binary signals are not adequate for the

excitation of nonlinear processes. These would lead to one simple gain instead of a static
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4.6.2 LD-SC Procedure

This strategy requires a linear region of the SC and is well suited for Hammerstein and Wiener-
modelling (Wernstedt 1989) but it is especially aimed at polynomial SC. At first the linear dynamic
block is identified from an experiment, which only excites the process in the linear operating
range. Then an experiment follows that excites the complete relevant operating range. The
intermediate signals can be calculated utilising the linear dynamic model identified from the first
experiment. Herewith the parameters of the polynomial SC can be determined by regression
analysis. This procedure is especially useful if steady-state experiments are not possible
(Rosenthal 1985).

4.6.3 Comparison of Direct and Two-Step Identification Procedures

A comprehensive investigation of simplified Hammerstein- and Wiener-models has been carried
out by Rosenthal (1985). Here some important aspects of this work are presented and critical
remarks are added.

Simplified Hammerstein-Models

The direct (one-step) identification of Hammerstein-models utilising stochastic estimation methods
causes no major problems. However, well-known effects, like increasing errors with increasing
disturbances, biased estimates with correlated error signal are more significant because of the
lengthy parameter vector. Rosenthal (1985) experienced for the direct identification of the
Hammerstein-model that modified LS-estimators like the IV- or GLS-estimators are not superior to
the standard LS-estimator in the presence of disturbances for nonlinear models with mode! order

of two and bigger.

The two-step SC-LD procedure has some major advantages:
o Knowledge about static process behaviour can directly be implemented.
o The SC is not restricted to polynomials, its representation can appropriately be chosen.

o Arbitrary nonlinearities without memory can be modelled.

Rosenthal (1985) remarks that errors in the representation of the SC affect the identification of the
linear dynamic model as input disturbances and produce biased estimates. However, this is only a
theoretically relevant statement, because the approximation of the SC within two-step methods is

much more flexible than the approximation of polynomials within one-step procedures.

Simplified Wiener-Models

As already remarked the two-step SC-LD method is best applied for Wiener-models, if the range
of the SC being touched by the experiment is linear or at least invertible. The segments A and B
of Figure 4-11 shows these regions of the SC and the identification methods necessary to identify
the linear dynamic part of the model. If the SC is invertible the intermediate signal can be
calculated, which then includes the output disturbances. Rosenthal (1985) experienced that the

quality of the estimation results is generally inferior to the Hammerstein results and that this
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4.7.1 Polynomial Fits

Interpolation and approximation are often based on algebraic polynomial functions f(x):

n—1
f(x)=a, +a]x+a2x2 +...+an_1x"'] :Zaix’ (4-47)
=0

where n is the number of coefficients a; and n-7 being the order of the polynomial. With N being

the number of data points a set of linear equations can be formulated:

2 -

1 x x ey ! a, Vi

1 x, x,° - x,"71 aj ¥2

.2 2 2 10 =, or Xa=y (4-48)
2 n-1
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Looking for the minimal quadratic error and assuming that the matrix X is regular, a compact
solution is (Wernstedt 1989):

a=X"X)'XTy (4-49)

Often the matrix X"X is ill conditioned. Therefore numerically more reliable methods are utilised
for the solution that avoid matrix inversion. If N<n no solution can be found, for N=n an exact
solution can be found that interpolates the data points, whereas for N>n an approximation takes
place. Further it can be recognised that the approximation result becomes more and more
oscillatory with increasing polynomial order. Therefore it is practically sensible only for n<4. Due to
the parametric nature of polynomial approximation the curve can be described by a short
parameter vector. It is characteristic for polynomial approximation that the fit of the function f(x) is
oriented at its overall behaviour considering all data points at a time, whereas spline methods are

more locally active and have more degrees of freedom as described in the following.

4.7.2 Cubic Splines

Cubic spline interpolation methods are able to avoid the oscillatory effects that may occur with
polynomial interpolation. Furthermore they provide an efficient arithmetic if applied partially, which
means that for every interval x e[x;,x;,;] one interpolating polynomial Si(x) is calculated that must
have the same first and second derivative in x; and x;.; as the neighbouring polynomials. This
guarantees a smooth curve as it would be drawn with a flexible ruler. If it is, for example, aimed at
third order (cubic) polynomials, then (4N-4) equations are used to determine the same number of

coefficients (a; b, c;d;) for the N-1 spline polynomials Si(x) with x € [x;,x;,;] as follows:
S(x)=S8,(x)=a; +b;(x—x;) +¢;(x~x;)? +d;(x—x;)*, i=12,.,N-1 (4-50)

In Bronstein et al. (1995) some realisations for cubic spline interpolation can be found as well. For

example, an extra condition can be introduced controlling the smoothness of the resulting curve,
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like:

(4-51)

N 2 Xy
Z{M] + 2 [[8"CP dx = aim
o

i=l ‘ X

with o; representing the standard deviation of the ordinate y. For more details please refer to
Reinsch (1967). Here A is the parameter responsible for the smoothness of the curve. For 1=0
cubic spline interpolation is performed. The bigger A the smoother the function so that for A=« a
straight line results. Up to now A must be chosen interactively with computer aid (Bronstein et al.
1995). The spline approximation exhibits a local behaviour and therefore a good local fit around

the data points, because of the partial generation of the curve.

4.7.3 Limitations of Traditional Methods

In practice spline interpolation or approximation is preferred to polynomial methods because of its
ability to fit local areas. This is especially apparent in computer graphics. For multi-dimensional
fittings polynomial and spline methods as discussed in the previous sections have only weak
performance (Preull 1994). Solutions for interpolations can only be guaranteed if the data points
fit to a rectangular grid, which is not the case for most measurement data — hence an extra
transformation of the data is necessary beforehand. Therefore the application of polynomials and

splines becomes quite arduous for multi-dimensional fittings.

4.7.4 Alternative Approaches

it is well known that neural networks and fuzzy methods are capable of representing multi-
dimensional static characteristics in various ways. A comprehensive overview of neural net and
fuzzy approaches would be out of the scope of the thesis but some interesting properties are
named, because these methods can be transformed into the modified generalised weighted mean
(MGWM) method introduced in Chapter 7.

Neural net methods utilise the terminology and some structures of human brain research.
However, a closer look reveals that neural nets are not as intelligent as the term implies. The
capability to learn is solely based on optimisation strategies that allow a stepwise adaptation of
the input/output behaviour with the accompanying problems like local minima or excessive
computation (Flaton et al. 1995). Nevertheless neural networks have the facility to perform
interpolation and approximation quite well and are therefore an alternative for describing multi-
dimensional static characteristics. The most important structure of neural networks is the feed-
forward network that can be realised for example as a Multilayer Perceptron or as a Radial Basis
Function (RBF) network, with a more global or local approximation behaviour respectively (Kahlert

1995a). The RBF network will be described in more detail in context with the MGWM in Section
7.42.

It took a long time for the initial work on fuzzy sets elaborated by Zadeh (1965) to be applied in

practice. Nowadays fuzzy methods are not only fashionable — they even offer useful methods for
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practitioners. Fuzzy methods describe the generalisation of binary logic. The application of fuzzy
methods can be separated into knowledge based and algorithmic. The first allows the processing
of qualitative knowledge offering a way to translate linguistic descriptions into mathematics. The
latter deals with data and therefore is an alternative to model multi-dimensional static
characteristics. In Section 7.4 this will be detailed in context with the MGWM method. For a

comprehensive overview of fuzzy methods please refer to Zimmermann (1993).

4.7.5 AQuality Index

The quality index 8sc can be used to determine and assess the quality of fit for the static
characteristic. The error in the static characteristic is similarly defined as the OE for dynamic

models. The deviation of the estimated and measured static characteristic is described by:

N ~
[F@0- s, \/ 20D~ I )

5SC - -
ALY N
o, T e
i=1

4.8 Software Support for Identification

(4-52)

Different methods have been tried to assist the user in the complex task of system identification.
The most important concepts of identification support are briefly analysed in the following sections

and discussed with respect to applicability in industry.

4.8.1 Intelligent Help and Expert Systems

In the mid eighties it was widely recognised that user guidance and passive help systems were
not sufficient to support the increasingly complex CACSD systems (including the identification
tools). The standard passive help systems were suitable for getting quick index information but
they were not suitable for inexperienced users, who did not know which sequence of commands
lead to the solution of their tasks. Two approaches emerged form artificial intelligence (Al) to

overcome this problem (Rimvall and Kindig 1990):

1. Intelligent help. This is the installation of an intelligent help in form of an information retrieval
system. Intelligent help systems provide context sensitive help upon request or on the
occurrence of mistakes and act as a consultant, proposing decisions to the user who has to
decide uitimately. Three different types of systems have been developed, subdivided by the
type of “user modelling”, the event triggering, the activation of the help function and the

behaviour after activation (Hvelplund 1986):

- The mode of dialogue can be differentiated between explicit querying of the user and

implicit modelling of the skill level, the latter is determined based upon the monitored user

actions.
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- The help function can be triggered actively by the user model, if the need is automatically
recognised or passively upon user request as it is done in passive help systems.

- Hoffmann and Rimvall (1988) differentiated the behaviour after activation between a
passive help mode (providing specific information on help topics), a query mode
(checking actions interactively), and an extended guiding mode (defined as a mixed
informational-executional mode).

To define the right mixture of the latter modes for a specific user category with respect to the

supported software is a major difficulty because the needs of the users increasingly vary with

the complexity of the supported software. Although intelligent help support for the
identification procedure has been implemented by Nagy and Ljung (1989) or Betta and

Linkens (1990) these do not address the general problems of industrial users, namely the

time to become familiar with the program package and the confusing number of functions.

2. Expert system (XPS). This is the introduction of a guiding system as a new front end.
Contrarily to the intelligent help system approach the XPS takes over the key role in the man-
machine relationship. It leads the user through the whole identification procedure or solves
problems automatically. XPSs work on underlying rule bases, which consist of weighted paths
between problem and solution but are not able to cover the complete variety of industrial
identification tasks due to the enormous number of rules which are already necessary to
implement even for specific identification tasks. Therefore the amount as well as the type of
Al employed in system identification have to be carefully selected (Taylor et al. 1991 and
Rimvall and Kindig 1990). Furthermore the method of reasoning is not transparent for the
user for complex problems, such that a close process understanding may be hindered. This
problem has been addressed by Wernstedt et al. (1991), who provide a tracking facility that
enables the user to view the complete decision process finally. Many XPSs have been
applied to identification in order to handle the vast number of model structures and the
methods for data pre-processing and identification. Meier zu Farwig and Unbehauen (1991)
provide a good introduction into that subject and different realisations are reported in detail by
for example Haest et al. (1990), Gentil et al. (1990), Niederlinski ef al. (1991) and Bergeon et
al. (1991). For more information about XPS in identification and a comparison of different

approaches please refer to Maier zu Farwig (1992).

In a paper about Al in identification Niederlinski et al. (1994) confirm that the identification
procedure can be intelligently supported by an expert system approach as well as by an approach
utilising decision trees. However, they could not find logical advantage for the use of XPSs over
the use of decision trees. They conclude that knowledge can be implemented more economically
and transparently in conventional software structures like decision trees without problems. This is
the more convincing as these authors had already implemented the XPS approach some years
ago (Niederlinski et al. 1991). Also the change or refinement of existing decision trees is easier
through the clear structure within the trees. It might be due to this fact that the number of

publications about Al in process identification decreased considerably the last years. Benveniste
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and Astrém (1993) point out that the Al community itself questions expert systems: “Rules or
knowledge bases are not the universal method of reasoning!”. Nevertheless the research on XPS
for system identification has been extremely valuable as it has produced considerable insight into

the details of the identification procedure.

4.8.2 Graphical Support

Barker and Linn (1979) very early postulated that the greatest potential for reducing the gap
between technological and theoretical development in CACSD is provided by graphical user
interfaces (GUIs). In general GUIs are one of the most successful approaches to support users of
computer programs. In the domain of control engineering this approach has been pursued by
different research groups, most notably at the University College of Swansea (Barker et al. 1988,
Barker et al. 1989, Barker et al. 1990, Grant et al. 1991, Chen 1991) and the University of Salford
(King and Gray 1986, Li and Gray 1993). With respect to system identification, the basic idea is to
offer facilities that are well suited to support and simplify the identification task, reflecting
approaches that are familiar to the industrial user. A historical background of graphical user

interfaces in system identification can be found in De Moor and Van Overschee (1994).

As the identification task is part of CACSD and thereby may be a part of modelling as well, it is
necessary to review the main graphical aids for CACSD. Graphically oriented CACSD
environments like SIMULINK, BLOCKSIM (Winter et al. 1994), DORA (Kiendl et al. 1998) and
many more support block-oriented modelling because this is geared to the understanding of
control engineers and reflects the commonly used pencil-and-paper approach. Most of these
modelling and simulation environments support solely the bottom-up modelling, which is the
structural composition of systems from basic modelling blocks combining subsystems to yield the
complete model. However, research projects like ECSTASY (Munro 1993) or HIBLITZ (Elmqvist
and Mattsson 1989) have already demonstrated the merits of providing top-down modelling
facilities as well, which is the stepwise refinement or decomposition of a system structure
according to an envisaged granularity of the process. For complex systems it is helpful that the
direct verification of graphical systems representations is mostly featured by current CACSD

systems such that the consistency of block-oriented modelling environments is ensured.

Apart from the modelling environment there are some basic features of GUI, which increasingly
converge towards the Windows styleguide standards (Polzer 1998). The inherent ook and feel'
concept being concerned with the appearance and behaviour of the application could be utilised
to provide visual guidance for uninitiated or infrequent users, who have to feel their way forward in
complex CACSD tasks. Helpful interface control features have been developed on these
standards, including facilities to browse, select, zoom, copy and so on. However, the potential of

GUI design is not fully employed for industrial users yet.

Especially in the field of system identification most GUI-realisations are aimed at experts.
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49 Conclusion for this Chapter

The above overview of identification support (Section 4.8) gave a general idea of the work that
has been done so far and the further potential. In general, most realisations have been aimed at
control engineering experts in industry who want to focus on the system identification task without
the requirement of both extensive programming skills and a substantial amount of time for low
level interactions. However, there is an overall issue that has found very little attention. The
support of potential users that do require more individual support than the industrial control

engineer.

in the light of present day requirements, there is a strong economical and ecological need to
replace the prevailing ‘rule of thumb’ approach of area engineers with more systematic
methodologies. The expert system approach cannot be utilised as it has been practised because
it fixes the complexity of the system identification procedure as seen by experts for experts.
Instead it is necessary to rethink the available identification methods and their interplay with

respect to area engineers.

In this sense it is beneficial to provide a relatively small collection of simple methods being robust
in application and which can be applied to a wide range of problems yielding sensible results. This
way mathematical methods can help to reduce the software complexity — complexity, which is

arduous for the programmer and also for the user.

Therefore the next chapters challenge identification in the light of CACSD for industrial use. At
first concepts for an industrial CACSD procedure and a standardised nonlinear identification
procedure are derived to provide an alternative for the oversimplified control design and
identification strategies often being applied in the process industry. Additionally specifically
suitable methods for the identification of static characteristics and linear dynamics are proposed,
which have been modified for simplified use. Finally a prototype realisation is presented to

validate the approach presented.
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5 Proposal for an Industrial CACSD Scheme

From the requirement analysis (Chapter 2) it was concluded that an approach to nonlinear muiti-
variable control system design is needed which is intuitively understandable for industrial users
who are not control experts and who need an efficient CACSD tool for commissioning. In this
chapter an industrial CACSD scheme is proposed that sets the starting point for the development
of the “structured approach to identification techniques for the analysis of industrial processes”,
which follows the pragmatic engineering approach of “starting simple and adding complexity only
if necessary”.

In order to enlarge the design transparency for industrial users a stepwise approach had to be
designed, which reflects the users’ thinking by increasing the complexity of the process model
successively and which is described in the next sections. This industrial approach has been stan-
dardised for control systems based on advanced industrial PID controllers thus avoiding heuristic
controller design. As an example for the efforts to formalise the industrial control system design

procedure a prototype realisation utilising a multi-variable pilot plant is described in Section 5.2.

5.1 Structure of the ICACSD Scheme

In Section 3.1 it has already been noted that standard control schemes are available for some
multi-variable processes. However, if these standard control schemes are not accessible or valid
any more, for example if a process is redesigned, a new control system design must be
elaborated. Mostly the first step in practical control design is based on the simplified assumption
that it is sufficient to split the muiti-variable process into independent single-variable subprocesses
by associating each process output to be controlled to the process input with the greatest
influence on it. For each of these independent main SISO paths a separate PID controller is
designed on the basis of rather rudimentary process information (Schumann et al. 1996). Only if
this approach fails due to unacceptable control performance a deeper process analysis is
undertaken. Then observed changes in process gains and time constants as well as coupling
effects between SISO subsystems are additionally considered for the control design to cope with
the observed effects. Over time quite complicated industrial control schemes might develop that

could become standard for specific processes.

This pragmatic design procedure has been utilised in order to avoid heuristic control system

design and to ease the support for process personnel. The resulting ICACSD (industrial CACSD)

scheme depicted in Figure 5-1 is based on two main principles:

o the straightforward model evolution scheme, which describes the complexity of advanced
industrial PID controller structures based on block oriented standard models.

o the simplified standardised CACSD procedure, which is worked through in each phase of the

mode! evolution scheme.
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outlined in Section 5.1.2. This facilitates the use of simply-applicable methods for identification
and control system design. Naturally, a standardised and therefore simplified CACSD procedure —
based on simple process models - cannot guarantee an optimal result which may be possible with
more degrees of freedom. However, for the commissioning of industrial processes a good control
design following standard design paths may be the only result achievable based on a background
of limited expertise and little time available. Furthermore the standardised CACSD procedure
provides good reproducibility of the gained results by restricting the variety of possible solutions.
Within this work a basic form of the standardised CACSD procedure was developed at first that
had to be applied for each ievel of the MES.

The Basic Standardised CACSD Procedure

The so-called basic standardised CACSD procedure consists of the three main CACSD phases
already outlined in Figure 3-2. It is applied for each level in the MES serving as the main vehicle
to produce models and corresponding control structures. This procedure is rather inflexible and
especially aimed at process personnel as described by Kérner et al. (1996). After the process
identification the control system performance can be predicted by simulation of the complete
control system with process model and controller. If the simulated control performance is
satisfactory the control system can be tested on the real process. If the control performance on
the real process is not satisfactory the procedure has to be repeated on the next level of the MES
until the last level is reached. Naturally one must consider that the control system has been
designed only for those effects covered by the process model used and that the controlled
process might behave differently to the simulation. This means that the agreement between
simulated and actual control behaviour on the first two levels of the model evolution scheme can

be quite poor.

Therefore an improved standardised CACSD procedure has been developed.

The Improved Standardised CACSD Procedure

The improved standardised CACSD procedure is based on the same set of model structures but it
utilises an advanced identification scheme within phase 1, namely the standardised nonlinear
identification procedure called SNIP, explained in Chapter 6. The SNIP supports the process
modelling for linear, Wiener- or Hammerstein-models. Hence the control design is based on a
better process model and phase 1 of the standardised CACSD procedure is only done once.
Therefore it is not necessary any more to execute all CACSD phases on each level of the MES.
As the process is analysed within the SNIP with respect to the MES the controller can also be
designed for the detected process model complexity directly. However, it might be helpful to
undertake the control design step by step for each level of the MES up to the detected process
mode! complexity, because then it is possible to check and visualise the stepwise increase in
control performance in order to select the necessary control equipment. Additionally the

simulation results are more trustworthy than those of the basic standardised CACSD procedure

because of the improved process model quality.
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Linear SISO

According to the model evolution scheme (Figure 5-1) the experiments started on the linear SISO
level. Firstly the separated linear dynamic SISO models for water level and air pressure were
identified. Then the separate SISO controllers have been designed and the control loops were
simulated. As the simulations showed a satisfactory control behaviour the controllers were
implemented at the process. Figure 5-4 shows the results of the simulation compared to the real
experiments at the controlled process. The control behaviour on the real plant shows
unacceptable oscillations and coupling effects. Absolutely, the simulation does not show any of
these effects, because the simulated model does not cover any nonlinear or coupling effect and
the controller is designed just for the modelled effects. This first experiment displays the sub-
optimal performance that can be often met in industry where the final control design often results

in excessive wear of the actuators. Therefore the next model complexity level was required.

Nonlinear SISO

In order to reduce the observed oscillations and to improve the control performance it was
decided to consider the nonlinearities but not the couplings at this level. The static characteristics
were modelled for each main /O path with EasyStat and the linear dynamics were identified.
Validation tests revealed Hammerstein-like behaviour, such that the static characteristics
containing the varying process gain were set in front of the normalised linear dynamics. The
control system structure was extended accordingly. Based on the improved process model the
control performance on the real plant became much better with respect to the oscillation effects
observed in the first attempt, see Figure 5-4. Naturally the simulated system behaviour remained
identical to the linear SISO case, because the nonlinear effects were compensated. However, the
coupling effects were still considered to be too strong so that the last complexity level of the

ICACSD scheme was required.

Nonlinear MIMO

This is the most complex approach of the ICACSD scheme as outlined in Section 5.1. The
process model was complemented with the identified coupling paths and a linear decoupling
network was implemented into the control system. Now the crosscoupling effects could be clearly
reduced and the comparison of the control system simulation and the real-time control

experiments shows a much better fit than on the previous levels (see Figure 5-4).

5.3 Conclusion for this Chapter

An ICACSD scheme was proposed consisting of a standardised CACSD procedure and a model
evolution scheme. The model evolution scheme reflects the traditional way of doing control
system design in a systematic way. The standardised CACSD procedure only supports a
constrained model complexity that can easily be handled by inexperienced users and it provides a

good reproducibility of the gained results by restricting the variety of possible solutions.

Steffen Ktrner - University of Glamorgan 60



Proposal for an Industrial CACSD Scheme

A basic and an improved standardised CACSD procedure have been introduced and the
advantages of the improved procedure have been discussed. However, the improved procedure
necessitates a standardised nonlinear identification procedure, which is introduced in the next

chapter.

it has been experienced by students in the control laboratory that the stepwise increase of control
performance following the model evolution scheme is quite helpful to get a feeling for the process
characteristics and the possibilities of advanced PID control system design.

The experimental results that were gained utilising four selected CACSD toois demonstrated the
feasibility of assisting the user with computer aids following the ICACSD scheme. However, as the
utilised CACSD programs were not designed for the support of this methodology, industrial users
cannot apply these with reasonable effort. Furthermore the use of different proprietary programs
causes problems like:

o Interfacing problems concerning file format, data structures and meaning of parameters. The
data must be rearranged and adapted.
o Different user interfaces and different utilisation of the software. The user has to keep track of

all programs and underlying program philosophies.

These problems are addressed by the prototype development currently being carried out at the
University of Glamorgan and the Fachhochschule in Hannover. The first part of this ICACSD
prototype is the /CA/ toolbox outlined in Chapter 9, which utilised the SNIP as a main prerequisite
for the application of the improved standardised CACSD procedure.
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6 Proposal for an Identification Procedure for Nonlinear

Processes

In Sections 4.5 and 4.6 the advantages of Wiener- and Hammerstein-model structures with
respect to industrial needs have already been discussed and different possibilities for Wiener- and
Hammerstein-modelling have been summarised. These structures need a reasonable number of
model parameters and are easy to understand. Not least they can be implemented in most block-

oriented industrial controllers.

Within this chapter the concept for a standardised nonlinear identification procedure (SNIP) is
developed having following properties:

o One pragmatic transparent procedure covering linear and nonlinear modelling.

o Reflection of concepts that the industrial user applies naturally.
o Simplified experiment set up.
o

Guided tour through the partly automated procedure.

6.1 Assumptions about the Process

Industrial processes in the process industry with continuous-time behaviour often have the
following characteristics (Section 4.1):

o Nonlinear for practical operating ranges.

o Deadtimes.

o Time-varying dynamics.

For sensible identification results within the SNIP these characteristics have to be considered
properly. This can be done if some assumptions on the working points of the process are made,
namely:
o The process is operated in the neighbourhood of a limited set of working points.
o At each working point the process dynamics are time-invariant or the change is very
slow.
o At each working point the disturbances are considered to be stationary.
The outputs to be controlled can be easily measured.

The process can be sufficiently described by Hammerstein- or Wiener-models.

On the basis of these assumptions it is reasonable to concentrate on the identification of time-

invariant, finite-dimensional models of single- and multi-variable industrial processes.
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o Process pre-experiments. The process observation is a technically straightforward
experiment. The process is run in open loop to allow the assessment of the pure process.
Simple test signals like step or impulses with small amplitude can be applied and recorded
within the operating range to get a feel for the process behaviour. When the intervention of
the operator is kept to a minimum rough information can be gained about the process
behaviour concerning the characteristics of the output changes, the amplitude range and the

frequency spectra. For more details please refer to Zhu and Backx (1993).

Determination of the Static Characteristic

The static characteristic and thereby

the degree of nonlinearity of the
process in the working range is i ]

determined by a steady-state

experiment. A practical test signal for

steady-state experiments has the — ‘]__' J—_I_ -

shape of a staircase (Figure 6-2). It is t

important that the length of the stairs

allows the process to settle and that Figure 6-2. Test input signal for steady-state experiment
the step input changes are small in
those regions with a big gain compared to those with a small gain. The steady-state test can also
be used to yield valuable information from the dynamic characteristics between the steady-states.
If the process is operated in closed-loop the set point is changed according to the staircase shape
and the steady-states of input and output are recorded. The software EasyStat - developed within
this project - is a first prototype tool to support steady-state experiments in open and closed-loop

for processes up to two inputs and two outputs (Appendix A).

By doing steady-state experiments the shape of the static characteristic is gained. Thereby it can
be determined if the SC is linearisable in some intervals. Furthermore the static gains are found
as the gradient of the SC. Also the deadtimes and the largest relevant time constant can be
roughly estimated from open-loop experiments, such that the experiment duration can be
determined by rules of thumb (Section 4.1.1). If the test signal has positive and negative flank also

hysteresis effects are detected.

If this kind of experiment is not permitted due to technical or economical reasons, simple step or
impulse responses should be used in this phase (Section 4.1.1). These are mostly accepted when
process operators use these to regulate their processes. Naturally, the static characteristic can
only be obtained if multiple step or impulse response experiments are performed at different
operating points. For MIMO processes different representations of the SC for the Wiener- or
Hammerstein-model are possible. For example, SISO-SCs at every input or output or a field of
SCs (MIMO-SC) in front or behind the linear dynamics can be used. The different characteristics

of these realisations are discussed in Section 4.5.2.
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Final Experiment for the Determination of the Linear Dynamic Process Model

The final experiment is the last experiment of the SNIP (Figure 6-1) and it is based on the results
of the pre-experiments and available a-priori knowledge. Section 4.1 provides practical guidelines
for performing a good final experiment. Only if the whole identification procedure is not successful
it might be necessary to repeat the experiment as outlined in Section 5.1. In the literature the

topics about experiment design and input design are mostly related to this final experiment.

The design of the final experiment within the SNIP procedure depends on the a-priori knowledge

about the position of the SC in the sense of a Wiener- or Hammerstein-model structure.

o If the position of the SC within the model structure is known in advance then the final
experiment should be carried out in the linear working range of the process, if possible. For
example if the nonlinearity is contained in a valve at the process input with a time constant
very small compared to that of the process under investigation then the Hammerstein-
structure is most suitable and an experiment in the linear region of the SC can be carried out.
This procedure is advantageous because it allows the direct application of standard methods
for linear identification and often only small excitations of the process are necessary.

o If the position of the SC is not known a-priori then the experiment has to be carried out in a
nonlinear working range of the process simply because the process structure can only be
evaluated from measured nonlinear effects. It is advantageous if the experiment stays in a
region where the SC is invertible (Section 4.6.1). Otherwise the parameter estimation of the
linear dynamic part of the Wiener-model has to be based on optimisation techniques. The
position of the static characteristic can be finally analysed as outlined in the next section.

6.2,.2 SNIP-Analysis and -ldentification

The SNIP enables the use of a wide range of well tested algorithms for linear dynamic
identification because it treats nonlinear static and linear dynamic characteristics separately.
Based on the final experiment the main part of the SNIP, which is the analysis and identification,

can be undertaken, resulting in an evaluation of the results in conformance with the MES.

Identification

If the final experiments remained in a linearisable region of the static characteristic and if the
position of the SC within the process model structure is known then the conventional linear
dynamic identification can be performed according to Section 4.2. A specifically capable
identification method is presented in Chapter 8. The model structure is selected according to the

a-priori knowledge before the process analysis is performed.
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7 Development of an Effective Method for the Approximation of

Static Characteristics

For the modelling of the nonlinear static part of the Wiener or Hammerstein-model within the SNIP
procedure a reliable method was sought that was suitable for approximating multi-dimensional
static characteristics, while being simple in application for static characteristics without memory.
The method described in the following has some appealing properties:

o capable of interpolation and approximation (depending on one single ‘form parameter’)
predictable fitting properties
algorithmic simplicity

simple applicability

O O O O

easily extendible to multi-dimensional problems for arbitrary distributed data points

This method, which has been derived from the generalised weighted mean, is called modified
generalised weighted mean. It will be compared with the standard methods described in Section
4.7 and its relation to fuzzy and neural net approaches will be shown. Finally some practical
aspects for the application are presented.

7.1 The Generalised Weighted Mean (GWM) Method

The Generalised Weighted Mean (GWM) has been introduced by PreuR (1994). As the name
implies the idea for the GWM is based on the weighted mean. With the data points P(x;y;) and the

individual weights g; the weighted mean y is defined as:

N
Zgiyi

y:g1Y1+gzyz+-~+gNYN _ =l (7-1)
g +grttgy N
2.8
i=]

Therefore y represents the mean of the y-values, if g; =7 for /=1...N. The bigger a single g; the

more weight is put on the i " value, i.e.

lim y=y;. (7-2)

gi—>®

In order to allow the description of a curve approximating the data points the individual weights
must be replaced by a function that introduces the independent variable x. Considering equation
(7-2) this function should reach its maximum at the exact data point, such that y(x;) is close to the

measured y;. A very simple function that could be used as initial guess is:

g,-(x)=ix—_c;], i=1,.,N (7-3)
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Then the degree of approximation at the data points (x,y;) depends on a standardised form

parameter ¢, divided by Ax., and therefore:

Ch (7-7)
a =

Axm‘_

The denumerator Ax,, represents the width of the interval surrounding every data point P;. This is
depicted in Figure 7-4, where the example data point £, lies in the interval Ax,,.. To determine the
limits of Ax,, the distances between the data points are cut into halves. Affected by the distances

between the data points the influence of the form parameter depends on x; Therefore it is

. 2 (7-8)
c(x;) = ( Ax” ]

If the distances between the data points are constant or if these only vary slightly 4Ax,, can be

sensible to replace ¢ by:

replaced by the mean of Ax; i.e. Ax; .

c = Cr 2
Ax,, (7-9)

Utilising this simplification the equation for the MGWM is:

2
N —[tc" ] (x—x,-)Z
Ax; .

Yi (7-10)

i=1

Figure 7-5 illustrates the influence of ¢, on the interpolation/approximation behaviour of the
MGWM method on data set 3 of Figure 7-2. With equation (7-10) it is now possible to look for a

default form parameter, which guarantees a good approximation behaviour.
For ¢,=0 a straight line parallel to the abscissa is gained. This is the result of the standard mean

N
Z Yi
_ =1

y = . For ¢,=4 a satisfactory interpolation is only performed in the region where Ax is
N

small, whereas for large Ax unacceptably sharp edges occur. The other curves lie in between. For
practical application a form parameter has been chosen as outlined in Section 7.2.4. A way to

consider varying Ax,, is discussed with the introduction of the adaptive form parameter in the next

section.
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variables associated with the data points (coloured and numbered in Figure 7-16)

ij
Ax, = —& (7-16)

ij
r

This must be done for all n, dimensions.

Herewith the equation of the multi-dimensional MGWM resuilts:

(7-17)

Still it is possible to switch between interpolation and approximation, just by tuning ¢, as outlined
in Section 7.1. However, the standard form parameter for practical application changes in the

multi-dimensional case compared to the one-dimensional case. In this work it has been set to 1.

For the MIMO MGWM there are only few changes in the formula. For n, inputs and n, outputs the

result is:

yi(x) == for k=1, n, (7-18)

7.4 Comparison with Fuzzy and Neural Net Approximations

It can be shown that it is possible to interpret the MGWM method as a special realisation of fuzzy

and neural net approximations, which is valuable to gain more insight into the method.

7.41 Fuzzy Method and MGWM

Fuzzy methods are based on linguistic ‘if~then’ rules. The conditioning if-part fuzzily describes the
operating conditions under which the then-part must be executed. These if-then rules can be used
to describe a control strategy or a system behaviour. Membership-functions translate the
qualitative input into quantitative measures. The basic steps for the application of fuzzy logic are

depicted in Figure 7-17. For a general introduction, please refer to Kahlert (1995a) and for more

details to Zimmermann (1993).
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These rules represent discrete relationships so-called singletons. In order to approximate the
whole static characteristic that can be described by these rules, a membership function g must be

introduced that allows the calculation of intermediate data points.
IF (x=p;x) THEN (y =p;y), for i=1,...N (7-20)
With u; being Gauss’s bell curve:

pi(x) = e—az(x—ﬂn)2 (7-21)

the first relation to the GWM has been realised. Having designed the membership functions the
inference method has to be selected. The Max-Prod-Inference is a widely used inference method
(Kahlert 1995a). Utilising the Max-Prod-Inference the truth value w; is mulliplied by the
membership function of the corresponding then-part. In the one-dimensional case w; equals ;. It

can be seen from Figure 7-18 which fuzzy rules fire and their effects.

In order to calculate any desired y(x) the defuzzyfication method has still to be chosen. The centre
of gravity (also called the centre of area) method is widely applied to calculate the distinct output
value that is determined by dividing the momentum by the area:

, Iy#,es ) dy (7-22)
y =
fﬂres 0) dy
For discrete computation, where A; represents the area below s following equation holds:
N N N N 2( 5
DA D vicAiu D yiom Y yice 0T
g = izl _ _i=1 _ =1 _ =1 (7-23)
N N N

Z A; ZN A-u; Z Ui Z em o (xmm)’
i=1

i=1 i=1 i=1

Obviously the last term matches the equation of the MGWM (7-10). This confirms that under
certain conditions for membership functions, inference and defuzzyfication the MGWM can be

understood as a fuzzy method.

From equation (7-23) it can also be seen that for A; = A for i=1,...,N (as it is the case for the
proposed approach) the result is independent of the areas of the then-membership functions.
Hence these membership functions could be represented by singletons as well being numerically
more efficient. The singletons are also depicted in Figure 7-18. The insight about the relation to
the fuzzy method is quite helpful to learn more about the MGWM and its dependence on the

shape of the bell curve.

7.4.2 Neural Nets and MGWM

Neural nets are very capable of describing multi-dimensional static characteristics. They have the
potential to perform interpolation and approximation and it is therefore interesting to investigate

the relation between the MGWM and neural net methods.
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The agreement with the basic GWM equation (7-5) becomes clear with following replacements:

W =Y
o = 1
i 20'1’/2 (7-26)
X = Hi
resulting in:
D IR PTCIEE L (7-27)

)’(X)=Z e ' Vi
i=1
Then the only difference to the GWM is the missing denumerator that can be interpreted as a
normalisation term. Utilising the normalised structure it can be seen that the MGWM is a particular
realisation of the normalised RBF-net. Naturally, this evaluation can be easily extended to the
MIMO case as demonstrated with equation (7-18).

The equation for the RBF network (7-21) has more degrees of freedom than the MGWM with
respect to the selection of the weights w; and the mean of the bell curves y;. There are quite
simple learning rules for the adaptation of the parameters describing the bell curves but the
weights of the output neurons have to be determined utilising time-consuming optimisation and
learning methods.

7.4.3 Conclusion of the Comparison

In the preceding sections the similarities between the MGWM and particular realisations of a fuzzy
as well as an RBF method have been demonstrated. Of course, this also indicates that Fuzzy and
RBF methods can be transformed into one another, which has already been shown by Jang and
Sun (1993). All methods including the GWM exhibit a strong local behaviour. This is reasoned in
the shape of the bell curve. The thinner the curve the less the influence of the inputs. This local
behaviour is also responsible for the simple learning rules in the RBF networks. All methods are
universal approximators utilising scaled bell curves. Although derived from different origins and
with different interpretations of the data processing the three methods can yield functionally
equivalent models. The MGWM method is superior to the RBF network and the Fuzzy realisation
in a sense that it neither needs time consuming learning rules nor the fuzzy framework. The
MGWM it is not as flexible as the other methods that provide more degrees of freedom. However,

this is advantageous for direct application without user interaction.

7.5 Aspects of Application

There are many possibilities for adapting the MGWM method to special needs, some of which are
discussed in the following. For the sake of readability all aspects are explained for the one-

dimensional MGWM.
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7.5.1 Margin Correction

A simple method for the correction of the values at the margin that works very well for the one-
dimensional MGWM is to add two data points - one at each margin being a linear extrapolation of
the next 2 data points . All results presented in this chapter have been achieved utilising margin
correction.

7.5.2 Improving Numerical Efficiency

It could be already assumed from the fuzzy interpretation shown in Figure 7-18 that it is not
necessary to calculate each bell curve for all x, but to calculate only those values x in the region of
x; that contribute sufficiently to the result. The number of these values depends directly on the
shape of the bell curve. Therefore if g(Ax)<e for very small ¢, as seen in Figure 7-1, these need
not be considered. For example it is sufficient for ¢ = 1.3%to consider |Ax| < 2.

if the adaptive MGWM (7-12) is used with the MGWM approximation for the form parameter then
this approximation can be directly implemented into the algorithm such that the Gaussian

functions must be calculated only once.
7.6 Conclusion for this Chapter

It has been shown that the generalised weighted mean (GWM) method provides sensible results
for interpolation and approximation of static characteristics if user interaction is provided. The
GWM has been modified for practical application in order to allow simple application and to gain
sensible results without trial and error. The Modified GWM (MGWM) does not need user

assistance and still is numerically simple even in case of multi-dimensional static characteristics.

Additionally the MGWM method was discussed as a special realisation of fuzzy and neural
network methods. Finally some aspects of the practica! application of the MGWM method have
been explained in order to improve the applicability of the method. This method has been
developed to serve as the main method for the approximation of static characteristics within the

prototype realisation outlined in Section 9.2.
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8 Development of a Reliable Method for the Identification of

Linear Dynamic Models

It has been already mentioned in Section 4.4.1 that it can be beneficial to firstly identify a
nonparametric model before the final parametric identification. This way a two-step identification
of the linear dynamic model is performed. The nonparametric model can be generally estimated
without assumptions about the model structure; it gives valuable information for the final
parametric identification and is described by less data than the original data set thus
concentrating the process information. This is especially useful for the determination of order and
deadtime allowing the parametric estimator to work on reduced data sets, which can considerably

decrease computing effort.

A specifically flexible and useful two-step identification method suitable for a wide range of input
signals is based on auto- and cross-correlation functions, which is called correlation least-squares
method (Cor-LS, Isermann et al. 1974). In the first step a nonparametric model is identified from
correlation functions without the need for initial guesses concerning model structure and
deadtime. In the second step the parametric model is identified from the correlation functions. The
Cor-LS method has been simulatively compared to many other methods and it has been shown
that the Cor-LS method is well suited to tackle practical identification tasks (Isermann 1892). The
performances of LS, GLS, ELS, ML and Cor-LS method have been already compared (Table 4-2).

However, for reliable application it is necessary to improve the Cor-LS method with respect to
numerical behaviour and function. Therefore the LS estimator - the second step of the Cor-LS
method - has been reformulated introducing order recursive structures, which allow the parallel
estimation of models from order 1 to n (n being the maximum order) without increasing the
computational load. This is based on a combination of square root filtering using the QR matrix
decomposition techniques with an order recursive estimation scheme, which has been proposed
for the LS method by Niu and Fisher (1994) and called the multiple model least square (MMLS)
estimation method.

In this chapter the combination of correlation techniques with the MMLS method is elaborated.
The resulting new two-step method is called CorMMLS (correlation multiple mode! least squares

Kermer and Schumann 1998b) and yields unbiased estimates also in the presence of coloured

noise. Furthermore modifications and extensions of the CorMMLS method are outlined to solve

practical application problems.

8.1 Components for the Method

The two components of the CorMMLS method will be introduced next. It starts with a description
of the Cor-LS method and its properties. Afterwards the MMLS method is explained before both

methods are merged. For the sake of simplicity both methods will be introduced for single-variable

processes without deadtime.
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8.1.1 The Correlation Least Squares (Cor-LS) Method

Assuming an arbitrary stationary (pseudo-)random stochastic input test signal as discussed in
Section 4.1.1 the following correlation functions can be defined. For the cross-correlation function
of input- and output signal:

R (8-1)
b, (1) = lim N—sz u(k ~7) y(k)

and for the auto-correlation function of the input signal u:

] & (8-2)

bu () = lim m;u(k — 1) u(k)

with rbeing the discrete shift in time.

With d being the deadtime the difference equation of the process model can be written as:

y(K) +a,-y(k=1)+--+a,-y(k—n)=b -uk —d —1)+---+b, -u(k —d - n) + n(k) (8-3)

y(k) and u(k) represent the process output and input signals respectively, n(k) is a coloured noise
signal with zero mean, a,b; (fori = 1,...,n) are the model parameters and d is the discrete deadtime.
If this difference equation is multiplied by u(k-z) and summed up over time, the expectations of the

terms can be determined from the correlation functions:

| & (8-4)
Efu(k 1) y()} = 4,/ (r) = lim —— ;u(k ~7) (k)
Herewith the process model parameters can be related to the correlation functions:
¢uy (T) + (1]¢uy(T - 1) +...t an¢uy (T - n) = b1¢uu (T -d- 1) +..+ bn¢uu (T ~d- ﬂ) + ¢un (T) (8-5)
For a finite number of samples the correlation functions can be estimated by (Isermann 1992):
; Ly (8-6)
=— k— k -
Py (7) Nl u(k —7) y(k)
- 1 < (8-7)
=— k—-u(k -
b (7) N+1§”( yu(k)

As Equation (8-5) is also valid for the estimates as well:

&uy(r) + a]éuy (‘[ - 1) +...t an¢?uy(r - n) = bl¢?uu (T -d- 1) +... +bn($uu(r -d- n) + ¢?un (T) (8-8)

Compared to the standard least squares method this equation contains the estimated correlation
functions instead of the data vector. In this context correlation can be interpreted as a special

prefiltering technique.
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Due to the distinct shape of correlation functions as shown in Figure 8-1 (here for a coloured
noise input signal) two limits -P and M (with M > 7 > -P) can be determined that are valid for the
cross-correlation and autocorrelation function determining the relevant data for the estimation.

Qutside the interval M > r > -P the cross-correlation functions are close to zero.

White Noise as Input Signal

All the preceding considerations are true for arbitrary stationary coloured stochastic input signals
with sufficiently high order such that det[\pCT\yt] # 0. However, the preceding equations become

simpler if the input signal is white noise with following autocorrelation function:
$,,(x)=0 for =0 and g, (0)#0 (8-14)
In this case the cross-correlation function is a scaled weighting function and therefore

¢, (r)=0 for 7<0 and

. 1. (8-195)
g(r)=— @, (7
() R
Utilising Equations (8-14) and (8-15) the matrix ¥4 becomes:
—g(d) —g(d-n) 1 0 - 0 (8-16)
v - -g(l+d) - -g+d-n) 0 1 0
g : : R
-gM+d-1) -+ —-gM+d-n) 0 0 0 1
and therefore:
o=[¥, ¥, 1'%, g (8-17)

Although theoretically interesting the latter considerations are too restrictive for an estimation
method aimed at industrial users because a white noise input signal cannot be always
guaranteed. Therefore only the general Cor-LS according to Equations (8-9) and (8-10) will be

realised in a numerically improved fashion as outlined in Section 8.1.2.

Practical Considerations and Application

Numerous numerical simulations have been performed by Isermann (1992), who proposed
different validation criteria in order to compare the Cor-LS method with standard methods like the
LS, GLS, ELS, IV and ML (Ilsermann 1973). The following quality measures were checked by

Isermann, while the computing effort was also assessed:

k-K|
K

o The relative error in the gain: 6 =
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. . . Agi |9‘ - 01|
o The relative error in each single parameter: &4 = R

i i

2
P
o The mean squared error in the parameters: 6, = Z[A—H’J

i=1

with p being the number of estimated parameters

Furthermore Isermann (1992) provides many practical examples for successful application of the
Cor-LS method, which has been found superior for various processes in the process industry. For
example different heat exchangers, a climate process and industrial dryers have been identified

with the purpose of control utilising the Cor-LS method.

Altogether Isermann (1992) showed that the Cor-LS method:

o generally leads to a good model quality compared to the other methods,

o is applicable for a broad range of disturbances,

o needs only small computing effort,

o is insensitive with respect to Y, as long a the mean of u(k) equals zero
with the disadvantage that the disturbance is not modelled. However, this is not necessary for this
work as discussed in Section 4.4.3 that also provides a table for direct comparison of the different

methods for identification.

8.1.2 The Multiple Model LS (MMLS) Method

The LS estimation method has been dominating the field of parameter estimation for many years
because of its theoretical simplicity and convenient applicability. However, especially if the model
is over-parameterised the numerical performance becomes poor. Naturally, also the results of the
Cor-LS method become poor for over-parameterised models and ill-conditioned covariance

matrices, which occur for small excitation of the process through the input signal.

Therefore a method was sought that improves the numerical properties of the LS estimator.
Square-root filtering is often utilised to improve the numerical behaviour by reducing the size of
the elements in the covariance matrix (Isermann 1992). However, Niu (1994) proposed an
estimation method with an order recursive structure, which simultaneously produces multiple
models from order 1 to a pre-specified order n. Therefore it has been called the muitiple model
least squares method (MMLS). The MMLS method utilises a factored structure, which makes it
less vulnerable to numerical problems. Niu and Fisher (1994) demonstrated that the multiple
model structure makes it possible to avoid over-parameterisation and to detect
underparameterisation. They proved that numerical problems in the higher order models do not
affect lower order models, which is superior to the standard LS estimators where numerical

problems affect the entire covariance matrix. The application of the MMLS method is

demonstrated in the following.
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Assume that the process under investigation can be represented by following linear discrete time
difference equation:

yk)+a-yk =D+ +a,-yk-mn)y=b -uk -1 +--+b, -uk —n)+ n(k) (8-18)

The key to the MMLS method lies in the reformulation of the data regression vector.

8-19
Y, (b) =[=yk —n),u(k —n),...—y(k - 1), u(k - D~yk)1" (19

Obviously this data vector differs from the conventional LS data vector with its grouped elements
{y(-).u(-)} and the inclusion of the current process output y(k). Therefore w,(k) is called the
augmented data vector. All realisations of the MMLS method depend on the augmented data

matrix ‘P,.

v. (D) (8-20)

g _| V. @

a

v, (V)

From the augmented data matrix ¥, the augmented covariance matrix C or its inverse, the

augmented information matrix S, is generated:

c=1%,7¥,1"! and s=[¥,7¥,] (8-21)

By decomposition of the augmented covariance or information matrix the parameter matrix P
including an accompanying loss function matrix L are gained, which contain the parameters and
losses respectively (for all models from order 1 to n). The implementation of the MMLS can be

performed in three different ways (Niu 1994):

1. The augmented data matrix ¥, can be directly decomposed with a QR type decomposition,
which is well known for its superior numerical performance (Niu et al. 1996) and thus is the
recommended technique for batch implementation.

2. In case of batch implementation the augmented information matrix S is easily available, which
can be decomposed utilising Cholesky / LU / LDU / LDL" decomposition techniques to
produce the parameter and loss function matrix.

3. The augmented covariance matrix C is constructed and decomposed to produce the
parameter and loss function matrix utilising the UDU" factorisation method, which is also

convenient for recursive implementation of Bierman’s UD-factorisation technique.

The different implementations are summarised in Table 8-1. Detailed descriptions of the methods
and simulation examples are provided by Niu (1994). Particularly the QDU decomposition method
has been found to represent a good compromise between numerical performance and algorithmic

complexity for batch identification (Niu et al. 1995).
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8.2 The Correlation MMLS (CorMMLS) Method

In the preceding sections it has been shown that the Cor-LS is a suitable method for system
identification of disturbed systems and that the MMLS is a numerically appealing method. The
symbiosis of the MMLS and the Cor-LS method results in the new CorMMLS method, which not
only improves the numerical properties of the Cor-LS but also calculates all interesting models

from order 1 to n simultaneously.

The construction of an augmented correlation function vector for the CorMMLS is straightforward.
It has the structure of the augmented data vector but contains the correlation function values
(Kérner and Schumann 1998b):

Vo (O=[-0,,(c=n). 8, (F=mof, (=1, =D~4,, (] (8-26)

Again, the augmented correlation function matrix forms the basis for the simultaneous estimation
of multiple orders. It only contains those elements of the correlation functions that significantly

differ from zero, i.e. that lie in the interval M > ¢ > -P (Figure 8-1).

Hence:

v, ()

v - ‘l’ac_r(f'-‘) (8-27)

a

v, [ (V)

As this matrix corresponds to the augmented data matrix as outlined above in (Equation (8-20))
the MMLS method can be directly applied utilising correlation functions instead of measurement
data. Of course, the CorMMLS method can be realised utilising all the different techniques
outlined in Table 8-1. Therefore the CorMMLS method is as simple and versatile in application as
the MMLS but it incorporates the advantages of the Cor-LS for the estimation of parametric
discrete time models derived in Section 8.1.1, namely:

o The number of data used for the parametric estimation is considerably reduced. Instead of N
measurement values only P+M+1 correlation values are necessary. This property consi-
derably decreases the computational effort and is advantageous, for example, for a repeated
estimation with different deadtimes (explained in Section 8.3.2) and for the identification of
multi-variable systems. Naturally, the augmented information matrix composed from the
augmented correlation function vectors still has the same dimension as in the MMLS case.

o If the input signal is an arbitrary coloured noise signal the estimates are consistent also for
output signals affected by arbitrary stationary disturbances. Further there is no need to
estimate disturbance filter parameters as for the IV or ELS method.

o If the process input signal u(k) is offset free, i.e. E{u(k)}=0, it can be shown (see below) that

the offset of the output does not affect the estimate for a sufficiently high number of

measurements.
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8.3 Modifications and Extensions

For the sake of simplicity the previous sections introduced the CorMMLS method for open loop
identification for single-variable processes without deadtime. In practical applications, however, it
might be necessary to cope with multi-variable processes and various deadtimes. Quite often the
processes must be operated in closed-loop to guarantee stability. Additionally, measured input
and output signals are not as ideal as desired (Section 4.1). The signals may contain offsets
which have to be cancelled before the application of the estimation algorithm. In the following
some solutions for the described problems are outlined which support the practical application of
the CorMMLS method considerably.

8.3.1 Offset Cancellation

In practice it is necessary to take account of the offsets of the measured absolute input U(k) and
output Y(k) signals. The offsets are defined as Uy, and Yy, respectively. Therefore:

Yy = y(k)+Y, and U(k)=u(k)+U, (8-28)

The following methods are specifically useful for offset cancellation:

o Most commonly, the offsets are calculated as the means of the signals (¥, =Y and U, =U ),
which are finally subtracted from the measured data sets to gain y(k) and u(k). This procedure
is applicable for time-invariant processes with stationary excitation signals and zero-mean
disturbances.

o Another way to take account of the offsets is to calculate the first difference of the measured

I/O signals:
AY(k) = Y(k)-Y(k-1) AUk) =U(k) -U(k -1) (8-29)
=)+ Y ]-[ytk -1+ 1] ={u(k) + Uyl -[u(k 1) + U]
= Ay(k) = Au(k)

and to use the first differences of input and output signal for the identification procedure. This
is possible as the process model (8-3) holds aiso for the first differences and for the
corresponding correlation functions. However, this procedure increases the amplitudes of

high-frequency disturbances, which decreases the signal to noise ratio.

o An implicit estimation is also possible if the offset is added to the process model as offset

constant Kp:
YO +ay Yk —1)+-+a, Yk—m)+Ko=b Uk -d =)+ +b, Uk —d —n)- (8-30)
Then K, can be determined by setting (8-28) into (8-3):

Ko=Y(l+a+..+a,)-Uyb +..+b,) (8-31)
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The correlation functions become:

. 1 <
=——>» Uk-D)Y(k 8-32
duy () N+1§ (k=) Y (k) (8-32)
i | & (8-33)
=—— > Ultk-0)U(k
buy (7) NH; (k-7)U(k)
and the augmented correlation function vector is supplemented by one:
Vo () =[L=gyy (z = 1)y (c = d = 1)...omfy (7 = Do (£ = d = Doy (D)) (8-34)

Then K, is automatically incorporated into the parameter matrix in form of a new first row
containing the constants for the different models. This increases the parameter matrix by one
in both dimensions.

o As long as it is guaranteed that Uy,=E{u(k)}=0 it can be demonstrated that Y, does not
influence the estimation for large N by inserting (8-28) into (8-3) to determine Equation (8-8)
(Isermann 1992).

8.3.2 Model Structure Determination

Most often the real process structure is not known in advance. However, the CorMMLS method is

specifically suitable for the determination of mode! order and deadtime for different reasons:

o An approximate estimate for the deadtime can be gained from the correlation analysis in case
of PRBS or white noise input signals (Isermann ef al. 1974).

o The process models of subsequent orders are reliably calculated including the losses
(Section 8.1.2).

o The reduced data vector allows a rapid calculation of alternative models.

In the following a pragmatic method for the determination of mode!l order n and deadtime d is
presented especially suitable for interactive application. It has been found that the equation error
already delivered by the CorMMLS method gives a good initial guess of the model structure. With
respect to the deadtime it is necessary to estimate the model parameters for different deadtimes.
That means that the input signal of Equation (8-3) is shifted by d discrete time steps. Naturally, it
is beneficial to have an initial estimate d; for the deadtime such that the estimation can be directed
to the region around d;. Utilising the CorMMLS this is gained from the correlation analysis. The
following estimations for dmin<di<dmax are done with small computing effort because of the simple
generation of the multiple models that are based on the reduced data vector. The fit generally

improves with higher order because the equation error decreases with increasing degree of

freedom of the model (Figure 8-3).
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AoYh)+ A, -yk =)+ +A, -ytk—n)=B,-uk—=1)+-—-+B,_ -utk —n)+nrk) (8-40)
with:
(k) Uy (k)
k
yiky=| 720 [ and oy = | 20 (8-41)
Yn, 6 Uy, (k)

The process model defined by (8-40) is described as having n, subsystems corresponding to the
n, outputs. Each of the subsystems has n, inputs. The number of outputs, inputs and the model
order determine the model structure. The coefficient matrix for the MIMO MMLS evolving from
(8-40) is defined by:

®=[A,.B,. ., A B A, (8-42)

It has the dimension ixj, where i = n, and j = [(n,+n,) n + n/]. Similar to the SISO case, the

augmented data vector for the MIMO case is defined as:

[~ y(k-n)]
u(k —n)

v, (k)= (8-43)

-yk-)|J
u(k -1)
| —yk) |

where y(k) and u(k) are defined by (8-41). The augmented covariance matrix (of dimension jxj ) is
defined and decomposed in the same way as described in Section 8.1.2. Similar to the SISO case
all models from order 7 to n for every subsystem plus the corresponding loss function are
calculated. Again, the latter can be used to determine a suitable model structure. Naturally, the

MIMO parameter and loss function matrix have to be interpreted differently.

Figure 8-6 depicts the MIMO parameter and the loss function matrix for a MIMO process.

o The MIMO parameter matrix contains 2n+1 models composed from n+7 forward and n
backward models (explained in Section 8.1.2). These are marked as blocks in Figure 8-6 and
labelled accordingly. The forward models consist of n, columns each, while the backwards
models consist of n, columns each. Each column represents a sub-model (exemplary cases
are depicted in Figure 8-6).

o The accompanying loss function matrix helps to separately determine the order for each of
the n, forward MISO sub-models. In this way it is possible to construct the MIMO mode! from
MISO models with different orders. The extraction of the model parameters is done as

described in Section 8.1.2 and pictured in Figure 8-6.

Steffen Kérner - University of Glamorgan 102






Development of a Reliable Method for the |dentification of Linear Dynamic Models

In practical application it is advisable to do pure MISO modelling (n,=1) for each output
separately. This decreases the number of estimated parameters and therefore increases
numerical robustness. Furthermore this approach enables the utilisation of different sampling
times for each MISO sub-model (Diekmann 1983). Also the deadtimes can be eliminated and

specific methods can be used for time-variant sub-models.
Minimisation of Computational Effort for the MIMO CorMMLS

The application of the correlation functions is as straightforward as for the SISO case. The
computational effort can be minimised if the input signals are not correlated. According to Hensel
(1987) the sum of the input signals is built as:
, (8-44)
ug (k)= u;(k)>

i=l

such that
®,, (=@, () fri=1,..,n, and Q,, @0)=0,, (frj=1.,n, (8-45)
Therefore equation (8-41) can be rewritten with the correlations:
Dy (0 Py, (6

Dy, (6) @, . (k) 8-46
¢uy(k) = J’ and ¢uu (k) = ‘_E. { )

Py, K Dy, K)

and the CorMMLS estimation can be applied as outlined above.

8.3.4 Online Identification

For online identification the correlation functions can also be determined recursively (Isermann

1992). For example, the cross-correlation function for the SISO case can be calculated:

1
k+1

By (0 5) = by (0. K =1+ —[u(k =) y(k) = b,,, (7. K = 1)] (8-47)

Naturally, the weighting factor for the innovation (here: y(k)=1/k+1) can also be fixed such that the
innovations are equally weighted. Then the recursive realisation behaves like a discrete low-pass

filter, which is especially suitable for the analysis of slowly time-varying processes.

Practically, #,,(7k) and ¢.(7k) are recursively determined after each time-step. Afterwards the
parameter vector can be estimated as outlined above after each time-step or after longer periods

of time.
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8.3.5 Closed-Loop Identification

Gevers (1993) reports that a huge gap developed at the end of the 1980s between contro!l design
and identification although these should be seen as two parts of a joint design problem. Classical
process identification spends enormous numerical effort on characterisation of the random errors
in the model resulting from disturbances although their value for control purpose is questionable
(Ljung 1991). Identification for control has to consider the most essential features of the process
from the view of control. This is advantageous because closed-loop identification considers the
influence of the controller in the mode! structure, which shifts the frequency band relevant for

identification while it allows the identification during regular closed-loop operation of the process.

Usually, direct and indirect identification methods are distinguished. For direct identification input
and output signals in the process are directly utilised. By contrast, the indirect identification
determines a model of the entire closed-loop, from which the process model is extracted this
being possible only if the controller structure is known. Because of the model complexity (big
number of parameters to estimate) the indirect method converges quite slowly. The direct

identification is advantageous because the complexity of the estimated model is minor.

For closed-loop identification without additional excitation two identifiability conditions must be
met:
1. The order and structure of the process model must be known a-priori.

2. The order of the controller must be sufficiently high.

If an additional test signal ur (being statistically independent from n) is fed to the process input in
addition to the controller output then it is sufficient for the direct identification if only the first
identifiability condition is met.

For this case Isermann (1992) has shown that the Cor-LS method can be applied with similar
results also for closed-loop identification and that the same properties hold with respect to noise
elimination as discussed for the open loop case. These results are also valid for the CorMMLS as

well,

8.4 Conclusion for this Chapter

Within this chapter two well-tested methods for parameter estimation have been combined. The
combination of the practically frequently applied Cor-LS technique with the MMLS method results
in the two-step CorMMLS method for the estimation of parametric discrete-time models. As the
MMLS method is numerically more reliable, more efficient and never worse than the standard

least squares method (Niu 1994) it has been utilised to replace the least squares method within

the CorMMLS identification method.

The concurrent estimation of multiple models makes this algorithm especially appealing if order
and deadtime of the model are unknown, which is practically mostly the case. The combination

with correlation technique leads to unbiased estimates also in the presence of a coloured zero
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mean noise signal as long as the input test signal applied is statistically independent of the noise.
Besides, the two-step method has the advantage of generating valuable a-priori information within
the first step (the correlation) and the parametric estimation is performed on a reduced data
vector. This is an especially appealing property in case of MIMO identification, where the effects

of utilising a reduced data vector are remarkable.

Furthermore a multi-step procedure has been elaborated to estimate and validate the process
models based on the CorMMLS method. This is initially based on the equation error delivered by
the CorMMLS and finally validated by the OE criterion. This multi-step procedure can be used
either interactively or by an automated procedure. It is summarised in Figure 8-5 and specifically
suitable for the software development outlined in the following chapter.
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9.1 General Considerations for the Prototype Development

Before a software prototype can be developed some side conditions must be clarified. A suitable
software platform for the prototype development has to be selected, an appropriate requirements
analysis has to be performed and the user interface has to be defined following some basic
project guidelines, while every step within the prototype development is influenced by the

customer's needs. In the following the general considerations will be detailed.

9.1.1 Decision on the Software

MATLAB (The MathWorks 1993) has been selected as an appropriate tool to perform a prototype
development. This entails means to implement, try and test the schemes and methods elaborated
in this work. The main considerations for this choice were MATLAB's tested mathematical
routines, orientation to control, flexibility, suitability for rapid prototyping purposes, availability for
different hardware platforms and that it became a quasi-standard in CACSD (Section 3.3.3).
Furthermore MATLAB's block-oriented simulation environment SIMULINK is suited to serve as a
general base for industrial users in order to solve practical identification and control design tasks.
Additionally MATLAB provides the possibility to program proprietary graphical user interfaces
(GUI) that enable the user to avoid learning the MATLAB’s command-line syntax. Basically, good
interface design played an important role in this research, which was assured by the utilisation of
basic GUI-guidelines (Section 9.1.3).

MATLAB Toolboxes for System Identification

Naturally, commercial MATLAB toolboxes like the system identification, neural network, nonlinear
control design and signal processing toolbox as well as freely available toolboxes, like NNSYSID
(Nergaad et al. 1997) were evaluated in simulation experiments in order to investigate the
requirements for the ongoing research. The system identification toolbox (SITB 4.0 by Ljung,
1995a) offers, in particular, a variety of sophisticated algorithms. It provides a GUI aimed at
specialists who need a tool that keeps track of the history of the data and that allows to compare

multiple estimation results in parallel in various ways.

Handling of the System Identification Toolbox

While the SITB is a great help for experts it is not ideal for industrial users inexperienced in

identification. Many difficulties have been observed when uninitiated users have tried to utilise the

SITB the first time, in particular:

o The main window has not been found to be self-explanatory, so that the users had to ask for
help. There is no guided tour to identification for industrial users.

o The operations on the process data and the estimations on the working data had to be
carefully parameterised. Misunderstood parameterisation lead to poor results.

o The provided ‘quick start’ proved to be the only way for practitioners to work with the SITB.

However, the ‘quick start' is not self-explanatory and needs careful introduction. Further
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problems occurred when the identified discrete-time models had to be transferred to
SIMULINK, namely:
- the selection of a suitable SIMULINK block.
- the format of the polynomials.
- the errors doing the manual data transfer.
These experiences directly influenced the design of the /CA/ toolbox and the formulation of the

design principles for the prototype realisation.

9.1.2 Main Design Principles

Some basic design principles for ICACSD tools have already been formulated in Chapter 2.
However, for software development for system identification the statements had to be refined. In
the preceding section some problems that accompany up to date identification software became
obvious. Following conclusions can be drawn with respect to the design principles for an
industrially suitable identification software:
1. It must be tailored to industrial needs, such that even inexperienced users can intuitively use
and understand the identification routine. This means:
- The user must be guided through standard design paths (like the SNIP).
- The use of advanced methods must be simplified utilising sensible defaults.
- Even nonlinear and MIMO identification should be supported in a simple, transparent,
reliable and reproducible procedure.
- By default, all the results should be represented in time domain through easily
understandable graphs, whenever possible.
2. A primary requirement is the integration of the identification task into a block-oriented
simulation environment, because block-oriented simulation environments are frequently used
to investigate industrial processes. Thus the user does not have to switch between different

programs, when utilising an integrated solution.

A prerequisite for the realisation of these design principles is the proper design of a graphical user

interface (GUI) that provides a guide through the whole identification procedure.

9.1.3 GUI Assistance for this Project

As pointed out in Section 4.8 several ways have been tried to assist the user in interacting with
software programs. The most successful approach is the use of GUIs, which have been
established as very helpful means to guide the user through a design procedure and to provide a
context dependent assistance whenever necessary. However, building good GUIs is challenging
and it needs some time and experience to assemble user-friendly interfaces that provide sensible
access to the necessary functions. Although GUI design is a rather vital field in computer science,
the universal qualities of good design have remained unchanged. Hundreds of articles have been
written about design and although this work is not about design, the software realisation has to
cope with this subject, just because good design helps the user considerably, or in other words:
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“... it can be extremely comforting to tackle a GUI design problem and find centuries of wisdom
waiting patiently to help you.” (The MathWorks 1996).

Principles for the ICAl - GUI Design

It is the sheer endless freedom that makes GUI design so ambitious. There are numerous
interactive graphical aids like buttons, radio buttons, check boxes, pop-ups, sliders and there is an
even bigger number of graphical extras like grid lines, colours, numbers and so on, all of which
can considerably help if put into the right context. However, these can be equally confusing, for

example if too many functions are provided simultaneously.

The three main ideas of building GUIs are (sorted by importance):
1. Simplicity (guidance)
2. Consistency (handling)
3. Readability (form, colour)

Furthermore a fourth point has to be regarded being important not only from the programmers

point of view. it is:
4. Reliability (robustness, speed)

With respect to 1) it is aimed at a clean look of the GUI that provides only the functionality
necessary for the next step within the design procedure. Furthermore graphical representations
should be reduced as far as possible to concentrate the user's attention. For example there have
been some prototype GUIs within this project carrying too much graphical information. These
were considerably confusing the users, such that the GUIs had to be simplified. Additionally it is
helpful to provide graphical input, whenever possible instead of numeric input. For example, it is
sensible to specify limits, offsets and so on directly from within a plot of a data set by mouse-

clicking the meaningful points or regions instead of numeric input, which is prone to errors.

With respect to 2) it is targeted at a consistent user strategy. For example the standardised
placement of interactive GUI elements is one important layout characteristic. In this GUI
development interactive elements have been set on the right hand side of a figure grouped inside
a frame, while the colour of the frame corresponds to the importance of the functionality provided.

This is shown, for example, in Figure 9-6.

The latter aspect is already part of point 3). Utilising special colours for special functionality the
readability of the GUI is enhanced, thus becoming quickly familiar to the user. This concept has

been found so important that some guidelines were developed for this project (see below).

With respect to 4) it is also necessary to consider the dynamic aspects of GUI design. No matter
how excellent the design, it will be only accepted if it triggers a quick and reliable action. This
means that it should interact with the user smoothly. Furthermore it is advantageous if an action

or a series of actions can be reverted.

Another important detail is the right wording in GUI design. In this work the wording in the

messages and windows has been improved iteratively with the help of test-users. However,
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9.2.5 ICAIHelp System

The ICAI help system has been realised in htmi-format, which is easily extendible and versatile
through the use of hyperlinks. 1t is accessible through standard browsers like Netscape or the
Microsoft Internet Explorer. Furthermore it has been possible to publish the ICA/ help system on
the internet, such that updated versions were easily available (Korner 1997).

Currently, the help comprises approximately thirty htmi-documents, which contain about one
hundred pictures to clarify the ICA/ functionality''. Figure 9-14 shows the index for the ICAI help
systems in order to provide an idea of the help system’s contents. Most of the files are linked
amongst themselves providing a learning path that introduces the uninitiated user to the /CA/

philosophy and functionality.

9.3 Some Aspects of the Prototype Realisation

The functionality of the /CA/ toolbox described above could only be achieved by utilising a
capable data structure and a flexible program structure. The main aspects of this groundwork are

outlined in the following and the limitations of the prototype are summarised.

9.3.1 The ICAI Data Structure

During an /CAl identification session much information in the form of data is generated, which has
to be properly handled. These data are called ‘session user data (SeUd)'. An exemplar of the data
structure for the linear dynamic SISO ID block is depicted in Figure 9-15. The entries within the
data structure can be separated into infernal and external data'?.

o Internal Data: Data for internal use are relevant for the management of program specific
functions and are valid for the whole block diagram. Data of this category are labelled by d or
f (see Figure 9-15) The d-data include information about the path of the block, the settings
that have been specified for the currently activated /CA/ block and the Project settings. The
latter contains information about the user profile, the aim of the identification procedure, the
process domain under investigation, the type of process, the standard units for a specified
process domain, the name of the system and the pathcodes. The f-data (flag-data) include
information controlling the /CA/ identification procedure.

o External Data: Data for external use are relevant for the characteristics of each single /ICA/ 1D
block. For the linear dynamic SISO ID block the data structure comprises a status variable
that indicates the status of the block, variables for input and output description, for a-priori
knowledge and the signal data. The signal data contain the originally recorded data signals

but also the last version of the modified data vectors utilised for parameter estimation.

" As the help has been written for a prototype development the wording is not always academic. The passive has been
avoided to directly address the reader in order to motivate her/him to send a feedback and to incorporate some new ideas

into the /CA/ development.

2 The structured labels of these data are composed from the names shown in Figure 9-15 starting with the name of the
most upper hierarchy level (SuUd) to which the other names are added (separatgd by a full stop ') until the last level is
reached, which is finally specified. For example, the name of the output signal variable of the firstly generated linear SISO
block within a2 SIMULINK block diagram is: SeUd.LinSiso{1}.Data. Output
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9.3.4 Prototype Limitations

Naturally, there are some limitations within a prototype realisation. First of all the /CA/ blocks have
the same limitations as SIMULINK blocks because they are based on them. This means that the
ICAI prototype realisation is restricted to the MATLAB/SIMULINK environment. Furthermore, only
the process personnel level has completely been realised for the multi-variable /CA/ ID blocks.
Besides, there still is some potential for the improvement of the Wiener-Hammerstein blocks to
provide user-level-specific guidance and to supply an identification method for the Wiener-model
identification with non-invertible static characteristics. Also the reversion of actions (‘'undo'-button)

have not been implemented completely.

Currently, SIMULINK cannot be operated 'hardware-in-the-loop’ directly. It is impossible to run a
SIMULINK block diagram with direct access to the pilot plant although this would be very
beneficial for direct application of the toolbox. However, it is possible to generate C-code from
SIMULINK diagrams utilising the MATLAB's real-time workshop for real-time applications.

9.4 ICAIl Toolbox Standards

It has already been discussed that the applicability of the /CA/l toolbox relies on the usage of
sensible default and standard procedures in order to relieve the industrial user. This enables the
user to apply identification with only very few application specific adjustments, if any. In the
following the most important /CA! toolbox standards are summarised.

9.4.1 User Level Pre-Selection

For all users the process personnel user level is pre-selected being ICAl's default mode (Section
9.2.2). This reduces the ICA/ functionality and quickly leads through the identification procedure
without offering 'confusing’ alternative functions. Users of the categories area engineer and expert
are authorised to access alternative functions for flexibility in data pre-treatment, identification and

visualisation.

9.4.2 Modelling of Static Characteristics

By default the modelling of the static characteristics is performed by the MGWM method. The
form factor has been set to 1.3 for the approximation of steady states. For the approximation of

multi-variable static characteristics the MGWM method has been extended. For more details,

please refer to Chapter 7.

9.4.3 ldentification of Linear Dynamic Characteristics

The identification of linear dynamic characteristics has already been discussed in Chapter 4
providing practical guidelines for the main identification phases. With respect to the ICA/

realisation some additional information is provided concerning standard and default settings in the

following.
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Prototype Realisation and Validation

Of course, this information is also accessible for other modules easily, because all data necessary
for the simulation of the process model is directly inserted into a standard SIMULINK block

structure and further information is simply linked to the project block structure (Section 9.3.1).

Naturally, it is also possible to use the experimentally developed /ICA/ process models for
simulation directly. Besides a test of the complete process model, also parts of it can be
simulated, thus getting a feel for the nonlinear static or linear dynamic influences. This possibility
could be used for further assessment of the process model quality and as a key to important
decisions on the control system design.

9.7 Conclusions for this Chapter

In this chapter a prototype software has been presented that was programmed to validate the
procedures and methods proposed in the preceding chapters. Some general considerations for
the prototype development were necessary to define a clear frame for this project and to allow a
structured programming that is open for the implementation of new concepts. The MATLAB
prototype development has been created, influenced by many ideas from industrial engineers and
practitioners.

An [CAI (Industrial Computer Aided ldentification) blockset has been proposed and implemented
incorporating a new framework for identification in the process industry. It is integrated into
SIMULINK and can be used even by inexperienced users who are capable of utilising a block-
oriented simulation environment. Providing different user levels, standardised paths to the
identification of single- and multi-variable processes are offered utilising GUIs that are adapted to

the user’s knowledge and capabilities.

Some application examples with different laboratory processes prove the applicability of the
software and the incorporated methods. it must be recognised that the design of the prototype
was an integral part of the research and an appropriate tool to validate the practical aspects of it.
In order to clarify the research method that was utilised the next chapter explains the timely

aspects and the strong interplay between the research in theory and practice.
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Furthermore a series of meetings with representatives of industrial companies started in order to
get a clear view for their needs with respect to practical CACSD. However, a complete statistical
evaluation of the results of these meetings was impossible not only because of the relatively small
number of interviews but also because of the different applications. Besides, a questionnaire was
sent out within this collaboration by Strickrodt (1997) but it could not help to reach statistical
significance because of a limited number of useable replies. Nevertheless, the resulting

discussions provided the necessary base for this industrially oriented work.

In parallel, studies of literature on CACSD developments have been carried out, clearly exhibiting
shortcomings in the area of process modelling and identification. The familiarisation with different
modelling techniques, like theoretical, experimental and library based modelling and a thorough
literature review revealed that the practical aspects within the identification procedure are
commonly neglected.

Hence the problem statement was redefined as:

Generally, the current CACSD programs are not geared to the requirements and skill level of area
engineers in industry. Especially the support of the commissioning phase is neglected. In
particular, there is no practically suitable approach existing, which allows area engineers to build a

structured process model from experiments suitable for systematic control design.
Consequently the need was formulated as a directive for this project:

A practical approach to system identification techniques must be developed that is based on the
everyday work expertise of area engineers in industry and their knowledge about the process
behaviour. The resulting process model must be suitable for industrial control system design.

On this basis the decision to pursue the Structured Approach to Identification Techniques for the
Analysis of Industrial Processes was made. The detailed subject, need and aim of this work have
been described in Chapter 1. From the present point of view, after completing the project, all
considerations that led to the decision for this emphasis of the work are still valid. Fortunately also
other researchers discovered this valuable practically oriented field lately and there have been
some few contributions in literature in the domain of experimental modelling to explicitly support
the industrial user (Hahn and Noth, 1997).

10.2 Research and Development of an Industrially Suitable CACSD Scheme

The original idea of building an industrially suitable CACSD scheme triggered this very first part of
the research, strongly emphasising the practical aspects in the commissioning phase (right haif of
Figure 10-1). In interviews with technicians and engineers it was detected that, especially for
complex MIMO processes, structural design support is needed and first layouts of a practical
MIMO design procedure were drawn. The following literature review (Chapters 3 and 4) revealed
that no industrially suitable scheme had been developed before. Orienting at the industrial
engineers way of ‘start simple - add complexity only if necessary’ the ICACSD scheme has been

designed (Chapter 5). To keep the scheme as simple as possible a type of process model was
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sought that is able to describe nonlinear processes and that can be incorporated into a stepwise
procedure oriented at industrial control system design. From the literature review, and considering
the practical needs of control design in the process industry (Chapter 2), it was decided to reduce

the variety of possible models to Hammerstein- and Wiener-like models (Section 4.5).

In order to test the applicability of the ICACSD scheme simulations were performed (left half of
Figure 10-1). Necessary changes within the procedure were detected, new hypothesises were
built and the scheme was revised for the next test. When the scheme reached a satisfactory stage
experiments on pilot plants were performed (right half of Figure 10-1). Besides the handling, also
the applicability and the commercial software and hardware support have been evaluated within a
prototype realisation (Section 5.2). No commercially available software tool was found that
satisfactorily supports non-expert users supporting all CACSD design phases, especially in case
of multi-variable processes. Therefore a variety of different tools was utilised for different stages
within the ICACSD scheme with all the accompanying drawbacks.

After tests on different pilot plants the stepwise increase of the process model complexity was
reconsidered and it was decided that the procedure should start based on a model being as good
as possible. Herewith the modelling phase of the improved standardised CACSD procedure has

only to be performed once for the subsequent control system design stages (Section 5.1.3).

Overall the ICACSD scheme proved to be so useful that still most experimental work in the
students’ control laboratory is based on this simple scheme. Of course, there is still scope to
develop more advanced schemes utilising alternative process model structures (and
corresponding controller structures) that are closer to the real process structure, thereby fulfilling
theoretical conditions. For example, it would be sensible to develop specific schemes for specific
applications as lately realised in the field of power plants by Rode and Kriiger (1998). Due to the
temporal constraints of this project and aiming at a broad applicability, this work has focused
solely on the identification phase of the general ICACSD scheme.

10.3 Research and Development of a Standardised Procedure for Nonlinear

Identification

The process modelling is the first phase of the standardised CACSD procedure within the
ICACSD scheme and serves as the base for control system design. Therefore the quality of the
mode! directly influences the quality of the control system design. However, there is hardly any
time for extensive modelling and identification in the commissioning phase and industrial users
are not aware of all the facilities in identification theory. Consequently a reliable systematic
standard identification procedure tailored to the industrial user's needs is required. Considering
the kind of process models utilised within the model evolution scheme, only two different models,
namely static and dynamic models, had to be investigated. With respect to Figure 10-1 this
information is part of the hypothesis containing all the knowledge accumulated within the
preceding phases. This knowledge directs the complexity and aim of the standardised nonlinear

identification procedure (SNIP). Although all the steps within this procedure are well known in

Steffen Kérner - University of Glamorgan 144



General Discussion and Reconsideration

literature it is the combination of simple steps to yield an understandable nonlinear model which
makes the procedure so useful (Chapter 6). Naturally, a standardised and therefore simplified
procedure based on simple models cannot guarantee an optimal result which may be possible
with more degrees of freedom. However, for an industrial user a good identification result
following standard design paths may be the only possible result achievable on the basis of limited

expertise and little time available.

After simulation tests the procedure could be implemented into the /CA/ prototype for Wiener and
Hammerstein-modelling and checked on pilot plants. Also the identification of both models in one
step has been tested (Section 4.5). However, the proposed two-step procedure is clearer in appli-
cation, not only because the experiments are simpler but also because the steps within the proce-
dure are very transparent, which was appreciated by uninitiated users. Therefore research into

simply applicable methods for the modelling of static and dynamic characteristics was intensified.

10.4 Research into Methods for the Modelling of Static Characteristics

The starting point for this more theoretically oriented part of the work (left half of Figure 10-1) was
the necessity to find a robust and simple method for the modelling of single and muiti-dimensional
static characteristics from data. The well known difficulties in the application of standard methods
for interpolation and approximation, particularly in case of multi-dimensional static characteristics
utilising polynomials or splines, prompted investigation into alternative methods like neural net
and fuzzy modelling. These methods were tested with respect to performance and simplicity.
Special attention was directed to the number of free parameters and the number of iterations
necessary for good results. Many tests have been performed with MATLAB toolboxes and some

self-coded programs.

Additionally a final year student project was arranged and supervised with the aim of supporting
the user during the modelling of the static characteristics. A simple tool was programmed called
EasyStat that was able to perform experiment design, hardware in the loop experiments and the
evaluation of one- and two-dimensional static characteristics. For a short description see

Appendix A.

Within the literature search a surprisingly simple method was found that has been based on the
generalisation of the weighted mean method and that is able to perform interpolation and
approximation dependent on one single parameter. However, test implementations revealed that
excessive frial and error was necessary to determine this parameter. Therefore this method was
modified for sensible practical application. At first SISO problems were tackled and the
applicability of the new modifications was tested by simulation. After the results for the one-
dimensional static characteristic were satisfactory the method was extended to multi-dimensional
problems. Furthermore some extensions were developed that improved the numerical efficiency
of this method and it was shown that the modified weighted mean method could be viewed as a
special case of fuzzy and neural network methods (Chapter 7). Finally the modified weighted

mean method was implemented in the /CA/ prototype.
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10.5 Research into Methods for the Identification of Linear Dynamics

In the literature review it has been well acknowledged that the identification of linear dynamics has
been a very active research field for many decades. Many successful applications of system
identification are published in the literature. However, most of these applications are not directed
at practical use. Therefore this project has set the focus on the development of well manageable
identification methods. This ambitious task was directed by specific side conditions, for example
to aim at industrial PID control and not at minimum variance or stochastic control (which can be
seen as the influence of the hypothesis of Figure 10-1). Therefore only general transfer functions
with deterministic mode! structure have been investigated, ignoring noise models. Thorough
investigations of this field doing literature research and simulation tests resulted in a matrix rating
different identification methods (see Section 4.4.3). From this matrix the promising correlation
least squares (CorrLS) method was selected. However simulations revealed that the method was
not always as reliable as required. Hence the numerical efficiency had to be improved. Good
results were achieved by the integration of a robust and well tested multiple model least squares
method (MMLS) (see Section 8.1.2). Many practically important aspects had to be studied for a
proper application of this method within the identification procedure as well, for example the data
pre-treatment and input signal design because this identification method should be utilised as part
of the SNIP.

10.6 Software Aspects and Implementation

A main part of this work has been the implementation of the derived results into software. On the
one hand (left half of Figure 10-1) methods had to be developed and implemented into a software
environment for tests. On the other hand (right half of Figure 10-1) practical aspects like the SNIP
had to be realised supported by a GUI that guides the user through the identification task. It
needed numerous tests and iterations in theory and practice until satisfactory results were gained.

The main aspects of the software development cycles are described in Chapter 9.

In the following some aspects of the /CAI toolbox development are outlined:

o It was marginally impossible to build up sensible data structures as long as MATLAB was
restricted to one and two dimensional arrays but when MATLAB provided multi-dimensional
and structure arrays this proved to be so useful that parts of the program had to be rethought
and reprogrammed.

o New program concepts could be realised following the idea of putting all relevant data in a
special structure outlined in Figure 9-15 (see also Appendix B). Furthermore the realisation of
the ICAI Project with different user levels became possible and new internal standards could
be introduced.

o When the ICAl development started with MATLAB it was not possible to do object-oriented
programming. This drawback was accepted and the procedural programming of functions
commenced. Now, as MATLAB allows the implementation of object-oriented paradigms it is

worthwhile to think about recoding to benefit from these techniques.

Steffen Kérner - University of Glamorgan 146



General Discussion and Reconsideration

10.7 The Overall Results Matched against Expectations

Overall, the expectations of this work being outlined in Chapter 1 have been fulfiled and even
somewhat exceeded. With respect to the broad scope of the thesis it was necessary to consider
various aspects within the field of CACSD with a clear emphasis on process identification. As a
result the thesis comprises five major contributions:

1. The ICACSD scheme was developed and tested setting the main frame for the project.

2. A standardised identification procedure for nonlinear processes has been elaborated as
part of the ICACSD scheme. This procedure was equipped with two improved algorithms
(contributions 3 and 4).

3. The generalised weighted mean method (for the approximation of single and multi-
dimensional static characteristics) was massively modified for simplified application.

4. The correlation multiple model least squares methods for the identification of discrete-time

linear dynamic models was elaborated by combining two successful standard methods.

o

A prototype tool was developed, which lays ground for the integration of the whole

ICACSD scheme into a block-oriented simulation environment.

The tests of this prototype have been very satisfactory. The experiences gained thereby were
valuable to reconsider the work and to introduce further improvements, which have either already
been implemented or are proposed as future extensions in Chapter 11. However, the
implementation efforts have been underestimated. The main reason lies in the varying
backgrounds of potential users and the wide gap between ‘thinking at university’ and the ‘action in
practice’. The prototype was frequently discussed, not only with colleagues but also at
international conferences. However, pushing the prototype to industrial usability by testing the
software on industrial processes still requires some minor refinements. Therefore it is advisable to

carry out further tests in industry and to bring together abstraction and reality more closely.

Furthermore it was experienced that the varying experiences of different users are problematic,
because what one user understands easily could confuse the other due to the differing
backgrounds. Therefore three user levels have been introduced in the /CA/ prototype to provide

the means to address different groups of users adequately.

The generally good match between the goals of the project and its resuits show that the original
expectations were justified. Besides it has been shown that further work in this direction is still

promising.
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11 Conclusions and Recommendations

This work presents a systematic approach to identification, which is aimed at the controller design
during the commissioning phase of industrial processes in the process industry. It concentrates on
the standardised development of black-box models aimed at PID control design and has been
verified in a prototype implementation. In the next sections the conclusions are drawn and
recommendations for future work are provided.

11.1 Conclusions

Major emphasis of this research was put on interviews in industry in order to extract the main
requirements for the new approach and on the practical examination of available software tools. It
turned out that the identification of nonlinear or multivariable processes is specifically difficult for
the average industrial user concerned with the commissioning particularly because currently
available identification software is difficult to use requiring specific knowledge and offering a
wealth of functions. The efforts to bridge the gap between academic equipment and practical
needs by offering special training for non-expert users have not succeeded due to the lack of time
in industry to get familiar with the software tools provided; in other words: The more advanced

identification becomes, the more advanced must be the human operator.

Hence it was found that an easy to follow, intuitive and stepwise identification procedure for

industrial processes is missing, which is aimed at control and designed to satisfy industrial needs.

Three main requirements were formulated:

1. The user should be guided through transparent standard identification paths especially in
case of nonlinear or multivariable process identification tasks.

2. Only few identification methods with easy parameterisation and a simplified experiment set up
should be provided.

3. The identification task should be integrated into a block-oriented simulation environment, such

that the user can utilise one environment for identification, simulation and controller design.

Many steps were necessary towards the realisation of a software prototype for identification that

fits to these requirements. The main novelties that resulted from this contribution are:

o An Industrial CACSD (ICACSD) scheme has been proposed for the solution of practical
controller design tasks in the process industry, which consists of a model evolution scheme
and a standardised CACSD procedure oriented at the industrial users thinking of start simple,
add complexity only if necessary. The model evolution scheme reflects the traditional way of
doing control system design in a systematic way. The standardised CACSD procedure only
supports a constrained model complexity (utilising simple Wiener- and Hammerstein-model
structures) that can be handled easily and it provides a good reproducibility of the gained
results by restricting the variety of possible solutions. The feasibility of the proposed ICACSD

approach was tested at different pilot plants.
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o For the identification of Wiener- and Hammerstein-models a standardised nonlinear
identification procedure (SNIP) has been proposed. The pragmatic procedure offers a
transparent approach to experimental modelling for industrial users. It starts with simple pre-
experiments at the process, which provide insight into the process behaviour and are useful
to determine the static characteristics. The latter is utilised to determine a suitable region for
the final identification experiment and to compensate for the nonlinear effects. Therefore it
enables the usage of conventional identification methods for linear dynamic characteristics.
The SNIP has been also linked to the ICACSD scheme evaluating nonlinearities and
couplings of the process model with respect to the model evolution scheme.

o For the modelling of nonlinear static characteristics within the SNIP the generalised weighted
mean method has been modified in order to allow simple application and to gain sensible
results without trial and error. The modified generalised weighted mean (MGWM) method
does not need user assistance and still is numerically simple, while it is able to provide
sensible results for interpolation and approximation including the case of multi-dimensional
static characteristics.

o For the identification of linear dynamic characteristics within the SNIP two well-tested
methods for parameter estimation have been combined. The combination of the frequently
applied correlation least squares (Cor-LS) with the multiple model least squares (MMLS)
method results in the two-step CorMMLS method for the estimation of parametric discrete-
time models. The concurrent estimation of multiple models makes this algorithm especially
appealing if order and deadtime of the model are unknown, which happens often in practice.
The combination with correlation technigue leads to unbiased estimates also in the presence
of a coloured zero mean noise signal as long as the input test signal applied is statistically
independent of the noise. Besides, the two-step method has the advantage that it can
generate valuable a-priori information within the first step (the correlation) and that the
parametric estimation is performed on a reduced (correlated) data vector, which is especially
advantageous in case of MIMO identification, where the effects of utilising a reduced data

vector are remarkable.

In order to validate the work all the proposed 'novelties’ have been made accessible in form of a
software prototype with an ergonomically designed graphical user interface allowing easy
application of the developed methods. The prototype realisation for Industrial Computer Aided
Identification (ICAl) supplies the new structured approach to identification techniques for the

analysis of industrial processes from within a block-oriented simulation environment.
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11.2 Recommendations

Essentially, the main issues of the requirements analysis have been addressed within this work.

Therefore the realised software prototype /CA/ can be directly applied even by inexperienced

users, who look for quick and efficient solutions as a basis for controller design. However, the field

of system identification for industrial users is still wide and worth to discover. Its unused potential

in industry is still enormous. Particularly, it is necessary to intensify research in the field of

identification for blockoriented process models, which is extremely useful for application in

process industry.

This final section points the way to possible extensions of this work and its use for future

developments:

o

Improved support of nonlinear multi-variable processes. The support for the identification of
nonlinear multi-variable processes has not been implemented completely. Following the SNIP
it is possible to easily implement new /CA/ blocks that support the identification of
multivariable Wiener- and Hammerstein- models comparable to the nonlinear dynamic /CA/
ID block. This means that the nonlinear static MIMO ID block and the linear dynamic MIMO ID
block should be interfaced.
Ease of use. The prototype software can still be improved with respect to the aim of being
self-explanatory. For example, the utilisation of tooltips and the display of images on
pushbuttons offer possibilities to better assist the user. ICAl provides a library for
(intermediate) identification results. However, it is not possible to automatically compare the
gathered results. Therefore a data base support would be beneficial that cares for the data
history and an automatic comparison of the identification resuits.
Completion of an ICACSD system. This work presents a substantial part of the collaborative
research project between the University of Glamorgan and the Fachhochschule Hannover.
Overall, the collaborative project aims at making the ICACSD approach accessible for
engineers with little or no experience in control engineering in order to replace inefficient
control strategies thus leading to a better use of resources. Therefore it is necessary to
interface the ICAIl toolbox with other modules in order to provide an integrated CACSD
system. Besides the control design task there are some general concepts that should be
addressed:
- Interface drivers to industrial controllers. Once a control design strategy has been
elaborated it is necessary to transfer the data into a suitable controller. In order to support

this procedure interface drivers to industrial controllers are necessary that allow to

download the data.

- Integration into process control systems. The integration of an ICACSD tool within a

process control system would extremely simplify the application of ICACSD because the
interconnections to the process are already provided and can be directly used for
experiments. Additionally the final control strategy can be directly implemented and

tested, which is valuable to speed up the commissioning phase.
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Appendix B

Appendix B: The Structure of Session User Data (SeUd)

In the following the structure of those data is shown that are generated during an ICA

identification session (see Chapter 9.3.1).

f

used for more than one block

Path

Path of Block

SysName

Name of Simulink System

CurrentWork

Used to exchange data between program modules / delete before use !!
Is also used as default from one block to the next block
CurrentWork{]:8} reserved for I/Ospec (saved in Apriori)
CurrentWork{9}. Apriori (of LinSisoBIk)

Setting

i.e. Project Settings

User
Personal/ AreaEng/ Expert

ldentFor

Control/ Simulation

Control
PID/ IMC/ State Space/ Adaptive/ Simulation (although no control)

Domain
depends on process library loaded

Type
depends on process library loaded

Path

Path of current system

SysName

Name of current system

Units

Standard units plus units of library with respect to domain!

PathCodeArea

is current pathcode for area engineer

PathCodeExpert

is current pathcode for expert

[ stands for flag - expressed by 0/1 ( no/yes) ...

LinSisoTaskOn

Task is on (1) if a LinSiso block is currently utilised

StatSisoTaskOn

Task is on (1) if a StatSiso block is currently utilised

Steffen Kérner - University of Glamorgan
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SitbSisoTaskOn

Task is on (1) if a SithSiso block is currently utilised

NISisoTaskOn

Task is on (1) if a NiSiso block is currently utilised

LinMisoTaskOn

Task is on (1) if a LinMiso block is currently utilised

LinMimoTaskOn

Task is on (1) if a LinMimo block is currently utilised

StatMimoTaskOn

Task is on (1) if a StatMimo block is currently utilised

SettingOn
StatSisolndex

Index corresponds to tagnumber (e.g. StatSisoBIk4)

LinSisolndex

Index corresponds to tagnumber (e.g. StatSisoBlk4)

SitbSisolndex

Index corresponds to tagnumber (e.g. StatSisoBlk4)

NISisolndex

Index corresponds to tagnumber (e.g. StatSisoBlk4)

LinMisolndex

Index corresponds to tagnumber (e.g. StatSisoBlk4)

LinMimolndex

Index corresponds to tagnumber (e.g. StatSisoBlk4)

StatMimolndex

Index corresponds to tagnumber (e.g. StatSisoBlk4)

StatS|SO{1 . n} (up to n blocks can be managed)
Status

Status{1)}: (Blockstatus). empty/done/deleted(not used yet)
Status{2}: (In&OQut specification). 0/1

In
Name
Unit
U P Limit upper limit of input
LowLimit lower iimit of input
Out
Name
Unit
U lem it upper limit of output
LowLimit rower timit of output

LI nS|SO{1 . n} {up to n blocks can be managed)
Status

Status{1}: (Blockstatus): empty/done/deleted(not used yet)
Status{2}. (In&Out specification): 0/1

Status{3}: (Apriori specification). O/1

I n (not Apriori for programming reasons)

Name
Unit

Steffen Kérner - University of Glamorgan
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U pLIm it upper limit of input

LowLimit lower timit of input
Out

Name

Unit

U lem it upper limit of output

LowLimit rower timir of output
Apriori

Operation

'‘Normal’ ‘Start-up' ‘'Shut-down' 'Emergency’
ClosedLoop 0/1

Integral 0/1

Oscill 0/1

Delay check&allow 20% deviation
variant or number(then delay is specified) / none=0

Excite

'no excitation' 'Single step’ 'Series of steps’ 'Impuls' 'RBS’

Disturb
External 0/1 disturbance from extern
Measurable 0/1 can directly be measured
TestDisturb 0/1 disturbance can be used for identification
EffOut 0/1 disturbance affects output
Effin 0/1 disturbance affects input

Gain checkdallow 20% deviation

Settling checkdatiow 30% deviation

MaxActRate maximum actuator change rate

TimeUnit

‘ms' 's' ‘min' h" d ‘a’

Data

Time measurment vectors

| nput measurment vectors

Out pUt measurment vectors

ModiTime is modified by ModiSise_i or ModiData_i (offsets, delay removed, etc.)

MOdilnpUt is modified

ModiOutput is modified

Struct

OE output error (vector for orders 1:n)

Method corrtMLS/ MMLS or others

Order model order

Model iinears Wieners Hammer

SitbSiSO{1 . I"l} (up to n blocks can be managed)
Status

Status{1}: (Blockstatus): empty/done/deleted(not used yet)
Status{2): (File specification). 0/1

File

File of System Ildentification Toolbox
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N ISiSO{1 .. n} (up to n blocks can be managed)
Status

Status{1}: (Blockstatus): empty/done/deleted(not used yet)
Status{2}: (File specification): 0/1

Statindex s index of stassisosix
Ll n I n d X is index of LinSisoBlk
St ru Ct Ure wiener/ Hammer

Li I"IM |SO{1 e n} (up to n blocks can be managed)
Status

Status{1}: (Blockstatus): empty/done/deleted(not used yet)
Status{2}: (In&QOut specification): 0/1
Status{3}: (Apriori specification): 0/1

Data
Time measurment vectors
In put measurment vectors
Output measurment vectors
ModiTime is modified by ModiSiso_i or ModiData_i (offsets, delay removed)
Modiln put is modified
Mod |OUtpUt is modified
Struct

OE output error (vector for orders 1:n)
Method corrmmLs MMLS or others
Order

MOdel linear (Wiener/ Hammer- in future versions)

Li n M | m0{1 . I"l} (up to n blocks can be managed)
Status

Status{1}: (Blockstatus): empty/done/deleted(not used yet)
Starus{2}: (File specification): 0/1

Lln MISOI ndeX is vector of indexes of LinMisoBlk

StatM i m0{1 . n} (up to n blocks can be managed)
Status

Status{1)}: (Blockstatus): empty/done/deleted(not used yet)
Status{2}: (In&OQut specification): 0/1

Data
X measurment vectors
Y measurment vectors
Z measurment vector output
XM is modified
YM is modified
ZM is modified
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Inbetriebnahmeunterstiitzung bei PLS durch
regelungstechnisches CAE

St. Kérner, R. Schumann, Hannover

Zusammenfassung

Befragungen von industriellen Anwendern und Herstellern von ProzeRleitsystemen (PLS)
haben ergeben, daR der bei Planung und Betrieb von PLS praktizierte CAE (Computer
Aided Engineering) -Einsatz weder aillgemein noch in bezug auf regelungstechnische Auf-
gabenstellungen die heute bereits denkbaren Mdglichkeiten ausschopft. Es kommen weit-
gehend isolierte CAE-Inselldsungen zum Einsatz. Dieser Beitrag befaft sich aus
regelungstechnischer Sicht mit den potentiellen Méglichkeiten des CAE-Einsatzes bei Pla-
nung und Betrieb von ProzeBleitsystemen in der Verfahrenstechnik und beschreibt ein
Konzept fir ein industrietaugliches, regelungstechnisches CAE-System fur die inbetrieb-

nahme.

Schlisselwoarte: Regelungstechnisches CAE, PLS, Inbetriebnahme, CACE

EINLEITUNG

Prozeflleitsysteme sind ein wichtiger Bestandteil der Automatisierungstechnik. Aufgrund
ihrer umfassenden Funktionalitét tragen sie wesentlich zum sicheren, umweltvertraglichen

und rationellen Betreiben von verfahrenstechnischen Anlagen bei.

Eine besondere Stellung kommt der Prozefleittechnik in der Inbetriebnahmephase der
Anlage zu, in der sie die Komponenten unterschiediicher Hersteller erstmalig zu einer
Funktionseinheit verbindet. Diese umfangreiche und schwierige Aufgabe muf® Ubergreifend
pearbeitet werden, was normalerweise unter groBem Zeitdruck geschieht, da zuvor verur-

sachte Verzégerungen in der inbetriebnahmephase wieder ausgeglichen werden sollen.
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veranschaulichen. Dazu solite es mit vertretbarem Aufwand méglich sein, die herausge-
steliten Regelstrategien an einer (Teil-)Simulation des Prozesses zu demonstrieren. Der
Einsatz eines regelungstechnischen CAE-Systems ist aber nur mdglich, sofern dabei
auf simuiierbare (Teil-)Prozeffmodelle sowie simulierbare PLS-Funktionen zugegriffen
werden kann.

2. PLANUNGSPHASE: CAE fir Test und Optimierung
In der Planungsphase kénnen bei der Konfiguration des PLS mit Hilfe eines regelungs-
technischen CAE-Systems die vorgesehenen Regelstrategien simulativ getestet und op-
timiert werden. Ein derartiges Vorgehen vergroRert die Planungssicherheit und minimiert
die Inbetriebnahmezeit, da die zur Regelung notwendigen Regelstrategien ausgewahit,
simuliert und parametriert werden. Auch dazu missen Modelle von PLS-Funktionen und
Prozef vorhanden sein.

3. INBETRIEBNAHME: CAE fir Regelsystemeinstellung
in der Inbetriebnahmephase kann ein regelungstechnisches CAE-System die Einstei-
lung und Modifikation von Regelschaltungen unterstitzen, indem es Funktionen zur
ProzeRidentifikation, Simulation und fur den Regelsystementwurf zur Verfligung stellt.
Ein derartiges Werkzeug kann den Inbetriebnahmeaufwand fir regelungstechnische
Funktionen erheblich verringern und damit auch inbetriebnahmezeiten verkirzen. Vor-
aussetzung daflr ist, dal es auf den industriellen Inbetriebnehmer zugeschnitten wird,
der es einzusetzen hat.

4. BETRIEB: CAE fiir ProzeBoptimierung
im Betrieb kann ein regelungstechnisches CAE-System zur langfristigen Nachoptimie-

rung sowie zur Entwicklung und Erprobung neuer Regelstrategien eingesetzt werden.

Als wichtige Voraussetzung fur eine durchgéngige CAE-Unterstutzung aller Planungspha-

sen miissen insbesondere die folgenden Hindernisse beseitigt werden:

s Verfiigbarkeit von ProzeB- und PLS-Modellen
in den ersten beiden Phasen ist der effektive Einsatz von CACSD-Werkzeugen direkt
von der Verfiigbarkeit von Prozef- und PLS-Modellen abhangig. Wéhrend PLS-
Funktionsmodelle zumindest prinzipiell aus dem realen PLS direkt ableitbar sind, ist der
Zugriff auf Prozefimodelle ein grundsatzliches Problem, da diese Modelle von den PLS-
Herstellern vielfach noch nicht bereitgesteilt werden kénnen. Zum einen existieren far

viele Prozesse keine allgemein verfagbaren, simulierbaren Modelle, zum anderen biidet
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selbst bej theoretischen verfligharen ProzeRmodellen der Aufwand fur deren Simulation
ein erhebliches Einsatzhindernis, das nur durch den systematischen Aufbau von allge-
mein zuganglichen, standardisierten Prozefmodellkatalogen beseitigt werden kann.
Derzeit bemuht sich der GMA-Ausschuft FA5.6 um einen Lésungsansatz zu diesem

Thema.

« Ausbildung von Schnittstellenstandards

Der Einsatz regelungstechnischer CAE-Systeme und Inbetriebnahmehilfen wird durch
Probleme bei der Ankoppiung an CAE-Planungssysteme beziehungsweise an das PLS
erschwert, was nur durch Ausbildung von Schnittstellenstandards erleichtert werden
kann. So ist zum Beispiel die GMA Richtlinie VDI/VDE 3696 [2] auf der Grundlage der
IEC1131-3 [3] ein wichtiger Schritt in diese Richtung, da sie nicht nur eine hersteller-
neutrale Konfigurationssprache auch fur PLS darstellen, sondern ebenso den breiten
Einsatz regelungstechnischer CAE-Systeme in der ProzeRleittechnik férdem kann. Auch
der GMA-AusschuBl FA5.4 versucht mit einem Richtlinienentwurf fir Inbetriebnahmesy-
steme den Weg zu einer Teilldsung zu ebnen (VDI/VDE 3685, Teil 3).

Die durchgéngige Unterstiitzung der PLS-Planung durch regelungstechnisches CAE wird
durch die geschilderten Probleme zur Zeit noch behindert. Ein erster Schritt ist die industri-
elle Nutzung regelungstechnischer CAE-Systeme in der Inbetriebnahmephase, wie sie in

den nachsten Abschnitten skizziert wird.

INDUSTRIELLE ANFORDERUNGEN AN REGELUNGSTECHNISCHES CAE

Ein Industrieingenieur bendtigt eine aufgabenonentierte CAE-Unterstiitzung bei der Losung
praktischer Aufgabenstellungen, die einen Uberschaubaren Losungsweg anbietet, keine
tiefgreifenden theoretischen Kenntnisse voraussetzt und dennoch moderne, leistungsfahi-

ge Methoderi der Regelungstechnik nutzt.

Derzeit ist eine groRe Zahl regelungstechnischer CAE-Systeme am Markt erhdltlich [4,5],
die den Entwurf von Regelstrategien teilweise oder in allen Entwurfsschritten unterstitzen
(siehe auch Bild 2). Dennoch sind diese Programme wenig fur den industriellen Einsatz in

der ProzeRleittechnik geeignet, da sich gezeigt hat, da® sie Planern, Inbetriebnehmern und
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Um unndtige Iterationen in der Entwurfsfolge zu vermeiden, wird in jeder Validierungspha-
se geprift, ob die Ergebnisse fur die nachsten Schritte ausreichend sind.

Eine weitere wichtige Komponente zur Vereinfachung der Handhabung ist die Verwendung
einer aufgabenorientierten, graphischen Benutzeroberflache, wie sie bereits oben be-

schrieben wurde.

STAND DER ENTWICKLUNG

Das skizzierte Konzept eines regelungstechnischen inbetriebnahmesystems wurde in der
ersten Projektphase mit verschiedenen regelungstechnischen CAE-Programmen an La-
borprozessen mit Erfolg getestet [6]. Aufgrund der unterschiedlichen Stérken der einge-
setzten Programme wurde fiir jede Phase des rechnergestiitzten Reglerentwurfs ein

anderes Programm gewdhlt, wobei erwartungsgeméR folgende Probleme auftraten:

» verschiedenartige und schlechte Benutzerfihrung
« komplizierte Parametrierung und unzuverldssige Entwurfsergebnisse

« unterschiediiche Schnittstelien und Dateiformate

Um diese Probleme zu vermeiden, wird derzeit ein MATLAB™-Prototyp eines regelungs-
technischen Inbetriebnahmesystems entwickelt, der von der Identifikation bis zum Regler-
entwurf und -test alle Entwurfsphasen mit aufgabenorientierter, graphischer Benutzerfuh-
rung geman dem vorgesteliten Konzept unterstatzt. Nach intensiven Tests im Labor und in

der Industrie soll dieser Prototyp direkt programmiert werden.

AUSBLICK

Regelungstechnische CAE-Systeme und Inbetriebnahmehilfen besitzen far alle Planungs-
und Betriebsphasen eines PLS betrdchtliches Rationalisierungspotential. Sie kdnnen dabei

folgende Verbesserungen bewirken:

« erhdhte Planungssicherheit fir regelungstechnische Funktionen

o Verkurzung der Inbetriebnahmezeit fur Regelungen
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Voraussetzung flr ihren industriellen Einsatz sind aber:

o effiziente Unterstitzung aller regelungstechnischen Entwurfsphasen auch bei
komplizierteren Prozessen
o reproduzierbare, veridflliche Entwurfsergebnisse

* Nutzbarkeit fur industrielles Inbetriebnahme- und Betriebspersonal

Die heute erhaltlichen regelungstechnischen CAE-Softwarepakete sind im wesentlichen
auf akademische Nutzer zugeschnitten; industrietaugliche, regelungstechnische CAE-
Systeme stehen erst am Beginn ihrer Entwicklung. Die Benutzerfihrung solcher Systeme
muBd auf die Lésung der industriellen Entwurfsaufgabe zugeschnitten sein. Dabei spielen
standardisierte L8sungswege, die Verwendung vorparametrierter, robuster Methoden und

eine aufgabenorientierte graphische Benutzeroberfliche eine entscheidende Rolle.

Das hier vorgestelite Konzept far ein industrietaugliches, regelungstechnischen Inbetrieb-
nahmesystem ist ein erster Schritt in Richtung auf eine erweiterte Unterstitzung von Pla-

nung und Betrieb von PLS durch regelungstechnische CAE-Systeme.
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Abstract: The Industrial Computer Aided Identification (ICAI) toolbox for MATLAB/
SIMULINK™ is especially aimed at industrial users like process engineers or
commissioners who are not necessarily specialists in identification. In this paper the
integration of the identification functionality into a blockoriented simulation environment
by means of the ICAI toolbox is described. For SIMULINK™, ie, MATLAB™’s
simulation environment, ICAI identification blocks have been programmed, which can be
handled intuitively like other SIMULINK™ function blocks supporting a guided tour to
identification based on the simplified use of advanced identification methods and an
ergonomically designed graphical user interface (GUI). Future extensions of the toolbox
will allow identification of even nonlinear MIMO process models by making use of a set
of standard structures automatically generated utilising ICAI MIMO identification blocks.

Keywords: System Identification, Computer Aided Engineering (CAE), Process Identi-
fication, Industry Automation, MIMO, User Interfaces, Interactive Approaches

MATLAB™, which makes extensive use of a
graphical user interface providing the means for
book-keeping and comparison of different identi-
fication results. Nevertheless modern identification
tools are rarely used in the process industry, a fact
that motivated the design of the ICAI toolbox.

. 1. INTRODUCTION

Nowadays various software programs for system
identification are available. Most of these tools have
been developed by academic experts at universities
ad are usually a comprehensive collection of
dlgorithms that mostly support different kinds of

Parameter estimation. Therefore these tools are An essential starting point for this research work

txeellent test beds for identification methods but
tly heavily on the expertise of the user as outlined
by, for example, Eykhoff and Parks (1990) or Ljung
(1991).

Ongoing efforts to simplify the access to
ientification methods led to developments like the
System identification toolbox 4.0 (Ljung, 1995) for

-1611-

were interviews with potential identification users
in the process industry. From these interviews
practical problems were leamt that come along if
process model identification must be practically
applied to real size processes in the context of
control system design. It was experienced that an
identification tool is missing, which can be handled
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Short description: The Industrial Computer Aided Identification (ICAI) toolbox is
especially aimed at industrial users like process engineers or commissioners who are not
necessarily specialists in identification because it was learned from interviews in process
industry that no software tool is available supporting especially these users in a simple
way. The ICAI toolbox has been programmed in MATLAB™ and integrates the
identification functionality into MATLABT's blockoriented simulation environment
SIMULINK™ through the ICAI identification blocks, which can be handled intuitively
like other SIMULINKT™ function blocks. Once activated the identification blocks support
a guided tour to identification based on the simplified use of advanced identification
methods and an ergonomically designed graphical user interface. At the moment SISO
ICAI blocks are available for the identification of static characteristics and for the
identification of linear and nonlinear dynamic systems.

Another part of this toolbox is under development that allows to identify even nonlinear
MIMO process models by making use of a set of standard structures, which are
automatically generated utilising the ICAI identification blocks.

Keywords: System Identification, Computer Aided Engineering (CAE), Process Identi-
fication, Industry Automation, MIMO, User Interfaces, Interactive Approaches
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DEAD TIME DETERMINATION

It is always advantageous to determine process
deadtimes directly from physical considerations (transport
delays,...) and to model them in a separate deadtime model
part. Only the methods 6 and 8 allow an automatic
determination of the model deadtime. All other methods
cannot handle deadtimes directly such that a separate
procedure for the detection and separation of the deadtime
past must be applied. It is advisable to leave this task to
the user in an interactive implementation.

OFFSET CANCELLATION

All step response identification methods require the
determination of the steady state values at least of the
output and the cancellation of the initial offset. Therefore
a good offset cancellation must be a prime concem also
for step response identification. For an interactive
identification procedure the user may be asked to specify
the offset manually. For an automated identification
procedure the mean of the output signal may be calculated
before applying the input step change and after the settling
of the output.

CONCLUSION

Table based step response identification methods are
based on the proper detection of few characteristic values
and can easily produce simplified models with limited
model complexity and accuracy. They are especially
suited for the manual evaluation of step responses.
However, the implementation of these table based
methods requires a reliable detection procedure for the
characteristic values which may cause problems in the
presence of noise. Numerical methods can evaluate the
complete step response data set and can therefore produce
also more complex models, however, the accuracy of the
identified models depends on the quality of the step
response data sets which in the presence of noise should
be improved by proper application of prefiltering
techniques too.
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ABSTRACT

One important aspect in developing new identification
techniques for industrial users must be the simple and
robust applicability. The paper proposes the combination
of the MMLS method with correlation techniques to the
CotMMLS method thus allowing unbiased estimates also
in the presence of arbitrary stationary disturbances with
zero mean. The CorMMLS method can be used as base
for solving practical problems that make identification
difficult for inexperienced users. Solutions are outlined for
the determination of the model structure, for the detection
of deadtimes and for the automatic compensation of
offsets.

Keywords: identification, least squares method, multiple
order models, correlation

INTRODUCTION

Nowadays several approaches to process modelling
are available, but since the development of conventional
theoretical models proved to be time consuming and
expensive the advantages of experimental identification
methods for already existing processes are obvious.
Although the identified models are valid only in the
analysed operating range and do not necessarily comprise
physically relevant parameters they are in most cases
appropriate for control design. The least-squares (LS)
method originally developed by Gauss in 1809 is widely
used as 2 basic identification tool for parameter estima-
tion, especially for discrete time models (e.g. [11, 2D

Nevertheless the direct implementation of this method
suffers from various numerical problems e.g. if the input
signal excitation is small, the computer accuracy is low or
the model is overparameterised. Numerical robustmess can
be improved by the application of square root filtering
techniques (see e.g. [3]). Particularly the QR decompo-
sition method represents a good compromise between
numerical performance and algorithmic complexity.
Furthermore the LS estimator has been improved
introducing order recursive structures, which allow the
parallel estimation of models from order 1 to n (where n 1s
the maximum order regarded) with mimmum compu-
tational load. A combination of square root filtering using
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the QR decomposition with an order recursive estimation
scheme has been proposed in [4] and called the multiple
model] least square (MMLS) estimation method.

To gain better properties for LS estimation in the
presence of noise many modifications have been proposed
like the generalised LS (GLS), the extended LS (ELS) or
the instrumental variable (IV) method, all of which can be
easily incorporated into the MMLS estimator in order to
minimise the estimation bias (see e.g. [2]). Another way to
reduce the bias caused by noise is the use of correlation
techniques in a two-step procedure as proposed by
Isermann [3]. In the first step a nonparametric model in
form of correlation functions is identified without the need
for initial guesses conceming model structure and
deadtime. In the second step the paramnetric model is
identified from the correlation functions.

In this paper the combination of correlation
techniques with the MMLS method is proposed. The
resulting two-step method is called CorMMLS
(correlation multiple model least square) that yields
unbiased estimates also in the presence of coloured noise.

Modifications and extensions of the CorMMLS
method are outlined to solve practical application pro-
blems with respect to identification in closed loop, model
order and deadtime detection and offset cancellation.

THE MMLS ESTIMATION METHOD

This section briefly reviews the basic properties of the
MMLS estimation method [4]. Assurne that the process
behaviour under investigation can be described by the
following linear discrete time difference equation:

y()+ayt-D+...+ a,y(t—n)
=buft—d =) +..+bu(t-d—n)+n{)

Here y(t) and u(t) represent the process output and input
signals respectively, n(t) is a coloured noise signal with
zero mean, a,b; (for 1 = 1,...,n) are the model parameters
and d is the discrete deadtime. For a simplified description
of the MMLS method the deadtime is assumed to be zero
(d=0). Then the augmented data vector can be constructed
from the measurement data with the inputs and outputs
paired together as follows:

(1)

w(t) = [—y(t —n),u(t = n)...— vt = 1),ulr - 1),—)1([)]7 (2)




Obviously this vector differs from the conventional
;§ data vector with its grouped elements {y(-),u(-)} and
g inclusion of the current process output y(t). This
pecial structure is the basis of the MMLS approach
Jowing its order recursive nature, which means that the
gleulation of models starts with the lowest order mode]
pd continues by calculating the higher order models
uccessively. The augmented data vectors are grouped to a
gtix to which the QR decomposition is applied as

follows
v’ (1)
T
2
v P or-op,v, 3)
v ()]
ph Q as an orthogonal matrix and R as an upper
pmgular matrix. The diagonal matrx D, and the unit
pper triangular matrix U. are obtained by further

komposition of R utilising the Housholder transfor-
ption as outlined in [5]. Applying finally

U@ =0,

D(x) =D’
»upper triangular parameter matrix U(t) contains all
eters of the models from order 1 to n shown in
5). The matrix D(t) contains the corresponding loss
kctions for the estimated models.

(4)

YO + &, y(t = 1) = bu(z — 1)
W)+ =1) + &, (1 - 2) = bu(t-=D)+bu(t-2) (5

W+ dp(t=1) + ..+ &, 30t = n) = bu(t = 1) + ...+ b,u(t ~ n)

It computational effort needed for the calculation of all
blels including the corresponding loss functions is
uimately the same as needed for the calculation of
single model of the highest (i.e. the n™) order in the
Mitional way .

E CORRELATION MMLS METHOD

The estimates of LS methods are generally biased if
¥ noise signal n is not white noise. In order to get an
bizsed estimate for general zero mean disturbance
Pls the MMLS method can be combined with
Melation techniques. The following considerations are
Micted to open loop measurement data with zero mean
“Qured noise n which is statistically independent from
kinput test signal u.

With a stationary (pseudo-)random input test signal
tollowing correlation functions can be defined

N

6, (1) = fim —==> ule = 1) () (©

$.(1) = )lviﬂx%l-gu(t ~-)u(t) (7)

1 being discrete.
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For a finite number of samples the correlation
functions can be estimated by:

- ] X
By (7) = ;ua - 7) (1) (8)
R 1 N
Pu () = ;u(r - T)u(?) (9)

If the difference equation of the process mode]
(equ. 1) is multiplied by u(t-t) and summed up over time
the following equation for the correlation function
estimates arises:

gguy () + algz;uy(r-l)+...+ angguy(r—n)

. ) ) (10)
=bd,, (F-d-D+..+b4 (r-d-m+d ()

where the last term represents the estimated correlation of
wmput signal and noise. According to the assumption that
the input signal u is independent from the noise signal n
the following holds:

lim §,,(z) = 0 (11)

This means that the influence of the corresponding
estimated crosscorrelation function in (equ. 10) disappears
with increasing N. This effect is shown in the simulation
example, see table 1.

It is now straigthforward to determine the model
parameters from (equ. 10) using the MMLS method. For
this purpose a modified augmented data vector can be
constructed as follows:

o) =[-4, (r=n)., (= -n)

s (T 0.8, (=04,

This vector corresponds to the augmented data vector
as outlined above in (equ. 2) such that the MMLS method
can be applied directly utilising correlation functions
instead of measurement data. In this context correlation
can be interpreted as a special prefiltering technique that
removes the influence of zero mean disturbances.

The information necessary for the estimation
procedure is contained in those crosscorrelation values
that are significantly different from zero. The selection of
relevant correlation function values reduces the number of
data for the estimation. Due to the distinct shape of the
crosscorrelation functions as shown in Fig. 1 two limits P
and M (with M 2 1 2 -P) may be determined that are valid
for the crosscorrelation and autocorrelation function
determining the relevant data for the estimation.

T T + T T T
3 L Y J
uy: . .
L ¢Y. .
e .
L e -
[ H LY
- °® ; - AT PPN

-P 0 M
T —>

(12) -

Fig. I Limits P and M for crosscorrelation function



MODIFICATIONS AND EXTENSIONS

The previous chapter has introduced the CorMMLS
method for the case of open loop identification with a zero
mean noise signal that is statistically independent from the
mput signal. Furthermore for simplicity the discrete
deadtime d has been assumed to be zero. In practical
applications, however, processes with deadtimes have to
be identified in closed loop frequently. Furthermore the
measured input and output signals may contain offsets
which have to be cancelled before the application of the
estimation algorithm. In the following some solutions for
the described problems are outlined which can ease the
practical  application of the CorMMLS method
considerably.

CLOSED LOOP IDENTIFICATION

It can be shown that the CorMMLS method can be
spplied with similar results also for closed loop
identification if an additional (pseudo) random test signal
ur (which is statistically independent from n) is fed to the
process input in addition to the controller output. If the
correlation functions are built in the closed loop case
using ur instead of u the same properties hold with respect
to noise elimination as discussed for the open loop case.

MODEL ORDER AND DEADTIME ESTIMATION

In the original version the MMLS method allows the
parallel estimation of models of different orders. The
scheme, however, can in principle be extended also to
talculate in parallel models with different orders and
different deadtimes including the corresponding loss
functions. These can be used as base mot only for an
wtomated detection of the appropriate model order but
also for the selection of a proper deadtime by selecting a
good compromise between model complexity and loss
either manually or by an automated procedure.

OFFSET CANCELLATION

In practice it is wise to care for the offsets and steady
state values of the measured absolute input and output
signals implicitly. These are defined as

YO =y(t)+Y, and U@ =u@®)+U, (13)

A practical way to get rid of the steady state values is to
calculate the first difference of the measured signals

AY(t)y=Y(@)-Y(t-1)
={(1) + Yoo - [yt =) + Yo, ]
= Aay(7)
and to use the first differences of input and output signal
for the identification procedure. This is possible as the

model (equ. 1) holds also for the first differences and for
tie corresponding correlation functions.

SIMULATION EXAMPLE

In order to illustrate the behaviour of the CorMMLS
Bethod in the presence of coloured noise simulation
Mudies were done comparing the performance with the
original MMLS in open loop. The oscillating process of

(14)
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2" order is defined as

Y@ =15y =1 +0T7y(t=2) =u(r—1) + 0.5u(t - 2)
with a sampletime of T, = 25 and different experiment
durations. The disturbance is a coloured noise with 2 noise
to signal ratio of 0.2. Selected simulation results are
shown in table 1. The order was determined automatically
for both methods resulting in the true mode] order.

method N 4, a, b, b,
MMLS 500 -1.442 0.652 1.064 0.557
CorMMLS | 500 -1.503  0.701 1.088 0.398
MMLS 1500 -1.448  0.657 0.995 0.600
CorMMLS | 1500 -1.506  0.707 1.003 0.496
model parameters J -1.5 0.7 1.0 0.5

Table 1. Comparison of MMLS and CorMMLS in the presence of noise

It can be seen that the CorMMLS has no problems to
cope with coloured noise if the data sequence is
sufficiently large.

CONCLUSION

The combination of correlation technique with the
MMLS method results in a two-step method with good
numerical properties for the estimation of parametric
discrete time models. The concurrent estimation of
multiple models makes this algorithm especially appealing
if order and deadtime of the model are unknown. It has
been shown that the MMLS method is numerically more
reliable, more efficient and never worse than the LS
estimates [4]. The presented CorMMLS method leads to
unbiased estimates also in the presence of a zero mean
noise signal as long as the input test signal applied in open
or closed loop is statistically independent of the noise. The
CorMMLS method has been successfully integrated into a
software-tool for industrial computer aided identification
that integrates the identification task into a blockorented
simulation environment in an userfriendly way [6].
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Industrietaugliche Identifikation mit ICAI

S. Korner, Hannover

Zusammenfassung: In diesem Beitrag wird das Konzept eines industrietauglichen rechnergestiitzten
identifikationswerkzeugs erlautert, das die Erzeugung mathematischer Prozemodelle aus experi-
mentell gewonnenen ProzelRdaten mit vertretbarem Aufwand ermsglicht. Die industrial Computer
Aided Identification (ICAl) Toolbox wurde exemplarisch als eine neue SIMULINK™ Bibliothek zur
Unterstitzung der Identifkationsaufgabe unter MATLAB 5.1/ SIMULINK 2.1™ entwickelt. Die wesent-
lichen Elemente sollten aber prinzipiell in jede blockorientierte Simulationsumgebung integriert
werden kénnen. Ein wesentlicher Ansatz der ICAl Toolbox ist die Bereitstellung von drei
Benutzerebenen, die je nach Wissensstand der Anwender vergeben werden kénnen. Somit kénnen
sowohl Experten als auch unerfahrene Anwender bei der identifikation von (Teil-YModellen innerhalb
einer blockorientierten Simulationsumgebung zielgerichtet unterstutzt werden.

Schiisselworte: RT-CAE, CACE, Identifikation, Industrieorientierung

EINLEITUNG

In der chemischen Verfahrenstechnik vertraut man immer noch darauf, dafy PID-Regler bei
gleichermafen einfacher wie auch durchsichtiger Funktionalitat fir mindestens 95% aller
Anwendungsfalle ausreichend seien. Nach Hahn und Néth [1] fuhrt diese Praxis in der
chemischen Verfahrenstechnik jedoch mitunter zu so schlecht eingestellten Reglern, dal®
Anlagenfahrer bei Stdrungen gezwungen werden, die Regelung in Handbetrieb zu nehmen -
ein Zustand, der zu Lasten der Produktqualitit geht, wertvolle Arbeitskraft kosten und zu
unsicheren Betriebszusténden fuhren kann. Zudem werden verfahrenstechnische Prozesse
immer weiter vermascht, um mit einem Minimum an Ressourcen arbeiten zu kénnen. Da
aber aufgrund der Komplexitat vermaschter Prozesse eine Handregelung nur schlecht
moglich ist, empfiehit sich der Einsatz regelungstechnischer CAE (Computer Aided Engi-
neering) Systeme, die die Auslegung komplexer Regelsysteme unterstitzen (Bild 1).

Notwendige Voraussetzung zur Anwendung modemer regelungstechnischer CAE-Systeme
ist ein Prozeftmodell, das das dynamische Verhalten des Prozesses in dem
betriebsrelevanten Arbeitsbereich beschreibt. Dabei wird das Modell um so komplexer sein,
je grofler der Arbeitsbereich gewahit wird, weil dann verstarkt nichtlineare und
Kopplungseffekte auftreten kénnen, die bei der Reglersynthese berlicksichtigt werden
mussen. Da in diesen Fallen lineare PID-Einzelregler nicht mehr ausreichen und eine
Auslegung nichtlinearer vermaschter Regelsysteme auf heuristischem Wege wenig
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modellentwicklung auf Grundlage von Prozefdaten auch fiur Mehrgréfienprozesse mit
Nichtlinearitaten erlauben. Dabei muB die Softwareoberflache dem vorhandenen
Anwenderwissen angepaldt sein. Fur unerfahrene Anwender missen Standardidsungswege
bereitgestellt werden, die so unkompliziert und robust wie moglich sind. Zudem ist es
erforderlich, die Identifikationsaufgabe direkt in ein CAE-System zu integrieren und nicht ein
losgeldstes Werkzeug zu schaffen, das zusatzlichen Schulungsaufwand erfordert.

Mit der ICA! Toolbox sind robuste Verfahren zur Systemidentifikation exemplarisch in
MATLAB™'s blockorientierte Simulationsumgebung SIMULINK™ eingebettet worden. Das
mit jeder Identifikationsaufgabe automatisch aktivierte /CAI Projekt sorgt fur eine
benutzerabhangige Programmsteuerung, die so gestaltet wurde, dalt die Anwendung der
bereitgesteliten Verfahren besonders einfach und intuitiv ist. Weitere ausfihrliche
informationen zu der ICAl Toolbox sind ber Internet erhéitlich [7].
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EXTENDED ABSTRACT

In this paper the concept of an industrial CACSD (computer aided control system design)
system is outlined which is geared at making available efficient theoretical control system
design methods to the process industry. After discussion of general requirements the focus is
set on the ICAC (Industrial Computer Aided Control) toolbox developed for

MAT-LABISIMULINK ™. This toolbox is aimed at industrial users like process engineers or
corn-missioners who are not necessarily specialists in control system design. The ICAC
toolbox provides specific methods for the design of linear and nonlinear single and
multivariable control systems composed of industrially available flinction blocks such as PID
controllers and typical nonlinear characteristics. Furthermore it allows simplified optimisation
of arbi-trary industrial control schemes. The ICAC user interface supports 3 user levels with
different degrees of flinctionality adapted to the user's knowledge.
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Abstract: In this paper the concept of an industrial CACSD (computer aided control svstem
design) system is outlined which is geared at making available efficient theoretical control
system design methods to the process industry. After discussion of general requirements the
focus is set on the ICAC (Industrial Computer Aided Control) toolbox developed for MAT-
LAB/SIMULINKTM, This toolbox is aimed at industrial users like process engineers or com-
missioners who are not necessarily specialists in control system design. The TCAC toolbox
provides specific methods for the design of linear and nonlinear single and multivariable
control systems composed of industrially available function blocks such as PID controllers
and typical nonlinear characteristics. Furthermore it allows simplified optimisation of arbi-
trary industrial control schemes. The ICAC user interface supports 3 user levels with different
degrees of functionality adapted to the user’s knowledge. Copyright © 1999 IFAC

Key Words: CACSD, Industrial Engineering, Process Industry

1. INTRODUCTION

The design of complex control systems for industrial proc-
esses is in general still based on experience and trial and er-
ror rather than on systematic process analysis and control
system design. Typically control systems in the process in-
dustry comprise either single PID control loops with clear
association of the process input and controlled signal (c.g.
heating and temperature) or standard control schemes de-
veloped by intuition through the years (e.g. cascade contro}
using an underlying flow control loop). Although many of
these control schemes seem 1o work rather satisfactorily, in
most major control systems several poorly tuned or
switched off controllers are encountered leading to unsatis-
factory process behaviour or manual operation of the proc-
ess (Hahn and Noth, 1997). With increasing demands on
process efficiency, product quality and environmental com-
patibility the need for better control and process optimisz}—
tion leads to the question of how the potential of systematic

Copyright 1999 IFAC

process analysis and controller design methods developed
by control theory over the last decades can be made avail-
able to the industrial control engineer to better the situation
described. One of the possible answers is the use of indus-
trial computer aided control system design tools tailored to
the control design tasks and knowledge level of industrial
engineers. The aim is to hide the complexity of theoretical
methods under an industrial user interface and to adapt the
design results to the realisation means in industrial process
control systems.

2. INDUSTRIAL CACSD ENVIRONMENT

Most available CACSD systems have been developed in
and for an academic environment. These systems serve
mostly as testbeds for newly developed control methods
providing a variety of methods and high degrees of freedom
for the tuning of the methods. An industrial user, however,
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Abstract: During the last decade a variety of academic CACSD tools has been developed which allow the experimental use
of computer aided process identification and controller design methods by academic experts. This paper proposes a new ap-
proach for the design of an industrial CACSD tool which is tailored to the requirements and abilities of industrial users in
the process industry. The approach is based on a standardized CACSD procedure and a process model evolution scheme
which simplify thc usc of CACSD mecthods under industrial conditions and relieve the industrial nonexpert user from the

unnecessary theoretical load of academic CACSD programs.

Key Words: Industrial control; CACSD; identification; controller design

1. INTRODUCTION

Today a large number of CACSD (Computer Aided Con-
trol System Design) programs is available on the software
market supporting more or less all CACSD phases like
process identification and modeling, controller design,
system simulation and analysis (Schumann, 1989). How-
ever, most programs are of academic origin providing
analysis and design methods and tools developed in and for
an academic environment. Now, in the process industry
controller design tasks have to be solved by the process and
control engineer for complex multi-input multi-output
(MIMO) processes. Using academic CACSD programs for
the solution of these design tasks will lead in general to
mathematically complex process models and to the use of
powerful theoretical controller design methods which,
however, can be understood and handled only by academic
control experts - even if the CACSD program is equipped
with a sophisticated user guidance system as described in
(Meier zu Farwig and Unbehauen, 1991). Moreover, most
of the user interfaces of academic CACSD tools were de-
signed to enable extensive tests of various algorithms and
methods but do not support efficicntly the solution of stan-
tard industrial controller design tasks.

This paper presents an industrial CACSD scheme which is
tailored to the needs of the control engineer in the process
industry. The design is based on numerous discussions
with technicians and engineers in the process industry
(Bayer, PreussenElektra) and in companies providing
process control engineering, equipment and/or systems for
this industry (Hartmann&Braun, Siemens). The industrial
CACSD scheme is streamlined to support the industrial
user on his traditional controller design path. It enables a
more efficient and reliable solution for industrial controller
design tasks than by purely manual design. The scheme
includes:

1. a model evolution scheme for the adaptation of the
process model complexity to the practical requirements
and

2. the definition of a standardized CACSD procedure.

The paper is organizcd as follows: In the next section the
traditional approach to control system design is outlined as
it is still practised in the process industry today. Then the
paper focuses on both components of the proposed indus-
trial CACSD scheme, i.e. the model evolution strategy and
the standardized CACSD procedure. An extensive design



example illustrating the proposed industrial CACSD
scheme will conclude the paper.

2. INDUSTRIAL CONTROL SYSTEM DESIGN

Practical control system design in process industry is
mostly based on a rather rough description of the typically
MIMO process. An example for this is shown in Fig. 1
where a steam generator is represented by a simple flow
chart in which 6 measurement points (process outputs) and
4 manipulation points (process inputs) and 7 PID
(Proportional plus Integral plus Differential) control blocks
can be detected.

¢

Fig. 1. Steam generator process

2.1. Simple SISO Approach for MIMO Processes

For many technical MIMO processes as for this steam gen-
erator standard control schemes (often complicated and
nonlinear) are in use which have been developed by gen-
erations of process and control engineers in an intuitive
way. However, without such a standard control scheme the
starting point for practical controller design is in general
the simplifying assumption that it is sufficient to split the
MIMO process into independent SISO (Single-Input Sin-
gle-Output) subprocesses by associating each process out-
put to be controlled to the process input with the greatest
influence on it. For each of these independent SISO main
l/O paths a separate PID controller is implemented on the
basis of rather rudimentary process informations like rough
estimates for process gain and dominant time constant or
possibly (and this is already looked at in industry as ad-
vanced time consuming and expensive procedure) based on
step response experiments. The scparate PID controllers
arc tuned by human expert knowledge - or better, the ex-
perienced industrial engineer just knows how to tune such
A process by rules of thumb or by intuitive optimization.
The restriction to PID controllers results from the fact that
in industry these controllers are still standard. More ad-
vanced control algorithms like state controllers, discrete
tontrol algorithms or multivariable controllers are usually
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not available as standard function blocks in industrial con-
trollers - and also not necessary to the understanding of the
industrial control engineer because the functionality of
these controllers is too complicated and difficult to tune.

2.2. Intuitive Extension of the simple SISO Approach

For 90% of industrial control design tasks the simple SISO
approach with separate PID controllers is sufficient. Only
if this approach fails due to unacceptable control perform-
ance a decper process analysis is done by intuitive means
in the sense that observed changes in process gains and
time constants or coupling effects between the SISO sub-
systems are now taken into account for the controller de-
sign in addition. Then the beforehand strictly separated
SISO control systems are supplemented with compensating
elements to cope for the observed effects. So for the com-
pensation of changing process gains a gain scheduling
scheme is often used for the corresponding PID controller
and crosscouplings between SISO subsystems are compen-
sated by adding feedforward compensators etc., where all
these measures are done more or less in the same intuitive
way as for the design of the SISO PID controllers them-
selves. By time a complicated industrial control scheme
may develop as indicated in Fig. 1 for the steam generator
which may even contain such nonlinear elements like
multiplication and division of signals, min/max-selection
etc. and which is difficult to analyze theoretically.

In the next section, an industrial CACSD scheme for in-
dustrial controller design is described which is streamlined
to the above described approach in the process industry and
intended to make it more systematic and transparent.

3. INDUSTRIAL CACSD SCHEME

The proposed industrial CACSD scheme is based on two
principles:

1. a model evolution scheme which includes four standard
control system structures yielding the simplest solution
with acceptable control performance and

2. astandardized CACSD procedure with reduced degrees
of freedom with respect to process model and controller
structure selection.

3.1. Model Evolution Scheme

The practical design path for industrial control systems as
described above is starting with the simplest control system
structure, i.e. separated SISO subprocesses controlled by
individual PID controllers and extended to more compli-
cated control schemes for compensation of process non-
linearities or coupling effects only in case the simple
solution does not work sufficiently. The proposed indus-
trial CACSD scheme follows this principle by defining a






model evolution scheme. This model structure can be
gained either by supplementing the Nonlinear SISO model
with nonlinear coupling I/O paths (each of which contain-
ing a linear dynamic and a nonlinear static block) or by
extending the Linear MIMO block by nonlinear static
blocks at each input (or output) of the model as shown in
Fig. 6. In this casc the corresponding controller structure is
defined by extending the controller structure of the Linear
MIMO model by nonlinear static compensation blocks at
the process inputs, see Fig. 6.

3.2. Standardized CACSD Procedure

The standardized CACSD procedure is applicable to each
of the above described models and described here for the
case that the process model is generated by process identi-
fication from cxperimental data. The CACSD proccdure
can be split in three main CACSD phases, see Fig. 7.
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Fig. 7: Standardized CACSD Procedure

PHASE [: Process Modelling. As first step in the standard-
ized CACSD procedure the process model is to be gener-
ated in the computer from experimental data. For the above
specified 4 process model structures only twe different
CACSD tools are required:

1. an identification tool for generation of a linear dynamic
SISO or MISO model from experimental data and

2. an identification tool for the determination of static
characteristics in the SISO and MIMO case.

In case of the linear models the application of the first
CACSD tool will lead directly to the required model. In
case of the nonlinear models the static characteristics have
to be determined first making use of the second CACSD
tool; then by precompensating the model nonlinearities by
their respective inverse the linear dynamic blocks are
identifiable using the first CACSD tool. For validation of
the process models graphical inspection is proposed allow-
ing also an incxperienced user the detection of bad modcls
by comparison of experimental and simulated data (in the
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future also other 'quality' measures will be used). In case
that no good correspondence between experimental and
simulated data can be achieved with the used process
model structure Phase I of the CACSD procedure has to be
repeated with the next more complex process model struc-
ture.

PHASE II: Controller Design: As shown in Fig. 3 to Fig. 6
the process model structure found in Phase I is directly re-

flected in the associated control system combined from:

1. linear single variable PID controller blocks tuned for

the linear dynamic part of the associated main I/O path

nonlinear static blocks defined as inverse blocks of the

corresponding process modecl nonlinearities and/or

3. linear feedforward compensating blocks tuned to reduce
effectively the crosscoupling effects.

2.

The tuning of the linear PID controllers and the feedfor-
ward compensating blocks can be done easity by numerical
optimization in appropriately separated control subsystem.
The predicted control system performance is checked by
simulation of the complete control system with process
model and controller, however, as the complete control
system has been designed to cope only for the modeled ef-
fects only direct design errors can be dctected which may
accordingly be corrected by just repeating Phase II.

PHASE [I: Controller Implementation: The implementa-
tion of the designed control system is a nontrivial task not
only duc to possibly unmodelled process model parts but
also due to potential differences between the controller
elements used in the simulation in Phase II and the ones
really applied to the process with industrial control sys-
tems (modified PID algorithms, limiters, anti windup
schemes etc.) which have to be taken into account. The
crucial validation of the complete controller design is thus
based on the comparison of the real control performance
with the simulated one reached in Phase I1. In case that the
control performance at the real process is not sufficient and
differs obviously from the simulated one the standardized
CACSD procedure has to be repeated from Phase 1 with
the next more complex process model structure.

4. PROTOTYPE REALIZATION OF THE INDUS-
TRIAL CACSD SCHEME

4.1. Nonlinear MIMO Pilot Plant

The scheme of the nonlinear two input two output pilot
plant is shown in Fig. 8 Its main component is a semi-
closed water tank filled with water by the waterpump (No. 1
of Fig. 8) and with air by thc airpump (No.3 of Fig. 8).
Two valves, one for water level and one for air pressure
(No.2 and 4) allow to adjust the operating point of this
plant. Valves 5 and 6 provide the means to generate de-






Nonlinear SISO model. This was the first try to reduce the
observed oscillation effects in the Linear SISO case. The
simulated control system behaviour is identical to the lin-
ear SISO case (besides a change in the control signal scales
due to the transfer of the process gains from the linear dy-
namic to the nonlinear blocks). However the real control
performance becomes much better with respect to the oscil-
lation effects observed in the first try, see Fig. 9. This is
obviously due to the modeling and compensation of the
process nonlinearities. Nevertheless the differences be-
tween simulation and real time results indicate still the
existence of unmodelled parts in the process model and the
observed real time control behaviour was not accepted.

Nonlincar MIMO model. To improve the results of the
nonlinear SISO case the nonlinear MIMO model was tried
(The linear MIMO approach was omitted due to the obvi-
ous existence of model nonlinearities). The comparison of
the simulated control system with the realtime control ex-
periments showed a much better coherence than in the first
two cases. Furthermore, the crosscoupling effects are
clearly reduced compared to the simpler process models,
see Fig. 9. So the overall performance was accepted and
the industrial CACSD scheme came to a successful end.
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Fig. 9. Comparision of simulated and real process behav-
iour
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5. SUMMARY (CACSD ASPECTS)

The proposed industrial CACSD scheme was designed for
the solution of practical controller design tasks in the proc-
ess industry. The combination of a standard model evolu-
tion scheme (from linear SISO to nonlinear MIMO) with a
standardized CACSD scheme (including process identifi-
cation, controller design and implementation) simplifies
the CACSD procedure for the industrial user and allows a
simple adaptation of thc control system complexity to the
practical requirements. The prototype application to a labo-
ratory plant demonstrates the principal feasibility of this
approach. Other applications, e.g. to climate plants, have
shown similar results. However, it is clear that the pro-
posed industrial CACSD schemie in its basic version has its
limits with respect to the used model structures which have
been selected to support rather the practized industrial de-
sign process than to fulfil theorctical conditions. So, future
work will concentrate on the refinement of the scheme
with respect to the use of alternative process model struc-
tures and an early detection of undermodeling. Also the
use of alternative conirol structures oriented at more re-
fined process model structures will possibly require other
tuning procedures. Moreaver. the prototype realization
using a variety of different CACSD tools has to be replaced
in the future by a new industrial CACSD tool realizing ef-
ficiently the outlined industrial CACSD scheme with a
user interface designed for the industrial user.
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