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Abstract

Charles [heagwara, Ph.D., University of Glamorgan, October 2004. The Effectiveness of
Intrusion Detection Systems.  Advisor: Dr. Andrew Blyth.

This study investigates the following hypothesis: “The effectiveness of intrusion
detection systems can be improved by rethinking the way the IDS is managed and by
adopting effective and systematic implementation approaches.

This submission introduces the work done to show the validity of this hypothesis. It
demonstrates its practicability and discusses how different technical factors; local
environmental (systems/network) factors; implementation and management factors affect
intrusion detection systems effectiveness.

We conduct studies on intrusion detection systems to expand our knowledge of their
basic concepts, designs, approaches and implementation pitfalls. We analyze
implementations of the major intrusion detection systems approaches/products and their
inherent limitations in different environments.

We discuss the issues that affect intrusion detection systems effectiveness and explore the
dependencies on several components, each of which is different and variable in nature.
Then, we investigate each component as a separate and independent subhypothesis.

To provide evidence in support of the hypothesis, we conduct several studies using
different approaches: experimental investigations, case studies, and analytical studies
(with empirically derived arguments).

We develop methodologies for testing intrusion detection systems in switched and gigabit
environments and perform tests to measure their effectiveness against a wide range of
tunable parameters and environmentally desirable characteristics for a broad range of
known intrusions. The experimental results establish the impact of deployment
techniques on intrusion detection systems effectiveness. The results also establish
empirical bandwidth limits for selecting appropriate intrusion detection
technologies/products for highly scalable environments.

Through case studies, we demonstrate how management and implementation methods
affect intrusion detection systems effectiveness and the Return on Investment.

Finally, in our analytical work we illustrate how systems configuration settings and local
security policies affect intrusion detection systems effectiveness.

Together, the results provide the evidence in support of the hypothesis and, hence, we
contribute to the existing body of knowledge by suggesting and demonstrating the ways
to improve the effectiveness of intrusion detection systems.
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Chapter 1. Introduction

1 Introduction

The effectiveness of intrusion detection systems (IDS) is dependent on many factors
including an organization’s implementation strategy; and how well the management of
the IDS technology helps the organization achieve the tactical and strategic objectives it
has established.

This assertion is the thrust of this research and in this submission overview, | will
summarize the work done to show its validity.

Prior to reviewing the studies, the overview presents background information on intrusion
detection systems (IDSes) in Section 1.1 and review of the problems with IDS
implementations in Section 1.2. The “hypothesis” will be presented Section 1.3 and the
research approach in Section 1.4. The organization of the document will be outlined in
Section 1.5.

1.1 Background

The following background information will help the reader understand the mission,
historical evolution, techniques, architecture and implementation of IDSes.

1.1.1 The IDS Mission

Intrusion detection system is a security technology that attempts to identify and isolate
“intrusions" against computer systems, i.e. the IDS monitors computer systems and
network traffic and analyzes that traffic for possible hostile attacks originating from
outside the organization and also for system misuse or attacks originating from inside the
organization. Given the above, the main task of the IDS is to defend the computer system
by detecting and possibly repelling attacks to it.

Intrusion detection systems evolved due to the lack of intrusion prevention systems (IPS:
defined as in-line products or systems that focuses on identifying and blocking malicious
network activity in real time) and the following issues:

e [t is impossible to build a completely secure system in today's software
development environment because the programming languages and operating
systems used for development and implementation introduce a number of security
flaws [1]. These security flaws are difficult to detect and intruders can use these

flaws to bypass existing security mechanisms.

e There is usually a transition period measured in decades (in terms of security)



during the replacement of a large number of operating systems and applications
with more secure ones.

» Existing cryptographic systems are not completely secure and have exploitable
weaknesses for a determined and resourceful intruder. The best cryptographic
system offers no protection against lost or stolen keys or poorly chosen
passwords.

e There is an inverse relationship between the level of system security and user
efficiency. As system security increases, user efficiency decreases. A completely
secure system, with existing security techniques, is practically unusable.

« Finally, a secure system may still be vulnerable to an insider misusing their
privileges.

1.1.2 Historical Evolution

Historically, the evolution of IDSes followed a systematic and sequential order of events.
The concept of IDS evolved in 1980, when James Anderson first proposed that audit
trails should be used to monitor threats [2]. Prior to this, the importance of audit trails
on data was not evident as all the available system security procedures were focused on
denying access to sensitive data from an unauthorized source. Following Anderson’s
suggestion was a proposal in 1987 by Dorothy Denning on the development of an
Intrusion Detection System abstract model [ 3]. In effect, the abstract model was the
first to propose the concept of intrusion detection as a solution to the problem of
providing a sense of security in computer systems. Industry watchers saw the model as
more of a retrofit approach, in comparison to the traditional proactive methods of
encryption and access control.

Following Denning’s proposal were a series of efforts to come up with an enhanced
model and prototypes. Teresa Lunt et al. in 1988 refined Denning’s model by creating
IDES (Intrusion Detection Expert System) [4] designed to detect intrusion attempts
against a single host. In 1995 an improved version called NIDES (Next-generation
Intrusion Detection Expert System) [ 5]was developed. Other systems include the
Haystack system [ 6] developed in 1988 to assist Air Force Security Officers detect
misuse of the mainframes used at Air Force Bases, and in 1989 MIDAS (Multics
Intrusion Detection and Alerting System) [ 7] developed for the same reasons, but for the
National Computer Security Center's Multics mainframe. Wisdom and Sense [ 8] was
developed in 1989 from the Los Alamos National Laboratory, and Information Security
Officer's Assistant (ISOA) [ 9] from Planning Research Corporation.

The nineties saw a phenomenal increase in the scope and breadth of research and
development of IDS technologies. Among these was the introduction in 1990 of a new
concept - Network Security Monitor (NSM), now called Network Intrusion Detector or
NID [10]. NID examines suspicious behavior by passively monitoring the network traffic
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principle (where small autonomous modules are organized on a per-host basis across the
protected network [19]) is employed. In this case, the role of the agent is to monitor and
filter all activities within the protected area and — depending on the approach adopted —
make an initial analysis and even undertake a response action. Also, IDS can employ
more sophisticated analysis tools to aid with the detection of decisive distributed attacks
[20] with the agent roaming across multiple physical locations. Thus, agent type factors
into the implementation scheme when introducing new policies in response to new types
of attacks [21] and IDS agent-based solutions also use less sophisticated mechanisms for
response policy updating [22].



1.2 Problems with Existing Intrusion Detection Systems

This brief review serves to inform the reader of the magnitude, scope and nature of the problems
that diminish the IDS effectiveness.

There are several unique obstacles that limit the performance effectiveness of commercially
implemented IDS products. Primarily these are:

[ssues with variant sighatures,

Excessive number of (false positives and negatives) alerts,
Data overload,

Scalability issues,

Issues in Large-scale deployment,

Difficulties in switched environments,

Cost-effectiveness issues, and

Management [ssues.

PN WD =

L. Issues with variant signatures: While the ability to develop and use signatures to
detect attacks is a useful and viable approach, there are shortfalls to only using this
approach that should be addressed. The problem is that signatures are developed in
response to new vulnerabilities or exploits that have been posted or released. Therefore
between the creation of an attack and the deployment of a signature, a window of
opportunity exists for an intruder to mount an attack with little to no chance of the attack
(zero day attack) being detected. If the attack takes place, the IDS will be ineffective in
detecting it, hence its primary mission is defeated.

2. Excessive number of alerts: A common complaint in IDS deployment is the amount of
false positives the IDS generates. Developing unique signatures is a difficult task and
often times the vendors will err on the side of alerting too often rather than not enough. It
is much more difficult to pick out a valid intrusion attempt if a signature also alerts
regularly on valid network activity. A difficult problem that arises from this is how much
information can be filtered out without potentially missing an attack. Overall, this
problem results into a management overburden, wastage of network resources and
higher operating cost.

As for false negatives, the issue is not detecting attacks for which there are no known
signatures when they occur (e.g. zero-day exploits). The result is that the IDS do not
generate an alert when an intrusion is actually taking place. Hence it is ineffective.

3. Data overload: Another important factor, which could diminish the effectiveness of
IDS performance, is the volume of data to be analyzed. In effect, how much data an
analyst can effectively analyze becomes very important. With generation of excessive
alerts and the large volume of transactions to be analyzed, the amount of data he/she
needs to look at becomes so large and definitely an overburden. Depending on the
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intrusion detection tools employed and its size, there is a possibility for logs to reach
millions of records per day. This problem results into a management overburden and
makes the implementation costly (expensive) due to the extra financial expense incurred.

4. Scalability Issues: In the last couple of years, there has been a significant increase in
network traffic. As a result, the Gigabit Ethernet technology was introduced to
accommodate this increase in bandwidth — and thus the volume of traffic to be analyzed.
The problem associated with this is that with Gigabit traffic, the older IDS technologies
that operate at 10mbps or 100mbps bandwidths become seriously overloaded. And after
a certain point, the performance takes a nosedive to the point of the IDS being completely

ineffectiveness.

S. Issues in Large-scale deployment: Significant differences exist between
implementation of the IDS in small and large enterprise systems. The most obvious
difference is that in large enterprise implementations there are more endpoint machines
(computers, servers, and network segments) that must be protected. This will lead to
longer installation time and a more complicated set up in terms of systems configuration
and optimal selection of sensor placement within the network. Also smaller enterprises,
by definition, have less choices and options about where to strategically install the IDS.
By contrast, larger enterprises must often spend days or even weeks deciding on the
optimal placement of IDS agents, managers, and IDS configuration groupings. This
problem results into improper technical deployment and mismanagement of the
implementation which diminishes the IDS effectiveness.

6. Difficulties in switched environments. Switched and/or high-speed networks create
problems for IDSes: many are unreliable at high speeds, dropping a high percentage of
network packets; and switched networks often prevent IDS network interface cards
(NICs) that operate in promiscuous modes from seeing passing packets. This problem is
compounded in large-scale deployments where multiple layers of switches inundate the
network. The overall concern is the scope and visibility of the IDS which directly affect
its performance effectiveness.

7. Cost-effectiveness: Given the high cost of IDS deployments especially when multiple
deployments are involved, organizations must justify implementation expenses by
proving that the IDS is cost-effective. One possible justification is to establish that the
deployment of the IDS should lead to a reduction in the annual loss expectancy (ALE)
and the return on security investment (ROSI).

But as a result of several factors, IDS implementations have not always been cost-
effective. Improper methods have been used to purchase, deploy and manage the devices
in some organizations. This results into a more expensive implementation.

8. Management Issues: The manner in which the IDS is implemented will affect its

9



effectiveness. In some organizations, the IDS is implemented without due consideration
to proper management approach. Also certain implementation management decisions are
made on ad hoc basis. Typical issues here include inadequate manpower, improper
selection of implementation technique, lack of training, etc. This often results into poor
implementations and poor IDS performance.

Together, all of the above problems diminish the ability of the IDS to function effectively
and possibly resulting in deployments that are unprofitable. Hence there is the need to
rethink the whole way the IDS is implemented and managed.

10



1. 3 Hypothesis
The effectiveness of intrusion detection systems (IDS) can be improved by rethinking
the way the IDS is managed and by adopting effective and systematic implementation

approaches.

Subhypotheses

Six distinct subhypotheses are implicit and not exclusive in the above hypothesis,
each of them proposing a different or varying aspect (component) of IDS
effectiveness:

1. Deployment techniques affect the IDS effectiveness.

2. The product/technology used to implement the IDS in different
environments affect the IDS effectiveness.

3. The manner in which the IDS is managed affects its performance
effectiveness and Return On Investment.

4. Cost-effective implementation approaches will lead to a positive
Return On Investment.

5. System configurations settings play a role in IDS effectiveness.

6. Tailoring the IDS function to be more consistent with local security
policy improves the IDS effectiveness.

These subhypotheses were examined for their independent merits, and each one
was tested separately and regarded in the context of showing validity of the
primary hypothesis. Elimination or confirmation of one subhypothesis does not
imply elimination or confirmation of the others. And the individual weights of the
subhypothesis may be different depending on implementation.

11



1. 4 Approach to Research

The effectiveness of intrusion detection systems depends on so many issues/aspects. For
the purpose of the research studies, the issues investigated were classified into four (4)
distinctive factors (Figure 6).

Tachnical Factors Management

- Deployment Factors
technique -Mar
« product selection methnd

/

Metnes for Eflectieness Measuvemenl‘]

Attack Defection
Retum on Invesiment
Deterence

Misusa Documentation

Environmental Imple mentation
Factors Factors
- Systems - Proactive

configuration - Reactive
-Local security policy -efc.

Figure 6: IDS Effectiveness Determining Factors.

As can be seen in Figure 6, each factor consists of selected research issues that are similar
in nature yet distinctive and at times relate to one another in a collaborative manner. As a
result, some investigations cover a period spanning many years while the others were
investigated in a relatively shorter time frame. Consequently, this review will not follow
a strict chronological order in terms of the date(s) of investigation.

The approach to this research is shown in Figure 7. Essentially, the approach is to prove
the thesis hypothesis through different study approaches: experiments, case studies, and
analytical and empirically derived arguments.

12



Research Approach

Foundation Research
L ExperimentaiMethod AnalyticalMethod l Empirically Derived Case Studies
Arguments
Conduct expenments| to Use analytical and emprrical llustratethe effects of
determine the impact of methods to determine the effect methods
deploy ment technigue and of systemconfiguration andlocal Dewelopment of and the application of
implementation tachnology secunty policy on DS New Risk Analysis [ cost-effectwetechnigues|
oniDSeffectiveness effectiveness Concepts onthe IDSeffectveness
I '
Deployment 1I’mprl‘em|enta(|on Systems tocal IT ' }
Techniques echnology vs. Configuration Security
AN:',:VO'?( Policies Management Cost
rchitecture i
Methods Eflectiveness of

Techniques

Use result
1o validate
Use result
to validate
Use result
to validate
Use resull
ta validate
Use resull
o validate

| Use result
to validate

Subhypothesis
#2

Subhypothesis
#3

Subhypothesis
#1

Subhypothesis Subhypothesis
#5 #4

Subhypothesis
#5

Hypothesis

Figure 7: 1DS effectiveness research approach.
1.4.1 Foundation Research

Because an investigation of the factors affecting IDS effectiveness requires a thorough
knowledge of IDS design, function and implementation approach, we commenced our
research with the exploration of IDS concepts and approaches from the perspective of the
engineering of IDS design; implementation and operational environments. This
exploration set the stage and provided the context upon which we investigated, discussed
and derived solutions pertinent to IDS design, operational capabilities, management and
implementation in enterprise systems.

In the studies, we illustrated the challenges and benefits of designing flexible IDS types,
rethinking IT security policy pertinent to the design and management of IDS products,
and adjusting decision-making processes to depend on adaptive technical information.

Drawing on several organizational and technological perspectives, we examined the
design and dynamics of growth of IDS implementations and evaluated the concepts and
approaches of the IDS and performed a comparative analysis of each IDS types; and the
suitability of their use for certain environments.

We also sought to understand the relationship between IT security policies and the
functionality of IDS products, and explored the use of formal methods to specify, verify

13



and validate secure IDS system properties

Contribution: These studies provided the contexts and analytical frameworks used to
conduct studies on IDS effectiveness.

These studies are reviewed in Chapter 2.

1.4.2 Experimental Research

The next stage of the research involved experimentally investigating the relationships
between underlying technical and implementation factors and the IDS effectiveness. On
this, two performance evaluation experiments were conducted to:

(D
(ii)

Establish the effects of different deployment techniques on IDS performance
effectiveness; and

Establish the relationship between using different IDS types in different
networking technologies (Mbps vs. Gbps) and their individual and or
collaborative effects on the IDS effectiveness.

These experiments were remarkable for two reasons:

(®
(i)

The test beds for the experiments were switched production networks, which
is a marked departure from earlier simulation-based research studies.

The second experiment was conducted on a production network with gigabit
throughput that is increasingly becoming the norm in networking architecture.
The impact here is that the empirical values established in the studies, could
on specific basis serve as benchmarks especially for network architectures
similar to those described in the test bed.

Contribution: From these studies:

14

We developed methodologies for testing IDSes in switched environments and; to
evaluate the performance of different IDS products with different design
architectures in different environments (Mbps vs. Gbps).

We established the best techniques to deploy the IDS within a switched network
environment. This could be used for organizations trying to justify and/or
optimize IDS deployment techniques so as to maximize performance
effectiveness.

Finally, we established empirical bandwidth values and limits upon which
selection decisions can be based on the use of multiple 100Mbps IDS sensors
instead of a single Gigabit IDS sensor in environments with bandwidths
exceeding 100Mbps to enhance the performance effectiveness.



These studies are reviewed in Chapter 3.

1.4.3 Case Studies

Due to the need to establish the relationship between implementation and management
methods and IDS effectiveness, we used case studies to investigate the impact of
implementation and management factors on IDS effectiveness.

In the studies we quantified the IDS effectiveness in risk analysis and financial terms
(Annual Loss Expectance, Return on Investment). Overall, three studies were conducted:

15

(D)

(i)

(iii)

The tasks for the first study were to derive new formulas and expanding our
understanding of risk concepts that takes into account the nuances associated
with IT security environments. This is in realization of the fact that
modification of risk analysis concepts and the formulas is decisive in
establishing reliable quantifiable measures (i.e. ROI, ALE) with which to
gauge the IDS performance effectiveness. This study primarily provided the
computational formulas and analytical frameworks to (ii) and (iii) below.

The second study investigated the effects of management methods on IDS
effectiveness. The challenge is to demonstrate that IDS effectiveness is
dependent upon an organization’s deployment strategy and how well the
management of the technology helps the organization to achieve the tactical
and strategic objectives it has established. The ultimate goal is to prove the
value proposition (re: a benefit in the form of a quantifiable reduction in ALE)
i.e. the method in which IDS devices are managed can have a serious effect on
the ALE and the ROL.

In the third study, we addressed the problem of bridging the gap between the
technical solutions that the IDS provide and the business need for it. The
challenge is to formulate cost-effective management frameworks that can be
used to adjust the usage of different IDS implementation techniques.

Contribution: The following are the results and contributions of the case studies:

o We introduced and demonstrated the application of a new concept — “the
Critical Threat Multiplier (CTM)”.

The idea behind the CTM is that a security compromise incurs two types
of costs:
a) The direct cost of lost integrity/confidentiality/availability,
and
b) the indirect cost, of the compromised component serving as
a potential Stepping-stone for future attacks.
The CTM tries to capture the second type of costs, which are typically
ignored in the classic risk analysis framework.



s We developed a model that can be used to determine the viability of
different management approaches and how they affect the IDS ROI;
and how to accurately calculate the ROI for IDS implementations using
the CTM concept.

e By applying financial risk calculations to demonstrate the value of
deploying IDS with different supporting procedures, we opened a new
way of measuring IDS effectiveness.

e We conceived of strategies and approaches to support effective decision-
making about which techniques are appropriate for the cost effective
management of the IDS in a given environment.

e We also developed a scheme that involves first performing a risk
analysis that produces a cost matrix for the assets under attack, and then
independently calculating damage, response, and operation costs for
those assets. Then, we developed the frameworks that can be used to
analyze site-specific cost factors for IDS implementation.

These studies are reviewed in Chapter 4.

1.4.4 Analytical Studies
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The study sets out to provide evidence that IDS effectiveness can be impacted by
local environmental conditions: network architecture, traffic characteristics, system
configuration settings, local IT security policy, etc.

Therefore, in the study, we investigated the impact of local systems configuration and
local policies on the IDS effectiveness in order to establish strategies that tailor the
IDS function to be more consistent with the local security policy.

Contribution: From the studies:

e We proposed methods that take a security policy as the basis for the
configuration of the IDS components.

e We conceived of and proposed several effective techniques for optimizing
system configurations so as to make the IDS more responsive and effective

to the settings.

This study is reviewed in Chapter 5.



1.4.5 Research and development studies

To conclude, from the different studies we culled from the likely scenarios sketched
in various parts of the research studies the list of some of the most pressing issues and
subject matters to be pursued in future research. The details of these are reviewed in
Chapters 6.

17



1.5 Organization of Document

This submission overview is organized as follows: Chapter 1 introduces the reader to
background information on the IDS, implementation problems, thesis statement and
approach to research. Chapter 2 describes the foundation studies on IDS concepts and
approaches. Chapter presents the experimental and analytical studies and in Chapter 4 is a
review of the case studies. Chapter 5 describes the analytical work and Chapter 6
discusses future research and development work. Finally, Chapter 7 presents the
conclusions and summarizes the contributions of the research studies.
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Chapter 2. Foundation Studies

The following studies are reviewed in this Chapter:
1. A Comparative Analysis of Intrusion Detection Systems. [Appendix 1]

2. Security problems and the interaction of security policies in the design and
implementation of IDS in enterprise networks. [Appendix 2]

3. The impact of security layering on end-to-end latency and system performance in
switched and distributed e-business environments. [Appendix 3]
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2.1 A Comparative Analysis of Intrusion Detection Systems

There are a number of classification techniques [23-24] that can be used within intrusion
detection approaches. These techniques classify events as either intrusive or normal.
They techniques include statistical analysis, predictive patterns, state transition, expert

systems, neural networks, machine learning, pattern matching, graph-based and model-
based approaches.

Based on these techniques, several IDS approaches [25-36] have emerged over the years.
In this study, we provided a systems-based description of intrusion detection technologies
and concept-based analytical comparison of the leading implementation approaches and
techniques. We also summarized the advantages and disadvantages of each intrusion

detection approach and then analyzed the suitability of use of each approach for different
environments.
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2.2 Security problems and the interaction of security policies in the
design and implementation of IDS in enterprise networks

Practical experiences in the implementation of the IDS presents a picture that vividly
depict the gaps in the application of sound engineering principles to IDS designs and
implementation.  This has created a situation where the IDS operate on somewhat
different policy settings from the local security policy settings.

Research work abounds on the use of formal methods for the analysis, design and
verification of security systems and products but none is evident for IDS product
development. The concern here is the correctness of the design and conformance to
established security policies.

To make the argument about using formal methods to make the IDS function within
verifiable security context, we used inferences and analogies to buttress our points. For
instance, a fair analogy is the verification process of general-purpose computer programs,
where reliable testing techniques allow many bugs to be detected, but will not provide a
basis for complete proof of correctness. In this case, specific methods and implement
tools have been designed, in order to aid the initial correct design of cryptographic
protocols. This has been achieved by incorporating formal methods into the design
process.

Also, transport protocols have been verified and validated using formal methods. For
transport protocols, Meadows [36] proposed a stepwise-layered methodology that can be
integrated with the Heintze and Tygar's approach [37], which is based on a stack of
models at different levels of abstraction. As a first step, the protocol designer uses a
relatively abstract model to construct and verify the security protocol. If this protocol is
correct at that top layer, the designer focuses on a more detailed model, which refines the
abstract one. The repeated execution of this process leads to the final production of a
detailed specification. Much of the existing work on requirements specifications has this
specific flavor.

Based on the proposition by Meadows [36], Rudolph introduced an approach for
designing an abstract model for cryptographic protocols that can be used as the top layer
of a layered design method [38]. The main idea is the usage of Asynchronous Product
Automata, The whole design process starts with a relatively abstract model at the top
layer and ends in a refined specification that can be proven to be an implementation of
the top level. This model reaches a higher level of abstraction than the model presented in
the work of Heintze and Tygar [37] through the use of logical secure channels, instead of
encryption.

Buttyan [39] utilized the notion of channels to present a simple logic for authentication
protocol design. These channels are abstract views of various types of secure
communication links between principals. The way channels are used is similar to the use

21



of Pi calculus channel primitives. The proposed Simple Logic preserves the simplicity of
the BAN logic and adopts some concepts from the GNY logic. It consists of a language
and a small number of inference rules. The language is used to describe assumptions,
events, and the protocol goals. The inference rules are used to derive new statements
about the system. The goal of the analysis is to construct a witnessing deduction, which is
a derivation of the goals from the assumptions and the formal protocol description. The
protocol is correct in the case where such a deduction exists. The lack of a witnessing
deduction means that the protocol may not be correct.

Gollmann [40] suggested that the design of authentication protocols has proven to be
error prone partly due to a language problem. The objectives of entity authentication are
usually given in terms of human encounters while we actually implement message-
passing protocols. The author proposed various translations of the high-level objectives
into a language appropriate for communication protocols.

Several researchers believe that in the near future, more effort will be spent on designing
secure protocols and less on formal verifications. Specifically, Meadows argues [36] that
design specifications do not guarantee that protocols will meet security goals that were
not foreseen by the design approach, that the protocols designed are sometimes
impractical, and that - due to the imprecision of design principles - flawed protocols may
in any case be designed.

Using the principles enunciated above [36 —41], we visualized instances where the IDS
could be designed based on making its functions configurable and interoperable with
security policy specifications. And future development of IDS products will be more
effective with IDS developers learning from the concepts proposed in formal protocol
verification techniques.

Finally, we proposed a conceptual designing testing approach that integrates IT security
validation techniques. This approach is developed from basic security properties that can
be expected to hold for a variety of design elements. Security policies can be developed
abstractly and any particular type of IDS that possesses the required property can then be
used in a concrete implementation.
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2.3 The impact of security layering on end-to-end latency and system
performance in switched and distributed e-business environments.

The imposition of stringent security regimes in contemporary e-business networks to
provide a reasonable measure of security for their information systems comes with
certain collaterals, some of which are undesirable. The implementation of these security
regimes entails formation of a layered architecture (concentric security layers) using
packet and application-level filters neither of which provides complimentary functions.
The layered architecture provides convenient abstractions and increases the end-to-end
latency that results into sub-optimal system performance. IDSes as part of the multi-layer
security scheme contribute to the sub-optimality.

The problems associated with stringent security layering must be minimized so that the
requirements for performance, reliability, speed and operational support of e-business are
not sacrificed. In other words, the implementation of the security scheme should not
impede vital system performance indexes such as desirable low values for end-end-
latency, Web request-response time, network throughput and protection of the privacy of
data. Thus, there is the need to maintain a balance between system performance such as
process response time and the security requirements established for the system.

Prior to this research, there were no known studies on the impact of IDS security layering
on system performance that are reported in scientific literature. Although a few studies
[43, 44] explored the effects of multiple disk use, low-bandwidth modem client
connections and throughput on the performance of Proxy Servers that are used to
implement stringent security for internally protected information systems. The studies
found that the latency advantage of caching proxies vanishes in front of modem
connections.

Based on the above, we pioneered this study to investigate the contribution of IDSes
(when used as part of a security multi-layer) to end-to-end latency and the resulting
degree of sub-optimality of system performance in a distributed and switched e-business
network.

The test bed for the experiment was a switched and distributed network. The setup and
experimental procedure are discussed in Appendix 3.

The results of this research study established empirical values for end-to-end latency; and
the resulting degree of sub-optimality of system performance attributable to the
deployment of the IDS in an e-business network.
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Chapter 3. Experimental Work

The two experimental studies reviewed in this Chapter are:

[. Evaluation of the Performance of ID Systems in a Switched and Distributed
Environment: The RealSecure Case Study. [Appendix 4]

2. A Comparative Experimental Evaluation Study of Intrusion Detection System
Performance in a Gigabit Environment. [Appendix 5]
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3.1 Evaluation of the Performance of Intrusion Detection Systems in a
Switched and Distributed Environment: The RealSecure Case Study.

The performance of IDSes has always been a crucial factor for organizations trying to
implement intrusion detection technologies due to a number of reasons including the need
to deploy the right IDS product so as to enhance the return on investment.

One of the most obvious ways to measure or gauge the performance of the IDS is to
quantify attack detection rates of the IDS. This at times is untenable for a number of
reasons including the complexities of network architectures in which the IDS operate.

Previous research studies [41, 42] on IDS detection limits and accuracy have been
conducted using simulation techniques within a narrow span of systems parameters.
Porras and Valdes [41] discussed IDS failures in terms of deficiencies in accuracy and
completeness, where accuracy reflects the number of false positives and completeness
reflects the number of false negatives. Richards [42] evaluated the functional and
performance capabilities of the industries leading commercial IDS products. In the areas
tested, the performance of the IDS was rated based on their distinctive features.

None of these or other documented studies was conducted on a switched network
environment, which is typical of many of today’s network architectures. Hence, our
primary task was to extend the studies to actual switched network environments.

In our research, we leveraged the work of Richards [42] to an actual network built on
distributed and switched architecture. We explored the relationship between deployment
techniques and the performance of the IDS in a distributed and switched network
infrastructure using the RealSecure software suite.

We developed a methodology for testing IDSes that addresses these difficulties faced by
the IDS in switched environments. The methodology consists of general software-testing
techniques, which I have adapted for the specific purpose of testing the IDS. We first
identified a set of desirable characteristics for the IDS such as the ability to detect a broad
range of known intrusions. Then, we developed strategies for selecting test cases and
detailed testing procedures.

Finally, we used the methodology to test the IDS detection rates in different locations in
the switched network. Essentially, this approach helped to establish the relationship
between the scope of visibility of the IDS at the different locations and the detection
rates.

The contribution to the body of knowledge is that we extended previous research works
on IDS performance evaluation to a production network with switched architecture and
established empirical values for the IDS capability for different visibility scopes.

Therefore, the results (Figure 8) provided a view into the IDS performance in switched
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3.2 A Comparative Experimental Evaluation Study of Intrusion
Detection System Performance in a Gigabit Environment.

The advent of Gigabit network to cope with increased bandwidth demand presents a
serious challenge for IDSes that were designed with Megabits bandwidth throttling in
mind. At the heart of this challenge are the performance and the efficacy of the 100Mbps
IDS sensors in Gigabit environments.

One of the main problems with IDS implementation is the selection of a suitable IDS
technology/product for highly scalable environments where Gigabit architectures are used.
This problem is particularly acute when trying to select a particular IDS product (from the large
number of available IDS devices) for deployment in distributed large networks.

The problem is that currently available commercial IDS products were designed to
accommodate traffic with bandwidth not exceeding 100Mbps. Deployment of these
products on Gigabit traffic results in poor performances.

Generally speaking, there are options available:

1. Deploy multiple 100 Mbps sensors;
2. Deploy a single Gigabit (Gbps) sensor.

Which of these two might an IT security manager recommend? The answer is not simple.
For sure the effectiveness of whichever is selected is the essence. Thus, the challenge is
to make a proper choice.

As at the time of this research work, guidance on how to make the selection were not
established. Also, the efficacy or the advantage of any of the two options has not been
established through an independent investigation/evaluation, although one or two IDS
products have been introduced as Gigabit sensors and have been touted to dramatically
increase component performance and functional opportunities, possibly leading to
dramatically changed system balance and overall performance. But, their operational
performance has not been established.

Against this background, we conducted an experimental research that examined the
system benefits of using a single Gigabit IDS sensor instead of multiple Megabit sensors
in a Gigabit traffic stream for a wide range of defined system attacks, network traffic
characteristics, and contextual operational elements.

In the experiment, we first developed a probabilistic methodology to be used to determine
the performance of the IDS in a Gigabit traffic stream. Then, employing the misuse attack
detection technique we tested the ability of the IDS to detect attacks under varying test
parameters. Finally, we analyzed the experimental results, quantified the IDS
performance and compared the different values in the context of network
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The contribution of this study to the accumulated body of knowledge is two-fold:

(1) Firstly, we developed a probabilistic methodology that can be used to
evaluate and compare different implementation with different IDSes
(products and types) for different environments (Mbps vs. Gbps),

(2) Secondly, we established the performance limits and suitability of use of
the major IDS approaches (Megabit vs. Gigabit) in high traffic volume
environment.

This will be invaluable for organizations trying to optimize IDS product
selection with deployment techniques for the most performance

effectiveness attainable.

Subhypothesis Supported

The results of this study provide evidence in support of subhypothesis (2) i.e. “The
product/technology used to implement the IDS for varied conditions of network traffic
affect the IDS effectiveness.”
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Chapter 4. Case Studies

The following studies are reviewed in this Chapter:

1. Towards an Effective Risk Assessment Methodology: Factoring in Novel Concepts For
Assessing Intrusion Detection Systems in Complex Infrastructures. [Appendix 6]

2. The Impact of IDS Deployment Technique on Threat Mitigation [Appendix 7]

3. The Effect of Intrusion Detection Management Methods on The Return on Investment.
[Appendix 8]

4. Cost Effective Management Frameworks for Intrusion Detection Systems. [Appendix
9
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4.1 Towards an Effective Risk Assessment Methodology: Factoring in
Novel Concepts for Assessing Intrusion Detection Systems in Complex
Infrastructures

Determining the value of the ALE for security products in complex environments using
conventional cost/benefit (risk) assessment method is quite complex due to the difficulty
of coming up with accurate asset values or replacement costs within the organization —
variables that are critical to a risk analysis. Asset values are factored into the calculations
for Single Loss Expectancy and Annual Loss Expectancy. If accurate asset replacement
values cannot be obtained then the risk analysis will yield incorrect results. Further, the
determination of the asset value when there is interdependence in networked
environments could be extremely difficult because the asset value must be taken in up
and down stream dimensions. And for the IDS, measuring the asset value in so many
dimensions and in tangible and intangible measures can be challenging.

Devising effective risk analysis techniques for the IDS in complex environments requires
re-examination of the basic concepts, assessment approaches, and risk analysis formulas.

Until recently, risk assessment of IDS products has received little or no attention from the
information security community for various reasons including lack of statistical data for
the asset valuation of IDS products in networked environments and lack of awareness.
Also the benefits of organizations implementing IDSes have been seen mostly from
technical and not risk management or financial perspective and available risk assessment
techniques [45-46] were developed for other purposes as they do not take into account all
the “tangibles” and “intangibles” necessary to accurately conduct risk assessments for
networked security products like Intrusion Detection Systems (IDS).

Therefore, at this point in time when the market for IDS products is growing, there is the
need to develop new concepts and formulas for the risk assessments of IDS products.

As a result, in this study, I reviewed risk analysis concepts and formulas, analyzed the
difficulties associated with using existing concepts and formulas for the assessment of
IDS products. By examining the complexities of the networked environments in which
the IDS operates, [ illustrated (Figure 11) how the new concept - Cascading Threat
Multiplier (CTM) can be used to calculate the SLE.

The CTM factors in the importance of other critical assets tied (re: networked) to the
specific asset being analyzed in the Single Loss Expectancy (SLE) calculation and
provides the analytical framework to closely scrutinize the assets under an organization’s
control, assign more comprehensive valuations to those assets, and to more accurately
measure the impact that compromising of these assets could have on the organization.
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It needs to be noted that this study differs from a previous study [22] because the
techniques considered deals with how the IDS is configured. Details of the proactive and
reactive techniques are discussed in debt in the publication.

The results of this study demonstrate that in a reactive deployment, where personnel must
be engaged to respond to each event, the risk exposure factors decreases. Equally, there
will be similar benefit in a proactive deployment and in addition, the Annual Rate of
Occurrence (ARO) will be reduced.

The contribution of this study to the existing body of knowledge is that we opened a new
way of using the IDS configurable parameter to improve its performance and the ROIL.

Subhypothesis Supported

The results of this study validate subhypothesis (3) i.e. “The manner in which the IDS is
managed affects its performance effectiveness and ROL.”
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4.3 The Effect Of Intrusion Detection Management Methods On The
Return On Investment

Prior to the procurement and deployment of new technologies, most organizations engage
in a cost-benefit analysis to evaluate the economic or financial benefits of the new
technologies or products they are implementing.

Thus, many an organizations investment decision will hinge on the ability to demonstrate
a positive return on investment (ROI). For network security devices, the ROI has
traditionally been difficult to quantify, in part because it is difficult to calculate risk
accurately due to the complex issues involved in the analysis of networked environments.
And also, business-relevant statistics regarding security incidents are not always available
for consideration in analyzing risk.

For IDS implementations, there are no clearly established guides on effective
management methods from the ROI perspective. Therefore, the intention behind this
study is practical and grounded in real world challenges, which include:

1. Developing a risk analysis methodology that can be used as the framework to
determine cost-effective management decisions of IDS implementations,

2. Establishing the technique that can be used to determine the viability of different
management approaches and how they affect the IDS ROI.

In this study, I examined how management methods affect the IDS ROL. To do this, |
used the risk equations introduced in Section 4.1 to performed ROI calculations for IDS
implementations under different management schemes. For this, three ROI scopes were
created under two management schemes (Table 1). Three possible scenarios were used to
develop a possible method of reasoning about IDS ROL

The result of the study (Table 1) demonstrates the benefits (as reflected in the reductions
in the values for the ARO) of a better IDS management. The overall effect is visible in the
increase in the ROI values for the IDS deployment for both the single in-house support
and MSSP support schemes. Also, the study provided concrete proof that selection of any
management method affects the implementation costs.
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4.4 Cost Effective Management Frameworks for Intrusion Detection
Systems

The decision to deploy a security mechanism such as IDS is often motivated by the needs
of security risk management. For some organizations, prior to implementation of an IDS
product, the cost-effectiveness or cost-benefit trade-off both for the procurement and
management is always a mission critical task. For the IDS to be cost-effective, it should
cost no more than the expected level of loss from intrusions.

Generally speaking, cost-benefit analysis is conducted with cost models. In the business
arena, cost benefit analysis incorporate the use of risk-adjusted cash flows in order to
examine internal rate of return and maximum net present value figured as a percentage of
information security expenditures. For the IDS, This entails conducting a cost-benefit
analysis or the trade-offs of the basic cost components, which at the minimum include
development cost, the cost of damage caused by an intrusion, the cost of manual or
automatic response to an intrusion, and the operational cost, which measures constraints
on time and computing resources.

A few theoretical cost models have been developed [48-53] for network intrusion
detection systems. But, none seem to have been translated into practical usage for various
reasons including the fact that in the current implementation of intrusion detection
systems, cost value propositions are rare and the fact that many organizations are not
educated about the cost-benefits of security systems and for some, analyzing site-specific
cost factors could be very challenging as a result of the complexities of the networked
environment in which they are deployed.

In essence, there is the need to move away from theoretical models into
practicable/implementable models. To do this, we must first formulate the frameworks by
applying a risk analysis procedure to select sensitive data/assets and create a cost matrix
for each intrusion. This will then be used to develop implementable models.

Therefore, in this case study, we analyzed the factors that impact IDS implementation
costs. We then discuss the different cost components including network and
infrastructure-based costs. Using the two management methods: proactive and reactive
(Table 2), we proposed the management frameworks that can be used to develop
practicable models that can be used to calculate the cost-effectiveness of each IDS
implementation.
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Chapter 5: Analytical Studies

The studies reviewed in this Chapter are published under the following title:

“Intrusion Detection Systems in Large Organizations: Strategies for Effective
Deployment and Sustenance.” [Appendix 10]
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5.1 Intrusion Detection Systems in Large Organizations: Strategies for
Effective Deployment and Sustenance.

Acknowledging the need for IDS protection, and subsequently choosing the IDS that best
fits the company’s needs are important steps in the quest for overall information security.
However, these steps only complete the initial stages of a thorough IDS implementation
process. After selecting and purchasing the optimal IDS, a company must properly and
efficiently deploy it throughout the organization.

The first step in a well-planned and thorough deployment should be to design an IDS
strategy and then express it in the context of an IDS policy. This policy document serves
as a guide for the implementation process, answering questions such as:

1. Will network traffic restrictions be tight or loose?

2. Who will be authorized to make changes to the IDS policy or configurations?
3. On which machines will an IDS installation be required?

4. How frequently will IDS logs undergo analysis?

The planning and coordination required in creating this policy will reinforce the-
communication between company management and security officials. At the same time,
this will allow both organizational units to identify and resolve conflicts before they
become obstacles to successful IDS deployment.

In the study, we performed a complex analysis of the IDS implementation in large setups
(as reported in the literature and from the authors field experiences) to derive empirical
arguments and fact that we used to formulate strategies for IDS implementation and
performance enhancement. The argument is to use IT security policy and systems
configurations to make the IDS more effective.

Thus, the strategies address the challenge before an organization about how to deal with
the issue of setting the 1DS to capture relevant data only. And for every organization,
there are different expectations and, such that the default IDS settings usually need to be
altered. Finding the perfect balance between a massive amount of data generation, which
leads to an over-saturation of information, and a small amount of data generation, which
may cause ineffective monitoring, can complicate a deployment. In general, a
sophisticated IDS solution will require a sophisticated IDS configuration, so
organizations must seek optimal strategies for thorough configuration development,
tuning, and testing.

The propositions we have put forth here are effective lifecycle performance enhancement
strategies for IDS procurement, implementation, management and maintenance. This
entails:

(1) Detailing an organization’s approach to intrusion detection in general and the
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implementation policy that determines which strategy to employ, hence determine what
can be done to help improve IDS performance. This could for instance stipulate the
methods to monitor attacks. Possible options include:

1. to monitor for all attacks, regardless of what systems are prevalent in an
organization; for example, looking for RPC exploits in a Microsoft environment.
This option would be more expensive since the volume of work would be large
and the IDS effectiveness would be reduced.

2. to monitor only for attacks that would be relevant to the network environment,
such as configuring the NIDS to detect all Microsoft exploits in an all Microsoft
environment. This will reduce costs on network resources usage, personnel, elc.;

3. to monitor all vulnerabilities for a particular service regardless of the
environment, such as detecting all HTTP exploits in an [IS-only environment.
This would lead to a reduction in the IDS workload, the volume of data to be
analyzed resulting to cost savings on personnel and network resources usage.

(2) By optimizing systems configuration settings in affected operational areas. This
requires taking a security policy as the basis for the configuration of the IDS components;
and as the basis to optimize system configurations in order to make the IDS more
responsive to these settings.

Subhvypothesis supported.

This analytical work has provided the reasonable arguments, facts and propositions in
support of the assertions of subhypothesis (5) that “System configurations settings play a
role in IDS effectiveness” and subhypothesis (6) that “Tailoring the IDS function to be
more consistent with local security policy improves the IDS effectiveness.”
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Chapter 6. Research and Development Studies

The studies reviewed in this Chapter are:

1. Intrusion Detection Challenges: charting the course for research and development.
[Appendix 11]

2. Future Directions in the Development of Intrusion Detection Systems.[ Appendix 12 ]
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6.1 Intrusion Detection Challenges: charting the course for research and
development

As with other security and monitoring products, intrusion detection systems functions as
one element of a corporate security policy. Successful intrusion detection requires that a
well-defined policy on IDS development be formulated to ensure that intrusions are
handled according to corporate security policy guidelines.

Currently available IDS technologies face several technical and implementation
challenges that threaten the IDS market share. Hence, the intrusion detection system
technology requires considerable refinements to eliminate the weaknesses in currently
available products. Some of the weaknesses that are considered short-term i.e.
scalability, hierarchical reporting, and dynamic remote updates are already being
addressed by vendors while the long-term weaknesses are being addressed through
several ongoing research and development efforts worldwide.

In this study, we reviewed the different issues and problems associated with the IDS
technology; and putting the issues in a research and development context, we proposed a
roadmap of potential research topics and articulated the issues important to explore
within each research topic.

The hope is that researchers can use this to navigate their research interests as they work
to develop the most appropriate remedies to current design problems.
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6.2 Future Directions in the Development of Intrusion Detection
Systems

Current IDS products bring the ability to view network and system activity in real-time,
identify unauthorized activity and provide a near-real-time automated response. IDS
products also provide the ability to analyze today's activity in view of yesterday's activity
to identify larger trends and problems. It is reasonable to expect IDS technology to
revolutionize computer security efforts, by allowing real-time operational capability in
controlling unauthorized activity in corporate cyberspace. IDS technology does not
directly address other security issues such as identification/authentication, confidentiality,
etc., though some of these technologies will be integrated with IDS in the near future.

Anticipating the effects of emerging IDS technologies, this research reviewed the pitfalls
of commercially implemented IDS products and provided detailed technical discussions
on several aspects embodying several research choices likely to facilitate high-quality
product design.

We also reviewed the expectations revolving around what future IDS should look like
and what it should accomplish to remain viable as an IT security technology.
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Chapter 7. Conclusion

7.1 Conclusion

In this thesis, I hypothesized that the effectiveness of intrusion detection systems (IDS)
can be improved by rethinking the way the IDS is managed and by adopting effective and
systematic implementation approaches. To show the validity of this hypothesis, [ have
(in collaboration with Dr. Andrew Blyth and a few others) conducted research studies
using different approaches: experimental studies, case studies, and analytical studies.

Results of these studies support the hypothesis.

[ will now summarize the work related to each approach, discuss specific contributions
and consider future work.

7.2 Summary

In the foundation studies on IDS concepts and approaches, we explored different IDS
designs and implementation techniques, summarized the advantages and disadvantages of
each intrusion detection approach and then analyzed the suitability of use of each in
different environments. From empirically derived arguments we proposed effective
methods that can be used to incorporate established engineering principles and standards
into IDS design and suggested strategies to make IDS implementation seamlessly integral
with enterprise security policies and standards.

Regarding the experimental studies, we developed methodologies for testing IDSes in
switched and gigabit environments. The methodologies consists of general software-
testing techniques, which we have adapted for the specific purpose of testing the IDS;
and the misuse detection approach to evaluate the performance of the IDS against
selected tunable parametric specifications under varying test conditions. With these
methodologies we preformed tests to measure the [DS effectiveness against a wide range
of environmentally desirable characteristics for a broad range of known intrusions.

Concerning the case studies, we reviewed current risk assessment concepts, techniques,
and formulas, proposed new concepts for the risk assessment of IDS products,
investigated the relationship between implementation techniques and threat mitigation,
examined how management methods affect the IDS ROI, formulated the frameworks that
can be used to determine the cost-effectiveness of IDS, and addressed the problems of
bridging the gap between technical security solutions and the business need for the IDS.

In the analytical study, we analyzed and suggested how to optimize the settings of
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systems configurations to enhance the IDS effectiveness; and proposed strategies that
make the IDS function in accordance with local security policy in large-scale
organizations.

As for future work, we culled from the various parts of our research studies a list of some
of the most pressing issues and subjects matters pertinent to the IDS effectiveness as
potential research topics.

7.3 Research Contributions

We made the following specific contributions to the security research community.

IDS Concepts and Approaches,

We provided a systems-based description of intrusion detection technologies,
analyzed the suitability of use of each approach for different environments and
proposed a conceptual design approach and a technique for designing secure
IDSes, which are guaranteed to be correct in the sense that a specified security
criterion will not be violated if proper validation principles act correctly.

IDS Deployment Techniques.

We developed methodologies for testing IDSes in switched environments and; to
evaluate the performance of different IDS products with different design
architectures in different environments (Mbps vs. Gbps).

We established the best techniques to deploy the IDS within a switched network
environment. This could be used for organizations trying to justify and/or
optimize their IDS deployment techniques in order to maximize the IDS
effectiveness.

Finally, we established empirical bandwidth limits for the selection of
appropriate IDS technology/product in highly scalable environments where Gigabit
architectures are used. This could serve as benchmarks to determine when multiple
100Mbps IDS sensors can be more effective and thus preferentially used instead
of a single Gigabit IDS sensor in environments with bandwidths exceeding
100Mbps or Gigabit environments.

Implementation/Management Methods.
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We demonstrated the correctness and the application of a new concept in asset valuation
and risk analysis of IDSes — “the Critical Threat Multiplier (CTM)."”



e We developed a model that can be used to determine the viability of different
management approaches and how they affect the IDS ROI; and how to accurately
calculate the ROI for IDS implementations.

o We developed a model that can be used to improve the accuracy value when
calculating the ROI for IDS implementations.

o We conceived of strategies and approaches to support effective decision-making
about which techniques are appropriate for the cost effective management of the
IDS in a given environment.

o We opened a new way of estimating IDS effectiveness by applying financial risk
calculations to demonstrate the value of deploying IDS with different supporting
procedures. In this case, we demonstrated the real potential impacts of deploying
IDS technologies from a business setting, which presents a good balance to the IT
security community.

o We developed the frameworks that can be used to analyze site-specific cost
factors for IDS implementation.

Systems Configuration and Security Policy.

e We proposed methods that take a security policy as the basis for the
configuration of the IDS components; and effectiveness enhancement
Strategies.

o We conceived of and proposed several techniques for optimizing system
configuration settings to make the IDS more responsive and effective to these

settings.

Research and Development Studies.

o We presented detailed technical discussions on several aspects embodying several
research choices likely to facilitate high-quality product design and provided a
tangible reflection to some of the needs arising from the pitfalls of the current
designs, and suggested the trends likely to bring radical changes in the meaning
and modes of IDS implementation in the years ahead.

7.4 Future Work

We have culled from the likely scenarios sketched in various parts of our research studies
the following list of some of the most pressing issues and subject matters to be pursued in
future research:
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Excessive alerts: The sheer volume of INFOSEC device alerts makes security
management a time-consuming and therefore expensive effort.

. Alert Management tool: Among the most pressing problem for active research is

the development of technologies to manage and interpret security relevant alert
streams produced from an ever-increasing number of INFOSEC devices.

. Algorithms: Domain expertise is not widely available that can interpret and

isolate high threat operations within active and visible Internet-connected
networks. In an environment where thousands (or tens of thousands) of INFOSEC
alarms may be produced daily, it is important to understand redundancies in alert
production that can simplify alert interpretation. Equally important are algorithms
for prioritizing which security incidents pose the greatest administrative threats.

Information management method: In managing INFOSEC devices, it is difficult
to leverage potentially complementary information produce from heterogeneous
INFOSEC devices. As a result, security relevant information that, for example, is
captured in a firewall log, is typically manually analyzed in isolation from
potentially relevant alert information captured by IDS, Syslog, or other INFOSEC
alert source.

Data sets: Better data sets are necessary for better calculation of metrics in future
evaluations and to further research. Datasets will need to take on new forms such
as specifications and tools for created attack and background traffic in ones own
environment so that IDS developers can explore use of new and different inputs
for their systems.

Anomaly-based detection approach: Generally speaking, there seems to be much
interest in going back to the anomaly-based approach of years ago without really
understanding the value of what has been accomplished with the misuse detection
approach. Thus, the industry is likely to move much faster to address the
anomaly-based approach because of the successes and lessons learned from the
misuse approach.

Expert-based approaches: A large number of IDS researchers are working on
expert-based approaches because those are technically more interesting and are
more likely to really evolve into something useful in the long run. The big gap is
that the research tends to also ignore the "real security equals network
management” problem and builds systems that are hard to manage, don't have
intuitive user interfaces (or documentation) or that are cumbersome to use. It is
likely that the good ideas from the R&D systems will wind up in commercial
products. This will be the right research direction since good ideas, not products,
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10.

1.

12.

come from research.

Data correlation: It could be successfully argued that the future of IDS lies in
data correlation research. The IDS of tomorrow will produce results by examining
input from several different sources.

Audit trails: Research to determine what kinds of information should be in audit
trails, and when such data needs to be collected to optimally drive any intrusion

detection system will be critical in defining the architecture of data mining
technologies.

Storage format: Research to determine the best structure/storage formats for audit
data so that it can be quickly processed without taking up huge amounts of storage
will aid data mining architectural designs.

Software automation: Exploring how to define policy in a consistent and
meaningful way such that it can be expressed in software for automated

comparison and detection of intrusions and internal misuse is a viable research
field.

Reference model: There is a need to develop a reference model for IDS design as
any meaningful design should take a queue from a standard reference model just
as the one done by Christopher Schuba on a formal reference model for firewalls.

Research on these issues would enlighten the future development of IDSes, and their role
in devising improved public policy and planning based on the best available information.
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A Comparative Analysis of Intrusion Detection Systems

Charles Iheagwara

Abstract

This paper examines intrusion detection systems and provides a system-based analytical
comparison of the leading implementation approaches, techniques and systems. Intrusion
detection systems detect attacks that attempt to compromise the integrity, confidentiality,
or availability of a resource. In particular, this paper provides a systems-based description
of intrusion detection technologies.

Keywords: intrusion detection, computer security

1.0 INTRODUCTION

An Intrusion detection system (IDS) is a security system that monitors computer systems
and network traffic and analyzes that traffic for possible hostile attacks originating from
outside the organization and also for system misuse or attacks originating from inside the
organization.

Intrusion detection systems evolved due to the lack of intrusion prevention systems and
the need to address the following issues:

e It is impossible to build a completely secure system in today's software
development environment because the programming languages and operating
systems used for development and implementation introduce a number of security
flaws. These security flaws are difficult to detect and intruders can use these flaws
to bypass existing security mechanisms. Figure 1 provides a partial taxonomy of
these security flaws [1].

e The enormous installed base of operating systems and applications ensure that the
replacement of existing systems with a secure system will require a transition
period measured in decades.

» Existing cryptographic systems are not completely secure and have exploitable
weaknesses for a determined and resourceful intruder. The best cryptographic
system offers no protection against lost or stolen keys or poorly chosen
passwords.

o There is an inverse relationship between the level of system security and user
efficiency. As system security increases, user efficiency decreases. A completely
secure system, with existing security techniques, is practically unusable.

e Finally, a secure system may still be vulnerable to an insider misusing their
privileges.
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Figure 1: Partial Taxonomy of Security Flaws

IDS, much like the security industry itself, have grown rapidly over the past few years.
These tools have become essential security components - as valuable to many
organizations as a firewall. However, as in any environment, things change. As networks
and crackers evolve and grow rapidly, demanding that security tools keep up, the IDS
faces several daunting but exciting challenges in the future and are sure to remain one of
the best weapons in the arena of network security.

One of the major reasons for the growth of IDS products and technologies is the advent
of Internet connectivity, threats, and financial incentive for attackers. The advent of the
World Wide Web has led to increased interconnectivity, increased demands for network
services, and increased threats.

The recent CSI-FBI survey [2] of 503 American organizations validated the continued
concerns of business leaders today with doing business in the electronic era. Of the 503
organizations surveyed, 90% detected a security breach of their information systems and
80% experienced financial losses as a result of breaches. While internal threats remain a
top priority, 40% cited breaches from outside their organization. Additionally, 85%
experienced viruses and 74% stated their Internet connection was most frequently
targeted. The most signification piece of data from this survey indicates that 90% of these
respondents have a Web site, 90% have firewalls and antivirus programs and 100%
conduct business electronically in some fashion.

The statistics in the survey points to a notable trend, not necessarily the percentages, but
simply that 100% of those surveyed are conducting business electronically and 90% of
them have firewalls and antivirus, yet 90% reported system breaches. Protecting
information systems today must be done in a layered process, which includes technology
and human analysis. As the CSI-FBI survey revealed, most companies have already
deployed firewalls and antivirus programs, and many are moving aggressively towards
acquiring Intrusion Detection Systems (IDS), a security system that monitors computer
systems and network traffic and analyzes that traffic for possible hostile attacks
originating from outside the organization and also for system misuse or attacks
originating from inside the organization.

The reminder of the paper is organized as follows. In Section 2 we discuss the various
IDS implementation approaches and present a classification of the techniques in Section






Anomaly detection systems have a number of advantages and disadvantages. Because
anomaly detection systems do not attempt to detect or classify specific attacks, new
attacks can be detected without reprogramming. Furthermore, anomaly detection systems
can be trained to accurately model users and can adapt to user changes in work practices
over time. Unfortunately, anomaly detection systems can impose a high overhead on
system performance. As the user model becomes more complex and hopefully accurate,
the anomaly detection system must monitor and interrelate more metrics.

2.2 Misuse Detection

Detection is performed in the misuse detection model by looking for specific patterns or
sequences of events representing previous intrusions (i.e. looking for the "signature" of
the intrusion. It is a knowledge-based technique and only known intrusions can be
detected. This is the more traditional ID technique, which is usually applied, in for
instance the anti-virus tools.

Misuse detection systems can report false positives and negatives like anomaly-based
systems. If a signature matches normal user activity as well as intrusive behavior, then a
false positive is reported. If a new attack is developed for which an attack signature does
not exist, then a false negative will occur.

Figure 2b provides a visual explanation of misuse detection systems and its relationship
to intrusions, false positives, and false negatives. Misuse detection is based on the
accuracy of its attack signatures, which must be very specific. If intruders use attacks
unknown to the misuse detection system, a false positive is generated. A false positive
occurs only when normal user activity matches an attack signature and is not an attack.
Typically, misuse detection systems generate very few false positives but have the
potential for generating a large number of false negatives (e.g. [I-M] > |M-I|).

Misuse detection systems have a number of advantages and disadvantages. Because
attack signatures can be targeted to specific attacks, the number of false positives can be
reduced significantly. This unfortunately leads to an increase in the number of false
negatives, as intrusions must match the attack signature. This also introduces a period of
vulnerability between when a new attack is developed and when an attack signature is
generated for the attack. Anomaly detection systems do not have this vulnerability as they
detect anomalous behavior and do not need a specific attack signature. Misuse detection
systems also have difficulty handling significant variations of an attack. It is relatively
easy to add commands or procedures to an attack that do nothing but obscure the actual
attack [4].

2.3 Specification-based Detection

Specification-based detection focuses on expected system behavior instead of user
activity. System behavior is formally specified for all circumstances and a profile is
developed. The system is then monitored and all its actions are compared against the
profile; system behavior that is not specified as correct is flagged as an intrusion [5].



A possible implementation of specification-based detection system is the use of a special
policy specification language. This specification language would stipulate security policy
by assigning access privileges to each file in the system.

Specification-based detection systems can have false negatives but if system behavior is
specified accurately, there are no false positives. False negatives can occur when the
system specification does not cover all possible system states. False positives can only
occur if the system behavior is not specified accurately.

Specification-based detection systems have a number of advantages and disadvantages.
One advantage of specification-based systems is that the number of false positive and
negative reports can be minimized through accurate and complete specification of the
system state. Additionally, like the anomaly-based approach, attacks can be detected
even if they have not been previously encountered. The principal disadvantage is the
fundamental requirement to specify explicitly security policy. A complete specification
of a system would require a great deal of time and expertise. If the system was dynamic,
maintaining an accurate specification could be very time-consuming.

2.4 Comparison of IDS Approaches

IDS approaches address different types of intruders. Anomaly systems detect marauders
better than misuse systems under the assumption that the marauder's usage pattern is
significantly different from the user. Misuse systems can detect misfeasors while
anomaly systems are generally ineffective. Misfeasors can train the anomaly detection
system to consider intrusive behavior as "normal" for the user over time. Both anomaly
and misuse have limited utility against a clandestine attacker. Once an intruder has
supervisory permission on a system, detection becomes very difficult as the skilled
clandestine attacker can alter all logging and audit mechanisms to cover his intrusion. No
single IDS approach is sufficient for detecting all intrusions. Instead, a combination of
approaches is necessary to protect against different types of attacks.

Patterns of usage also influence the effectiveness of a particular IDS approach. If the
users are in a production environment where they repeatedly use a limited subset of
commands in a particular order, anomaly detections work extremely well. If the users use
the system infrequently or have no set pattern of usage, then misuse detection systems
tend to outperform anomaly detection systems.

Table 1 summarizes the advantages and disadvantages of each intrusion detection
approach. Most IDS implement a combination of approaches to balance the advantages
and disadvantages of each approach.

3.0 CLASSIFICATION OF TECHNIQUES

There are a number of classification techniques that can be used within intrusion
detection approaches. These techniques classify events as either intrusive or normal and
include statistical analysis, predictive patterns, state transition, expert systems, neural
networks, machine learning, pattern matching, graph-based, and model-based
approaches. This section will examine these techniques.



Approach Advantages Disadvantages

Anomaly Can detect new attacks Potential for many false positives.
without reprogramming,. Insiders can train user model to classify
Few false negatives. intrusive behavior as normal.

Misuse Few false positives Potential for many false negatives due to

vulnerabilities to unknown attacks.
Easy to obscure attack

Specification | Potentially no false positives | Very difficult to specify all system states.

Table 1: Comparison of IDS Approaches
3.1 Statistical Analysis

Statistical analysis is an anomaly detection technique that uses differences in the volume
and type of audit data to detect intrusions. This is one of the earliest forms of intrusion
detection and has been used in a large number of IDS. There are two forms of statistical
analysis used for intrusion detection: threshold detection and the profile-based approach

[6].
3.1.1Threshold detection

Threshold detection uses summary statistics on system and user activities to detect
intrusions. The parameters of a threshold detection system are: what activity should the
IDS measure and monitor; how often should the IDS perform analysis on this
measurement; and what level of activity is considered intrusive. As the first two
parameters are increased, the system resources required of the threshold detection
increases. The third parameter, the threshold level, depends on the relevance of the
security event being monitored and directly affects the number of false positives and false
negatives reported by the system. As the threshold is lowered, the probability of false
positives increase and false negatives decrease. As the threshold is raised, the converse
occurs and the probability of false positives decrease and the false negatives increase.

3.1.2 Profile-based Detection

Profile-based detection is based on establishing patterns of normal behavior for a user or
system and then classifying significantly deviant behavior as intrusive. It differs from
threshold detection in that it employs patterns of usage instead of summary statistics to
determine if an intrusion has occurred. The patterns maintained by the IDS are adaptive
in that they change over time to reflect the usage patterns of each user accurately.

Profile-based detection offers a number of distinct advantages. Profile-based intrusion
systems require no prior knowledge of the user to detect intrusions. The system will adapt
over time to reflect the usage patterns of the account holder. An intruder who
compromises the account would be detectable unless they mimic the account holder's
usage patterns. Profiles also provide an easily understood summary of activity that
system administrators can quickly examine and reach decisions on intrusive behavior,
Finally, compared to audit records, profiles significantly reduce the amount of storage
space required for maintaining security records from which security decisions can be




made [7]. The principal disadvantage of profile-based detection is that it offers no
protection against insider attacks as the user can gradually train the system to accept
intrusive behavior as normal [6].

3.1.3 Keystroke Monitoring

Keystroke monitoring is a misuse detection technique that monitors sequences of
keystrokes for attack patterns. This is a very simplistic technique that can be easily
evaded through the use of user-defined aliases or the running of intrusive programs that
require non-intrusive keystroke entries [8]. While this technique was used in earlier
systems, it is seldom user in modern IDS.

32 Artlficlal Intelligence Techniques

Artificial intelligence techniques are the most commonly used techniques for classifying
intrusive behavior. It is also one of the earliest forms of intrusion detection and has been
used in almost every IDS. There are four principal artificial intelligence techniques used
for intrusion detection: expert systems, predictive patterns, neural networks, and machine
learning,

3.2.1 Expert Systems

Expert systems have been and continue to be the most popular intrusion detection
technique employed. Expert systems use rules in anomaly or misuse systems to detect
attacks. In anomaly detection systems, the rules specify usage patterns based on selected
user metrics. In misuse detection systems, the rules specify specific types of known
attacks. Expert system rules are typically implemented as a series of if-then statements.

The principal advantage of expert systems is the separation of control reasoning (is this
an attack?) from the formulation of the solution to the problem (system response to the
attack). The disadvantage of expert systems is that they require a great deal of initial
training and high maintenance during their lifetime. An expert must generate the initial
rule-base, which is time-intensive and expensive. Because not every expert knows every
vulnerability in a system, there is the very real chance that the initial configuration does
not capture all possible vulnerabilities. As new attacks are developed, the expert system
must be manually updated to capture the characteristics of the new attack.

3.2.2 Predictive Patterns

Predictive pattern-based detection is an anomaly detection technique that attempts to
predict future events based on events that have already occurred [9]. Event sequences are
represented as a statistically weighted set of rules based on the user profile. If user actions
match n-1 events and the n'™ event is statistically anomalous, then the system repotts an
intrusion. Predictive pattern systems constantly update user profiles and prune the rule set
to maintain high quality patterns of user activity.

This approach has a number of advantages. Rule-based sequential patterns can detect
anomalous behavior that is difficult to detect with other methods. Predictive pattern
matching is also highly adaptive to changes in user behavior. This adaptively allows the
system to constantly refine its rule set so that low quality patterns are continually
climinated leaving high quality patterns behind. Finally, it is easier to detect users who
try to train the system during its learning phase [8].



3.2.3 Neural Networks

Neural networks are an anomaly detection technique that trains a neural network to
predict a user's actions given a window of n previous actions. The network is trained
through a user profile of representative user commands. If the users actions are
significantly deviant from the user profile as maintained by the neural network, the
system reports an intrusion [10].

Neural networks have a number of advantages and disadvantages. They cope with noisy
data such as command sequences well and are not dependent on any statistical
assumptions about the user. They are also easy to modify for new users. The
disadvantage of neural networks is that a small event window will result in false positives
while a large event window will increase the probability of false negatives. If intruders
have access to an account during the learning phase, they can train the network to accept
intrusive behavior as normal. Finally, the network topology is only determined after
considerable trial and error [8].

3.2.4 Machine Learning

Machine leaming is an anomaly detection technique that compares the user-input stream
with a historical library of user commands to detect anomalous behavior. In one
approach, the input stream is broken into fixed length sequences (normally 8-12
command tokens), which are compared through a sliding window against a library of
500-2000 user sequences. The library is unique for each user. The result of the
comparison is a similarity measure. If the similarity measure is greater than threshold
level, then the user activity is characterized as abnormal; otherwise, user activity is
classified as normal [11].

The selection of several parameters greatly influences the effectiveness a machine
learning system. The optimal sequence length appears to be 8-12 command tokens.
Shorter sequences provide low detection rates while longer sequences increase the false
positive rate and provide lower intrusion detection rates. The sliding window size
determines the shortest interval in which the system can detect an intruder. Experimental
results also suggest that: the ideal library size is user dependent; as the size of the library
increases, the number of false positives also increases; and, the method of pruning the
library significantly impacts on the effectiveness of the overall system [11].

Machine learning as an intrusion detection technique has a number of advantages and
disadvantages. Machine leaming does not require the selection of measurement metrics,
which remains an open research issue. Instead, it measures all user actions and builds a
user profile from the metrics most pertinent to each user. This flexibility in metric
selection comes at a significant cost. Machine learning is computationally intensive and
its effectiveness is dependent on differences between users.

3.3 Graph-based Techniques

Graph-based techniques are misuse systems that represent user and system behavior as a
set of graphs that are then compared to attack signature graphs to detect intrusions. This
is a relatively intrusion detection technique and has been used in a limited number of
IDS. There are three graph-based techniques used for intrusion detection: state transition
analysis; pattern matching, and model-based detection.



3.3.1 State Transition Analysis

State transition detection is a misuse detection technique that models a host as a state
transition diagram. It was used as the basis for the USTAT system [12]. Known attack
patterns are encoded as states in the diagram with the final state in a chain being the
compromised state. The preceding states are known as guard states. The guard states act
as a filter to separate normal from intrusive activities.

State transition detection has a number of advantages and disadvantages. Because it
maintains system state over multiple user sessions, it can detect co-operative attacks as
well as attacks that span across multiple sessions. It can also foresee imminent
compromise states and take pre-emptive measures to prevent the system from entering a
compromised state. State transition systems are limited in that the attack patterns can only
specify a sequence of events rather than more complex forms. This severely limits the
types of attacks that the system can detect [8]. '

3.3.2 Pattern Matching

Pattern matching detection is a misuse system that represents known attack signatures as
patterns that are compared against audit records. Knowledge about attacks is represented
as a set of specialized graphs. The graphs represent the transition from normal system
states to compromised states and are an adaptation of colored Petri nets. This technique is
similar to the state transition technique, but pattern matching associates guards with
transitions, rather than with states. This technique has been implemented in the Intrusion
Detection In Our Time (IDIOT) system in which pattern matching is used as the basis for
a generic misuse detection model [8, 13].

Pattern matching has similar advantages and disadvantages as the state transition model
with the following additions. Pattern matching can detect some attack signatures that the
state transition model cannot and priorities can be assigned to signatures, which can be
used for prioritized evaluation of attack patterns and response to intrusions. Additionally,
patterns can be dynamically added to the system while maintaining the partial matches
already present in the system. Pattern matching requires substantial overhead to track
partial attacks that may be by different users and distributed in long periods of time. The
complexity of the model grows exponentially with respect to the size of the colored Petri
net as the complexity of the attack signature increases. This limits the ability of pattern
matching systems to respond in real-time to complex attacks [13].

3.3.3 Model-based Detection

Model-based detection is a misuse detection technique that detects attacks through
observable activities that infer an attack signature. Model-based detection has three
components: an Anticipator, Planner, and Interpreter. The Anticipator uses two types of
models, activity models and scenario models, to predict the next expected step in an
attack scenario. Activity models are representations of current activity while scenario
models represent intrusion signature specifications. The Planner takes the Anticipator's
prediction as a hypothesis and translates it into audit log format. The Interpreter then uses
these predicted audit entries as search strings in the audit records. If the model-based
detection system accumulates sufficient evidence of an intrusion by crossing a system-
defined threshold, the system reports an intrusion attempt [14].



Model-based detection has a number of advantages and disadvantages. Model-based
intrusion detection is based on a mathematically sound theory of reasoning in the
presence of uncertainty. Because the Planner and Interpreter are looking for very
specific audit records, they can filter large amounts of the audit files, which leads to
excellent performance. In addition, because the model is predictive, the system can take
appropriate countermeasures to thwart the intruder's attacks. Unfortunately, model-based
detection requires easily recognizable, distinguishing patterns of misuse. If the intruder
can disguise their attack, this technique can be easily bypassed [8].

3.4 Information Retrieval Techniques

Information retrieval, as used in intrusion detection, is a misuse detection technique that
searches for attack patterns by building an index of audit logs and then searching this
index. To be used in a real-time system, the information retrieval system must maintain
the audit index by periodically rebuilding the index as new audit records are generated.
There are a variety of techniques for building, searching, and storing indexes that result in
different tradeoffs in terms of false positives and negatives.

The use of information retrieval techniques for intrusion detection has a number of
advantages and disadvantages. Information retrieval techniques have a number of
techniques for finding information in a large amount of data that have been actively
researched for the last forty years. These techniques have a variety of approaches and
techniques for processing inexact and partial matches [15]. Index retrieval is both fast and
the index files require less secondary storage than the original audit files. However, like
other pattern matching techniques, information retrieval is easy to defeat by aliasing
commands so that they so that the signatures of misuse are masked. Additionally, the
building of the index is a processor and memory intensive technique that normally cannot
be done in real-time.

3.5 Positive Behavior-Based Detection

Positive behavior-based intrusion detection is a specification-based technique that
specifies intended system behavior and reports activity outside of intended this behavior.
This is one of the newest approaches to intrusion detection. There are two forms of
positive behavior-based systems used for intrusion detection: specification-based and
transaction-based detection.

3.5.1 Specification-Based Detection

Specification-based detection uses a program behavior grammar to enunciate intended
behavior and then scans audit files for violations of this expected behavior. For example,
the finger daemon should only execute the finger program and should only read a very
limited subset of files that can be easily specified. If the finger daemon attempts to read
the system password file, this violates program specification and an intrusion would be
reported [16].

This technique has a number of advantages and disadvantages. The program behavior
grammar describes the behavior of security-critical programs only and only in terms of
sequences of operations. It does not consider parameter value, which can be used for
buffer overflow and other types of attacks. The specification of security-critical
programs is subject to errors of omission and does not address those programs that
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require access to security critical files. This specification process is the main limitation of
this technique. On the other hand, specification-based detection can detect previously
unknown attacks without reprogramming and for many types of attacks, is a natural
mechanism for explicitly stating and enforcing security policy.

3.5.2 Transaction-Based Detection

Transaction-based detection is a specification detection technique that delineates allowed
actions and sequences of actions through transaction management. User activity is
modeled as a series of read and writes operations. The transaction-based detection system
checks to ensure that all transactions are:

¢ Atomic (all operations are completed).

e Consistent (system remains in a consistent state.

¢ Isolated (transactions do not interfere with other transactions)

e Durable (transaction results are saved in permanent storage) [17].

By enforcing these four properties, a large subset of intrusive behavior can be detected.
The main limitation of the transaction-based detection is the specification process.
Specifying allowed transactions is time-consuming and subject to specification and
management errors. '

As with the intrusion detection approaches, there is no one technique that provides
complete security. As such, most modern IDS employ two or more techniques to detect
intrusions.

4. A COMPARATIVE ANALYSIS QF INTRUSION DECTECTION
SYSTEMS

In executing the approaches and techniques discussed in Sections 2 and 3, intrusion
detection is implemented as an overlay of two separate and different technologies:
Network IDS (NIDS) and Host-based IDS (HIDS) systems. The primary advantage of
NIDS is that it can watch the whole network or any subsets of the network from one
location. Therefore, NIDS can detect probes, scans, and malicious and anomalous activity
across the whole network. These systems can also serve to identify general traffic
patterns for a network as well as aid in troubleshooting network problems. When
enlisting auto-response mechanisms, NIDS can protect independent hosts or the whole
network from intruders. NIDS does, however, have several inherent weaknesses. These
weaknesses are its susceptibility to generate false alarms, as well as its inability to
detect certain attacks called false negatives. NIDS also is not able to understand host
specific procesées or protect from unauthorized physical access. HIDS technology
overcomes many of these problems. However, HIDS technology does not have the
benefits of watching the whole network to identify patterns like NIDS does. A
recommended combination of host and network intrusion detection systems, in which a
NIDS is placed at the network border and an HIDS is deployed on critical servers such as
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databases, Web services and essential file servers, is the best way to significantly reduce

risk.

Generally, the commercially available IDS products shown in Table 2 are classified
according to their approach to intrusion detection with all being either host or network-
based. None of the products integrate host-based and network-based intrusion detection
capabilities and a few integrate security assessment capabilities with basic IDS
functionality, such as audit trail analysis and malicious sofiware protection.

i filtering router.

— : _— 1 =
E’endor ; [Product Name glApproach to ID ﬁ’latform
Is§ = RealSecure Network-based Packet capture, signature analysis, |[UNIX and NT
. : and real-time playback. ?
‘fisce (formerly WheelGroup) ‘ NetRanger Network-based. Passive network monitor with packet?; UNIX

¢

Security Dynamics (formerly ||Kane Security Monitor ||Host-based. Passive ID capabilities with assessment NT
Intrusion Detection) ! functions. L
DMW Worldwide HostCHECK Host-based. Passive ID capabilities (audit trail HUNIX
analysis and file checksums) and assessment :
! functions. !
N1
MEMCO ( formerly AbirNet /| SessionWall Network-based. Real-time INT
Ltd.) : connection ‘
and playback.

Table 2: IDS products

A description and comparison of the different systems are presented next in Table 3. To
this end, some systems will receive a more elaborate description while others will just be
mentioned for the passing.

Name

Description

Features, Pros and Cons

Autonomous
Agents For
Intrusion
Detection
(AAFID)

The AAFID architecture [Figure 3] has three
components: agents, transceivers, and monitors.
Agents are independent software units that monitor a
limited number of aspects of a host. A host can have
a number of agents, each monitoring different
aspects of the host. Agents do not have the authonty
to generate directly an alarm or to communicate
directly with each other but instead communicate
through a transceiver. A transceiver coordinates the
activities of host agents. There is one transceiver per
host. The transceiver starts and stops agents as
required, monitors agents, respends to monitor
commands, receives and processes agent reports, and
distributes information to agents or Monitors as
required. Monitors perform the same roles as
transceivers but control several hosts as opposed to
transceivers, which control a single host but multiple
agents {18, 19].

There have been two prototypes implemented
using the AAFID architecture. The first
prototype was implemented using Perl, Tcl/Tk,
and C and was a proof of concept. The second
prototype was written in Perl and is being used
to test the architecture for ease of use,
configurability, and extensibility.

AAFID is novel in a number of ways. The use of
agents provides IDS that is scalable, resilient to
subversion, and provides graceful degradation of
service. Losing one or more agents does not
result in the loss of the entire system but instead
the IDS continue to operate at reduced
efficiency. Agents scale to larger systems with
additional monitors providing a hierarchy of
agents to detect intrusions.

Adaptive
Hierarchical

AHRAB [Figure 4] is based on an adaptive,
hierarchical collection of cooperating agents that

AHRAB  provides
intrusion  detection.

nsk-based
systems,

graduated,
Unlike other
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Agent-Based
Intrusion
Detection
System
(AHRAB)

collectively ‘'work to detection intrusions. There are
three types of software agents: worker agents,
managers, and directors. Worker agents take the
output of standard stand-alone security tools, analyze
the output, and provide aggregated results to
managers. Managers provide guidance to and
adaptively control worker agents based on perceived
risk and resource constraints. They aggregate the
output of multiple worker agents and make decisions
to adapt the security of the system. This adaptation
may be: starting additional worker agents; running
existing worker agents under a more robust
configuration; changing the resource constraints
under which the worker agents run; or adapting
themselves to use a more robust reasoning
mechanism. Mangers may be host-based or network-
based. Directors provide guidance to managers and
integrate the results of traffic and component-based
managers to provide a comprehensive view of the
network and devices functioning under the AHRAB
system. '

AHRAB does not provide a single level of
intrusion detection. Instead, it increases or
decreases system intrusion detection efforts
based on the current situation. If there are
indications the protected system is under attack,
it will increase the intrusion detection efforts. If
the system does not appear to be under attack, it
will gradually reduce intrusion detection efforts
until it reaches a base level set by the system
security manager. The increase or decrease of
intrusion detection is resource-constrained so
that the intrusion detection effort is related to the
probability of an intrusion.

AHRAB also incorporates human feedback into
its adaptive architecture. As the system detects
or does not detect an intrusion, a human
provides feedback to the AHRAB system.
AHRAB then adjusts the creditability of the
agents used for intrusion detection.

Cooperating
Security
Managers
(CSM)

Cooperating Security Managers (CSM) [Figure 5] is
a host and network-based detection system based on
cooperating agents that proactively respond to
intrusions without using a centralized director. Key
to this approach is that there are no centralized
mangers, and a proactive instead of reactive response
to intrusions is used. With no centralized managers,
CSMs coordinate among themselves to detect
intrusions. In a proactive response environment,
CSMs not only detect intrusions on their monitored
hosts, but also notify other hosts if they suspect that
one of their users is attempting to attack another
host. Having CSMs on all or most of the host
machines on a network is key to this proactive
approach [20-22].

If an intrusion is detected by the Local IDS or
Security Manager, the Intruder Handler reacts
to ‘the intrusion by taking a preprogrammed
reaction. At a minimum, the system
administrator is notified. Depending on the
intrusion, the intrusive session may perform a
number of actions including terminating the
current session or locking the user's account.
Finally, the User Interface provides the
capability for the system administrator to query
the Security Manager on the current security
status

Distributed
Intrusion
Detection
System (DIDS)

The Distributed Intrusion Detection System (DIDS)
[Figure 6] is a host and network-based anomaly and
misuse detection system that is based on the host-
based anomaly and misuse IDS and the NSM system.
DIDS was designed to detect a number of additional
attacks that NSM had difficulty detecting through
user tracing. These attacks included low-frequency
doorknob and network browsing attacks [23]. During
a low frequency doorknob attack, the intruder attacks
a number of computers using a limited number of
common account and password combinations.
Because the attacker uses only a few combinations,
the IDS may not detect the failed logins as intrusive.
Network browsing attacks are detected similarly.
During a low frequency browsing attack, users scan a
number of files on several systems within a short
period of time looking for vulnerabilities. The
activity on any single host is not anomalous enough

DIDS addressed several shortcomings found in
NSM. Unlike NSM, DIDS is able to monitor
users that connect to a system through the
console or dial-up lines. It is also able to
perform limited user tracing even if the data
traffic if encrypted. DIDS assigned a unique
Network-user Identification (NID) to all users
and is able to track users as they traverse the
network through monitored hosts. This prevents
attackers from hiding their true identity and
origin by switching accounts as they log into
different host computers. DIDS is able to trace
users across multiple hosts by treating the
network connection between users and hosts as a
shared resource and examining who is accessing
that resource.
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for the IDS to flag the activity as intrusive. Because
DIDS can trace a single user's activity across
multiple systems, DIDS can detect the intrusive
behavior while other systems would have difficulty
with these types of low frequency attacks [23-24]

Event
Monitoring
Enabling
Responses to
Anomalous
Live
Disturbances
(EMERALD)

Event Monitoring Enabling Responses to Anomalous
Live Disturbances (EMERALD) [Figure 7] is a
highly distributed anomaly and misuse detection
system that employs signature analysis with
statistical profiling. EMERALD is built around the
concept of hierarchical, adaptive monitors that
provide intrusion detection for thousands of users
comnected in a federation of independent domains.
Each monitor may consist of up to four components
depending on their role: a target specific resource
object, a profiler engine, a signature engine, and a
resolver. The target specific resource object contains
the target specific configuration data and methods so
that the monitor can remain independent of the
analysis target to which it is deployed. This
separation of the generic monitor code-base from the
target specific code and data makes EMERALD an
extensible system. The profiler engine performs
statistical profile-based anomaly detection while the
signature engine performs rule-based misuse
detection from the event stream being monitored.
The resolver is an expert system that coordinates the
analysis reports from the profile and signature
engines. It may incorporate results from other
analysis engines outside to the monitor, and it also
implements the response policy of the monitor. As
intrusive behavior is detected, the resolver can
employ countermeasures to limit the damage of the
intrusive behavior or to provide more detailed
monitoring.

There are three types of monitors that populate
the EMERALD hierarchy: Service, Domain and
Enterprise monitors.  Service Monitors are
dynamically deployed within a domain and
provide localized real-time analysis. This
analysis may be of network infrastructure
components such as routers or gateways or may
be networked privileged subsystems. The
analysis may be passive where audit logs are
read and analyzed or involve active probing of
the system for additional indications of intrusive
behavior. Domain Monitors oversee a domain
and correlate intrusion reports from service
monitors to detect intrusive behavior across an
entire domain. Domain Monitors also interface
with other monitors outside of the domain and
report domain threats to system administrators.
Enterprise Monitors correlate intrusion reports
across multiple domains to provide analysis
across the entire enterprise.

Graph-based
Intrusion
Detection
System
(GrIDS)

GrIDS is an intrusion detection system designed to
detect large-scale automated attacks on networked
systems. GrIDS [Figure 8] collects data on networks
and hosts. It automatically generates activity graphs
based on network connections and uses these graphs
as signatures for automated attacks on systems. As
these graphs are constructed, they have attributes that
provide the necessary data to detect intrusions.
Graphs are segmented into different "graph spaces”
based on the type of network abuse. These different
graph spaces have different latencies associated with
them depending on the latency associated with a type
of attack {25].

GrIDS  uses a threshold-based detection
mechanism. As the activity graphs are built,
detection heuristics are applied and the graphs
are compared against attack signatures. Intrusion
detection occurs when the graph exceeds a user-
specified similarity threshold.
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Intrusion
Detection
Expert System

(IDES)

IDES is a host-based anomaly and misuse detection
system developed by SRI International in 1985. It
was one of the first IDS developed and employs user
profiles and a rule-based system to detect intrusions,
The user profile is constructed from twenty-five user
metrics. This profile is updated daily and weighted
so that the most recent activity has more weight than
older user activity. In addition to user metrics, IDES
monitors six remote host metrics and five overall
target metrics. In measuring these metrics, IDES
differentiates between discrete and continuous value
measures. Discrete measures are metrics that have a
finite range of values and describer user or system
behavior. Continuous value measures are a function
of observed behavior such that the function value
changes over time [26, 27].

IDES combines the output of the anomaly
detection and expert system to detect intrusions.
As the Receiver receives audit records, they are
placed in an Audit Data Database where they are
examined by both the anomaly detection system
and the expert system.

Internetwork
Security
Monitor (ISM)

The Internetwork Security Monitor (ISM) is a
network-based misuse detection system. ISM is a
hierarchical architecture, which consists of three
components: ISMs, Security Domain Name Servers
(SDNS), and security workbenches [Figure 9]. The
ISMs work together to combine thumbprint data
comnections into logical connections. SDNS provide
a mechanism for ISMs to locate other ISMs over the
Internet so as to exchange thumbprint information.
Finally, the security workbenches provide the ability
for system administrators to examine ISM results,
exchange information with other system
administrators, and administer security packages
such as COPS [29] and SPI.

ISM extends the DIDS and NSM systems to
provide user accountability and support
arbitrarily large networks. While DIDS can
provide user tracing across a network, it loses
this tracing ability if the user passes through an
unmonitored host. ISM  overcomes this
shortcoming through a thumbprinting technique.
Thumbprinting assigns a signature to a data
connection, based on the data flow through that,
connection over a specified period of time. By
correlating different connection thumbprints, it
is possible to detect the same logical connection
from a set of different physical connections and
thus trace user activity through both monitored
and unmonitored hosts [28].

Multics
Intrusion
Detection and
Alerting
System
(MIDAS)

MIDAS is an IDS based on rule-based, anomaly
detection. 1t is used on the National Computer
Security Center's DockMaster computer. The
components of MIDAS are listed in Figure 10.
MIDAS runs on two machines, a Multics system and
a Symbolic Lisp machine. On the Multics system,
the Preprocessor screens audit records and extracts
pertinent data and transforms it into assertions for the
Symbolic machine. The Command Monitor on the
Multics system captures related security data not
present in the audit records and sends it to the
Preprocessor for transformation into assertions. The
assertions are sent to the Fact Base through the
Network Interface. The assertions may cause a
binding of the assertion to a rule or a series of rules.

The Statistical Database contains both user and
system statistics that characterize what the
system considers normal user activity and
normal system states [30].

Network
Anomaly
Detection and
Intrusion
Reporter
(NADIR)

The Network Anomaly Detection and Intrusion
Reporter (NADIR) is a profile-based anomaly and
misuse detection system. It was developed at the Los
Alamos National Laboratory for  use on the
Integrated Computing Network. NADIR [Figure'11]
periodically copies audit records from host
computers to the NADIR system where it examines

In applying these rules, it maintains a level of
interest metric on users, which provides an
overall measurement of user behavior, A high
level of interest is indicative of suspicious
behavior that warrants future investigation by
system administrators. NADIR provides weekly

I reports that highlight the most suspicious users
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audit data and generates weekly user and network
profiles. An expert system compares the audit data
against the profiles to detect security-related
activities. The expert system also looks for attack
signatures among wuser activity and highlights
questionable activity.

as well as an overview of overall network traffic
[7, 31].

Network Network Security Monitor is a network-based | NSM was the first system to focus on network
Security anomaly and misuse IDS that uses network traffic, | traffic and not audit logs to detect.intrusion.
Monitor not audit logs, to detect intrusions. To detect | Network-based detection offers a number of
(NSM) intrusions, NSM reconstructs the activities of | distinct advantages. Because NSM uses standard

individual users from network traffic. NSM
accomplished this through a variety of techniques in
different versions. In its first version, NSM used a
four-dimensional matrix to measure network traffic
and detect anomalous traffic. This Access Control
Matrix mapped source addresses, destination
addresses, services and connection IDs. Each cell
within the matrix contained two values: the number
of packets passed through a connection in a time
interval and the amount of data passed through the

| connection, This matrix modeling the network is

compared against matrixes that model "normal"
behavior" for the hosts involved and anomalies are
reported. A probabilistic distribution is used to
determine what is considered anomalous.

network protocols, it can monitor heterogeneous
hosts running different operating systems
transparently. This f{ransparent monitoring
eliminates the need to examine and transfer
audit logs, which are often a high priority target
for attackers. Network-based detection also
eliminates the overhead associated with running
IDS on a number of hosts. Instead, the cost of
running the IDS is contained to the systems
running NSM. Finally, NSM found that most
hosts communicate almost exclusively with a
very small subset of hosts using the same
services. This communications signature
provides an inexpensive means of identifying
many intrusions. The attacker would have to
mimic this communications signature to be
undetected. NSM monitored activity on an
Ethernet LAN [28].

Table 3. IDS systems description

5. CONCLUSIONS

This paper has examined real-time intrusion detection systems by examining IDS
approaches, techniques, and systems. As the threat and reward associated with intrusions
continues to increase, research in intrusion detection is closing the gap between the
intrusion detection tools and hacker attack tools. While there will always be a gap
between the two, progress in intrusion detection is narrowing this gap.
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Abstract

In this paper, we present the state of research and development pertinent to the design of secure
systems and relate it to intrusion detection system design. We also review established standards and the
application of the principles of systems engineering to network security and the methodologies used in
network security design with emphasis on specifications, testing and verification. We present
instantiations of the interoperation of IDS design with security policy specifications using IDS design and
implementation to evaluate if and where formal methods have been used to specify, verify and validate
secure IDS system properties. We also propose a conceptual design approach that relates the different
phases of the design process. We then present a systematic methodology specifying validation
requirements as a necessary informal method to tackle any known transport protocols issues in IDS
implementation.

Key Words: Intrusion detection systems, network security design, security policies.

1.0 Introduction

Intrusion Detection (ID) systems are classified as mechanisms for parsing and filtering hostile external
network traffic that could reach internal network services. These systems have become widely accepted
as prerequisites for limiting the exposure of internal network assets while maintaining interconnectivity
with external networks. Different ID systems have differing classifications of “intrusion” (see Appendix 1);
a system attempting to detect attacks against web servers might consider only malicious HTTP requests,
while a system intended to monitor dynamic routing protocols might only consider RIP spoofing.
Regardless, all ID systems share a general definition of “‘intrusion" as an unauthorized usage or misuse
of a computer system.

Typically, intrusions take advantage of system vulnerabilities attributed to mis-configured systems, poorly
engineered software, mismanaged systems, user neglect or to basic design flaw in for instance some
Internet protocols. Commercial IDS tools range from the widely available anti-viruses, to enterprise tools
(e.g. Cisco/Netranger), to NT centric (e.g. Internet Security Services/RealSecure) and to configurable
freeware (e.g. Network Flight Recorder).

Intrusion detection as an important component of a security system, complements other security
technologies. By providing information to site administration, an IDS allows not only for the detection of
attacks explicitly addressed by other security components (such as firewalls and service wrappers), but
also attempts to provide notification of new attacks unforeseen by other components. Intrusion detection
systems also provide forensic information that potentially allows organizations to discover the origins of
an attack. In this manner, an IDS attempts to make attackers more accountable for their actions, and, to
Some extent, act as a deterrent to future attacks.

The design of IDS is an assembly of different components. At its most fundamental level, the IDS is a
collection of detection modules also called sensors with unique attack recognition and response
capabilities. Two classes are discernable:
* Network sensors: These monitor the raw, unfiltered traffic on enterprise networks, looking for
patterns, protocol violations, and repeated access attempts that indicate malicious intent.



» OS Sensors: These sensors perform real-time intrusion monitoring, detection, and prevention of
malicious activity by analyzing kernel-ievel events and host logs.
The detection modules are deployed at strategic locations across the enterprise network in order to stop
attacks, misuse, and security policy violations before damage’'is done. When an IDS detects unauthorized
activity, it can respond in a number of ways, automatically recording the date, time, source, and target of
the event, recording the content of the attack, notifying the network administrator, reconfiguring a firewall
or router, suspending a user account, or terminating the attack.

Because of its importance, it is critical that intrusion detection systems function flawlessly. In order to be
useful, site administration needs to be able to rely on the information provided by the system; flawed
systems not only provide less information, but also a dangerously false sense of security. Moreover, the
forensic vaiue of information from faulty systems is not only negated, but potentially misleading.

Due to the implications of the failure of an IDS component, it is reasonable to assume that the
performance of IDS are themselves crucial to an organization's security as they could become logical
targets for attacks.

The implementation of the IDS in enterprise networks has exposed the design and other pitfalls in the
current implementation of commercially avaiiable intrusion detection systems. The pitfalls inciude the
issues of variant signatures, false positives and negatives alerts, data overload, difficulties to function
effectively in switched environments and scalability issues.

In this paper, we review the state of related research and development pertinent to the design of secure
systems and relate it to Intrusion Detection System design and its relationship with formal methods and
standards. This will include a review of established standards and the application of the principles of
systems engineering to network security and the methodologies used in network security design with
emphasis on specifications, testing and verification. With such a large base to draw from, some issues will
obviously receive more attention than other equally as important issues.

Secondly, we present instantiations of the interoperation of IDS design with security policy specifications
using IDS design and implementation to evaluate if and where formal methods have been used to
specify, verify and validate secure IDS system properties. Thirdly, we propose a conceptual design
approach that relates the different phases of the design process. We then devise a systematic
methodology specifying validation requirements as a necessary informal method to tackle any known
transport protocols issues in IDS implementation.

The paper is organized as follows. In Section 2, we discuss design standards and policies. Sections 3
and 4 discuss research and development of transport protocols and intrusion detection systems. The IDS
architecture, implementation problems, and problems in routing protocols are discussed in Sections 5, 6,
and 7, respectively. We define critical design concepts and requirements in Section 8 and present issues
related to formal and informal specifications and verifications in Section 9. Finally, Section 10 contains
conclusions.

2.0. Design Standards and the Interaction of Security Policies in
Enterprise Systems

The enterprise network is a system, which interconnects a multitude of computers and devices for the
purpose of communications and information/resource sharing. To keep the various interconnected parts
of the system interoperable, rules and procedures must be established. In a secure processing
environment, enterprise networks have additional "layers" of rules and procedures imposed, each
addressing unique security requirements, with no one set of requirements (software or hardware)
applicable to all security issues for any specific situation.



The design of an enterprise network is often an assembly of very dissimilar components. In enterprise
networks, problems could occur because there are layers of security, each very narrowly focused for
specific conditions. For emerging systems with greater capabilities and a multitude of abbreviations and
operating system names, the potential exists to overlook "old” rules in favor of ever more simplistic ways
of dealing with security, regardless of the layers involved. This tendency creates both the need for
increased understanding of the various security layers when using shared resources in multi-secure
network environments, and the need for continuing industry awareness of network security problems.

The system’s security is a shared responsibility among its various subcomponents, although the uitimate
burden falls on the operating system. Appropriate hardware support can minimize the impact of security
features on the network performance. Hence, a network system that satisfies the enterprise Multilevel
Security (MLS) policy must enforce access control: processes have access to objects in accordance with
the security policy. The network system itself must also not be a channel for communication of
information that violates the security policy.

The main difficulty in designing systems consisting of independent, interacting components lies in the
complexity arising from often extremely large number of possible orderings in which actions of the
individual components can interleave. Subtle bugs can appear in an incorrect design when events take
place in a certain order.

The ultimate goal in establishing a system security standard is to insure that a level! of security, consistent
with security priorities, is applied to all resources throughout their procurement and deployed life cycle
process. A system could be said to be secure if the information it stores is protected against release,
modification, or misuse by unauthorized users.

In quality assurance, security and accessibility disciplines, System Security Engineering Management
(SSEM) is used to apply systems engineering to the host of possible problems that could affect overall
security requirements from concept exploration through deployment. In addition, SSEM sets the stage for
long-term security control over the life cycle of the system. This also includes controlling the injection
and proliferation of classified information over networks (stand-alone, trusted gateway controlled, or multi-
level). Numerous standards exist which define user restrictions, equipment capabilities, network
management controls, audit trails, etc.

The Orange Book describes the Multilevel Security Policy (MLS) in the context of users and objects, and
requires that a user get to see the contents of objects at his or her levels but never lower levels. More
abstract models of security that avoid the need to consider objects were formulated by different
researchers. In these models, the information a user observes is to be dependent on the actions of users
at his higher or lower level. That is, lower level users cannot observe the actions of higher-level users.

Ratings for a secure system according to the system’s services in support of security and the extent of the
certification of the system with respect to a security policy has been defined in the Orange Book. At and
beyond -A1 are the highest ratings granted to systems that have been formally verified to the satisfaction
of a security policy. A1 certification requires that the system design be verified, while beyond —A1 is more
stringent in that it requires verification of system’s implementation.

For a single host system, the design is considered to be specifications of the functional behavior of each
service provided by the system, e.g., system calls and ordinary instructions accessible to user processes.
Once the interface specification of a system has been verified, the implementation must also be verified.
Such verification is deemed satisfactory when the executable code is verified. This approach leads to
elimination of errors that could render a system insecure through the verification of design decisions that
¢an be formulated in stages of development well before the code is produced.

!n recent years, different standards specific to applications and processes have been developed. For
Instance, Open systems are often governed by specific applications programming interface standards
(APls). APIs address such topics as Operating Systems commands and utilities, Data Base Access
(Structured Query Language or SQL), programming languages, Graphic User Interfaces (X Window



System). A significant effort has been made by the industry to define and standardize many of these
system aspects, especially when applied to protected systems.

In the Open System Interconnection (OSI) standards, five distinct areas have been identified for network
management systems: fault and problem management, performance management, configuration
management, accounting, and security management. The integration of these functions, on a singie
platform, constitutes integrated network management. The network management function most important
to SSEM is obviously security management.

The capability to perform classified and/or non-classified processing at will, while at the same time
allowing open access to other unclassified networks in the open systems is a very difficult problem. This
is because of the architecture and inter-process relationships between the various business
units/processes in most open system networks. The dominant layered model for organizing
comimunications protocols in open system networks is the one developed by the International
Organization for Standardization (ISO) shown in Appendix 2. This is a seven-layer protocol model known
as the Open Systems Interconnect Reference Model (OSI/RM).

Certifications are also inclusive of standard provisioning applicable to network security standards, with
numerous security certification requirements imposed on individual processing and communication
equipment used in networks. Because of the fast pace of emerging equipment capabilities, many of these
requirements are under constant pressure to be streamlined and simplified for the ease of use by those
who often don't understand all the technology issues behind integration and communication security.
When those who don't understand are faced with making a decision, often the potential threat issue,
regardless of technical concern, is relegated to a position of less importance. No area is this more
important than open systems. _ :

In virtual private networks (VPNs), standards have been established to secure the system. Conformance
is attained by implementing a public key infrastructure (PKI) that can be either contracted through a
service or implemented in-house, depending on cost, security policies, and other requirements. Cost per
connection for a service is weighed against the total equipment, training, maintenance, and management
costs spread over the number of connections required for an in-house VPN. Another important
consideration is who will maintain control of the equipment.

A PKI starts with a certificate authority (CA), which is a software package that operates in high-security
area and issues digital certificates. A certificate (cert) binds a public key value to a set of identifying
information for the entity associated with the corresponding private key. The party that needs to use and
rely upon the accuracy of that public key uses the cert for authentication, encryption, or digital signature.
A PKl also includes a directory service for making the certificate widely available and, at a minimum, an
X.509v3-compatible database for storing the certificates and information required to authenticate
certificate owners.

The CA operator issues the digital certificates to the end entity—IPSec endpoints in an IPSec VPN
implementation—and records the information in the database. When a certificate is compromised or is no
longer correct for some reason, the CA operator lists it on a certificate revocation list (CRL). Each time an
IPSec endpoint checks the validity of a certificate presented for authentication, it checks the CRL: if that
certificate is listed in the CRL, it is invalid and the endpoint rejects it. ’

A certificate policy (CP) delineates the requirements for receiving a certificate from the CA. For example,
it could require a certificate to be requested in person, along with two forms of ID. The CP also defines a
level of authority, such as allowing signature authority for up to one miliion dollars. For an IPSec endpoint,
the CP defines what information must be submitted to the CA for certification, and it should also specify
what security requirements the CA must meet. To successfully implement a CA, the operator must write a
certificate practice statement (CPS), which spells out how the operation of the CA matches the certificate
policy requirements.



The application of standards in the design of intrusion detection systems is not clearly established judging
from practical experiences with their operational performance. This could be due to difficulties in the
establishment of uniform design standards that have been made worst by the ever-changing nature of
iraffic streams and networking technologies.

In the next section, we take a look at how formal methods have helped to develop standards in transport
protocols design.

3.0. Research and Development of Standards in Transport Protocols
Design

Increasingly, formal methods continue to be a suitable alternative approach to ensuring the quality and
correctness of protocol designs, overcoming some of the limitations of traditional validation techniques
(e.g., simulation and testing).

Research work abounds on the use of formal methods for the analysis, design and verification of
transport protocols. The concern here is the correctness of the design and conformance to established
security policies.

These methods have proved successful at discovering flaws, especially in the areas of correcting existing
protocols, that were previously unrecognized. Desmedt et al. [1997] criticized formal verification of key
distribution protocols, claimed to be secure under BAN logic, but which have already been broken.
Coupled with a flaw in the basic philosophy of BAN-like logics that do not prove that a weakness in the
protocol implies a violation of the basis of the crypto scheme. This has given-doubts to the validity and
adequacy of existing techniques on their ability to provide a proof about the correctness of a given
protocol.

A fair analogy is the verification process of general-purpose computer programs, where reliable testing
techniques allow many bugs to be detected, but will not provide a basis for complete proof of correctness.
in the light of this, it would be a prudent and mature trend to design specific methods and implement
tools, in order to aid the initial correct design of cryptographic protocols. In this case, the incorporation of
formal methods into the design process can be implemented in various ways.

Firstly, Meadows C. [1995] propose that protocol design methodologies should lend themselves to or
incorporate elements of formal method analysis. This is exemplified by the modular design proposed by
Heintze et al. {1995]. Using protocol security reasoning tools and a composition theorem, they can state
sufficient conditions for combining two secure protocols to form a new one with similar properties. Based
on secret-security and time-security notions, they can provide examples of how unmet conditions result in
an insecure protocol.

Secondly, Gong et al. [1995] propose that design principles could be used to develop protocols whose
security is easy to evaluate. Building on an earlier work, the concept of a fail-stop processor, which, when
failing, stops before any effect is visible to the outside environment and the notion of fail-stop protocols.
Similarly, a fail-stop protocol halts in response to active attacks interfering with the protocol execution.
The security analysis of such a protocol involves only the examination of possible passive attacks such as
eavesdropping. It is therefore much easier to conciude whether the secrecy assumption can be violated.

Three phases of the proposed proof methodology for a fail-stop protocol are as follows:
* Verification that the protocaol is fail-stop,
* Validation of the secrecy assumption,
* And the application of BAN-like logic.

According to Nessett [1990] the methodology applies BAN-like logic because the residue from the
execution of a fail-stop protocol could be useful to an attacker. Another encouraging point for this



methodology is that the specifications of fail-stop protocols satisfy some of the main prudent engineering
principles from [6]. Accordingly, if the GNY logic is used to analyze a fail-stop protocol, the proof
complexity can be dramatically reduced. The research investigation shows that many existing protocols
prove to be fail-stop [Gong et al 1995]; therefore the new notions are not too limiting.

Meadows C. [1995] propose a stepwise-layered methodology that can be integrated with the Heintze et al
approach [1995], which is based on a stack of models at different levels of abstraction. As a first step, the
protocol designer uses a relatively abstract model to construct and verify the security protocol. If this
protocol is correct at that top layer, the designer focuses on a more detailed model, which refines the
abstract one. The repeated execution of this process leads to the final production of a detailed
specification. Much of the existing work on requirements specifications has this specific flavor. The
application of BAN Logic is based on a parser that translates members of a limited class of protocol
specifications into BAN Logic.

Drawing from the above framework, [Meadows C. [1995], Rudolph C. [1998] introduced an approach for
designing an abstract model for cryptographic protocols that can be used as the top layer of a layered
design method. The main idea is the usage of Asynchronous Product Automata. The whole design
process starts with a relatively abstract model at the top layer and ends in a refined specification that can
be proven to be an implementation of the top level. This model reaches a higher level of abstraction than
the model presented by Heintze et al. [1995] through the use of logical secure channels, instead of
encryption.

The channels technique was used by Buttyan et al. [1998] to present a simple logic for authentication
protocol design. These channels are abstract views of various types of secure communication links
between principals. The way channels are used is similar to the use of Pi calculus channel primitives. The
proposed Simple Logic preserves the simplicity of the BAN logic and adopts some concepts from the
GNY logic. It consists of a language and a small number of inference rules. The language is used to
describe assumptions, events, and the protocol goals. The inference rules are used to derive new
statements about the system. The goal of the analysis is to construct a witnessing deduction, which is a
derivation of the goals from the assumptions and the formal protocol description. The protocol is correct in
the case where such a deduction exists. The lack of a witnessing deduction means that the protocol may
not be correct.

Boyd et al. [1994] propose another technique for designing key exchange protocols, which are
guaranteed to be correct in the sense that a specified security criterion will not be violated if protocol
principals act correctly. This technique is developed from basic cryptographic properties that can be
expected to be held by a variety of cryptographic algorithms. Protocols can be developed abstractly and
any particular type of algorithm that possesses the required property can then be used in a concrete
implementation.

Gollmann [1996] suggest that the design of authentication protocols has proven to be error prone partly
due to a language problem. The objectives of entity authentication are usually given in terms of human
encounters while we actually implement message-passing protocols. The author proposed various
translations of the high-level objectives into a language appropriate for communication protocols.

Several researchers believe that in the near future, more effort will be spent on designing secure
protocols and less on formal verifications. Specifically, Meadows [1995] argue that design specifications
do not guarantee that protocols will meet security goals that were not foreseen by the design approach,
that the protocols designed are sometimes impractical, and that - due to the imprecision of design
principles - flawed protocols may in any case be designed.

The existence of formal methods in the development and design of transport protocols by now is well
established as a safe bet towards ensuring the efficacy of the protocols design process. At the same
time, experiences in the implementation of the protocols have consistently demonstrated flaws that at

gmgs have encapsulated or at best negated the very security policies that formed the basis for their
esign.



Consequently, it is becoming increasingly important to complement formal methodologies with informal
methods, i.e., simulation, testing and validation as a guarantee for the correctness of protocol designs. In
Section 8.0 we present known issues with the implementation of transport protocols.

4.0. Research and Development of Standards in Intrusion Detection
Systems Design

The development of intrusion detection systems has been studied under different contexts. The
following section provides an overview of the studies.

Research into and development of automated Intrusion Detection Systems (IDS) has been under way for
well over 12 years. At present a great number of systems have been deployed in the commercial or
government arenas, but all are limited in what they can do. This brings to focus all the issues involved in
the full cycle development of Intrusion Detection Systems.

Research and development studies are identified into three categories:
1. Modeling - Misuse or anomaly detection;
2. Analysis; and
3. Optimization techniques.

In the misuse detection model, detection is by looking for specific patterns or sequences of events
representing previous intrusions (i.e., looking for the "signature” of the intrusion). It is a knowledge-based
technique and only known intrusions can be detected by it. This is a more traditional ID technique, which
is usually applied, for instance, in anti-virus tools.

In the anomaly detection model, intrusion detection is by detecting changes in the patterns of utilization or
behavior of the system. Building a model that contains metrics derived from normal system operation and
flagging as intrusive any observed metrics that have a significant statistical deviation from the model
perform it. The approach is behavior-based and should be able detect previously unknown intrusions. It is
in the research and development area in which currently innovative modeling paradigms are explored
which are inspired from biological systems. Pioneers in this area are from the University of New Mexico
whose work is based on the idea that intrusion detection systems should be designed to function like the
way the human natural immune systems distinguish between "self" from "non-self" antibodies.

The main challenge with this approach, like for every behavior-based technique, is to model the "normal”
behavior of a process. Learning the activity of the process in a real environment can do this. Another
approach, advocated by IBM research, consists of describing the sequences of audit events (patterns)
generated by typical UNIX processes. Another method developed by Nokia is based on Kohonen Self
Organizing Maps (SOM).

Analytical studies of ID systems attempting to address the issue of network surveillance include the
Network Security Monitor developed at University of California at Davis (UC Davis), and the Network
Anomaly Detection and Intrusion Reporter developed at Los Alamos National Laboratory. Both perform
broadcast LAN packet monitoring to analyze traffic patterns for known hostile or anomalous activity.
Further, research by UC Davis in the Distributed Intrusion Detection System and later Graph-based
Intrusion Detection System projects attempted to extend intrusion-monitoring capabilities beyond LAN
analysis, to provide multi-LAN and very large-scale network coverage.

Morris [1985] investigate network traffic intensity measurement. intensity measures distinguish whether a
gven volume of traffic appears consistent with historical observations. These measures reflect the
Intensity of the event stream (number of events per unit time) over time intervals that are tunable.
Alternatively, a sharp increase in events viewed across longer durations may provide insight into a
consistent effort to limit or prevent successful traffic flows. Morris investigated intensity measures of



yransport-layer connection requests, such as a volume analysis of SYN-RST messages, which could
indicate the occurrence of a SYN-attack against port availability (or possibly for port scanning). Maimon
(1985] explored intensity measures of TCP/FIN messages as a variant considered to be a more stealthy
form of port scanning.

Morris [1985] contend that monitoring overall traffic volume and bursty events by using both intensity and
continuous measures provides some interesting advantages over other monitoring approaches, such as
user-definable heuristic rules that specify fixed thresholds. In particular, the intensity of events over
duration is relative in the sense that the term "high volume" may reasonably be considered different at
midnight than at 11:00 a.m. The notion of high bursts of events might similarly be unique to the role of the
target system in the intranet (e.g., web server host versus a user workstation).

Mounji et al. [1995] analyze traffic streams using Signature Analysis techniques. Signature analysis is a
process whereby an event stream is mapped against abstract representations of event sequences known
to indicate the target activity of interest. Determining whether a given event sequence is indicative of an
attack may be a function of the preconditions under which the event sequence is performed.

Lunt et al [1989] investigate the use of coding schemes for representing operating system penetrations
through audit trail analysis.  Using basic signature-analysis concepts, the authors demonstrated that
some detection methods could support a variety of analyses involving packet and transport datagrams as
event streams. For example, address spoofing, tunneling, source routing, SATAN attack detection, and
abuse of ICMP messages (Redirect and Destination Unreachable messages) could all be encoded
and detected by signature engines that guard network gateways.

Lunt et al. [1989] also investigate “Off-line” vs. “Real-time” analysis as another area where more
conventional classification divides IDS’s into systems which operate after the event and rely on analysis
of logs and audit trails for preventive action and those that attempt real-time monitoring in the hope that
precursor signs of abnormal activity give indication that corrective action is possible before a damage
oceurs.

Denning et al. [1987] emphasize the different aspects of session activity within host boundaries given the
fact that the primary input to intrusion-detection tools, audit data, is produced by mechanisms that tend to
be locally administered within a single host or domain. However, as the importance of network security
has grown, so has the need to expand intrusion-detection technology to address network infrastructure
and services.

Jacobson et al. [1993] investigate fault detection and diagnosis in computer network and
telecommunication environments within the framework of alarm correlation. The high-volume distributed
event correlation technology promoted in some projects provides an excellent foundation for building truly
scalable network-aware surveillance technology for misuse. However, these efforts focus primarily on the
health and status (fault detection and/or diagnosis) or performance of the target network, and do not
cover the detection of intentionally abusive fraffic in distributed and switched environments. Indeed,
some simplifications in the fault analysis and diagnosis community do not translate well to a malicious
environment for detecting intrusions. For examples, assumptions of stateless correlation, which
precludes event ordering; simplistic time-out metrics for resetting the tracking of problems; ignoring
individuals/sources responsible for exceptional activity.

As the scale of scientific research of IDS systems grows by leaps and bounds, so does the nature of IDS
interoperation, architecture and implementation.

The advent of large scale commercial intrusion detection systems tend to have given a relative assurance
to the information technology community that has been very anxious to maximize the use of these highly
advertised ID systems as added armor to secure network systems. Many IDS products have been
deployed in. commercial and corporate networks. With this has come a shift in research focus in so many
areas. One of such is in the area of the IDS performance.



IDS evaluation studies treat the relationship between deployment techniques and attack system variables
and the performance of the IDS.

Richards [1999] evaluate the functional and performance capabilities of the industry’s leading commercial
type IDS. In the areas tested, the performance of the IDS was rated based on their distinctive features,
which were characterized into different performance indexes. The research work represented a new
direction for IDS in that it moved the focus away from scientific concepts research to performance
evaluation of the industry’s best products. However, the study was limited to a small proto design
isolated and non-switched network which did not reveal the impact of packet switching on the accuracy
and ability to capture attack packets in their entirety.

Iheagwara et al. [2002] investigate optimization of intrusion detection systems deployment technigues in
switched an‘d distributed systems. They demonstrated that monitoring techniques could play an important
role in determining the effectiveness of the IDS in a switched and distributed network.

Porras et al. [1198] discuss IDS failures in terms of deficiencies in accuracy and completeness, where
accuracy reflects the number of false positives and completeness reflects the number of false negatives.
Al of the above research works predated the advent of Gigabit networks. The scalability issues
associated with IDS deployment in Gigabit environments have opened up a new area of research.

The problem here is that with the advent of Gigabit Ethernet, not only is there a significant increase in the
bandwidth — and thus a significant increase in the volume of traffic to be analyzed - but also a move into
the realms of the purely switched network. Because in the promiscuous mode, sensors can only see
traffic on its own segment, and in a switched environment, every connection to the switch is effectively a
single segment. In the older technologies of 10mbps or 100mbps bandwidths, this can be overcome by
the use of network taps or mirroring all the switch traffic to a span port, to which the IDS sensor is
attached. But with Gigabit, the result would be a seriously overloaded sensor.

Currently suggested solutions include building an IDS technology into the switch hardware itself that will
aliow the sensor to grab traffic directly from the backplane or in the alternative move to a pure Network
Node IDS implementation where the agents are concerned only with the traffic directed at the host on
which they are installed.

Using newly deployed Gigabit technologies, iheagwara et al. [2002] explored the relationship between
traffic variables and IDS performance for Gigabit environments. Further, they evaluated the performance
of the IDS in the context of both Megabit and Gigabit environments.

The creativity of attackers and the ever-changing nature of the overall threat to targeted systems have
contributed to the difficulty in the effective performance of currently available systems, especially in
effectively identifying intrusions. While the complexities of host computers are already making intrusion
detection a difficult task, the increasing prevalence of distributed networked-based systems and insecure
networks such as the Internet has greatly increased the need for intrusion detection.

Based on what is known on the performance of the systems and the numerous problems, the models,
policies and design principles have not been very effective not at least at the level of addressing the
various security issues that earlier designs, i.e., transport protocols, were faced with in the past.

In order to properly analyze the performance issues arising from IDS design, we review the standard IDS
architecture in the next section.

5.0 The Intrusion Detection Systems Standard Architecture

The current architecture of commercially available IDS products is built primarily out of the perceived role
of the IDS. It is equally'true that due to the complexities in evolving a uniform IDS technology, the current






6.0 Problems with the Current IDS Design

intrusion detection as an important component of a security system, complements other security
technologies. By providing information to site administration, ID system allows not only for the detection of
attacks explicitly addressed by other security components (such as firewalls and service wrappers), but
also attempts to provide notification of new attacks unforeseen by other components. Intrusion detection
systems also provide forensic information that potentially allows organizations to discover the origins of
an attack. In this manner, ID systems attempt to make attackers more accountable for their actions, and,
to some extent, act as a deterrent to future attacks.

Effective implementation of IDS security facilities requires the ability of the IDS to integrate with existing
network infrastructure and its interoperation with other security implementations on the protected network.
At the same time, the requirements should not impose an usual burden on the IDS and thus impair its
ability to be effective in capturing all traffic that originate from all specified network internally protected
and Internet traffic or its compliance with specified security policy. in particular, the IDS should be able to
carefully monitor those units that statistically originated most of the security attacks.

As with any other technology, there are pitfalls in the current implementation of commercially available
Intrusion detection systems. The pitfalls include the issues of variant signatures, false positives and
negatives alerts, data overload, difficulties to function effectively in switched environments and scalahility
issues.

Variants. While the ability to develop and use signatures to detect attacks is a useful and viable
approach, there are shortfalls to only using this approach that should be addressed. Signatures are
developed in response to new vulnerabilities or exploits that have been posted or released. Integral to the
success of a signature, it must be unique enough to only alert on malicious traffic and rarely on valid
network traffic. The difficulty here is that exploit code can often be easily changed. It is not uncommon for
an exploit tool to be released and then have its defaults changed shortly thereafter by the hacker
community.

Catch-up. New signatures can only be developed once an attack has been identified. Therefore between
the creation of an attack and the deployment of a signature to detect the attack, a window of opportunity
exists for an intruder to mount an attack with little to no chance of the attack being detected.

False positives. A common complaint is the amount of false positives an 1DS generates. Developing
unique signatures is a difficult task and often times the vendors will err on the side of alerting too often
rather than not enough. This is analogous to the story of the boy who cried wolf. It is much more difficult
to pick out a valid intrusion attempt if a signature also alerts regularly on valid network activity. A difficult
problem that arises from this is how much can be filtered out without potentially missing an attack.

False negatives. Detecting attacks for which there are no known signatures. This leads to the other
concept of false negatives where an IDS does not generate an alert when an intrusion is actually taking
place. Simply put if a signature has not been written for a particular exploit, there is an extremely good
chance that the IDS will not detect it.

Data overload. Another aspect, which does not relate directly to misuse detection but is extremely
important is how much data can an analyst effectively and efficiently analyze. That being said the amount
of data he/she needs to look at seems to be growing rapidly. Depending on the intrusion detection tools
employed by a company and its size, there is the possibility for logs to reach millions of records per day.

Difficuities in switched environments. Network capture and analysis in a switched LAN environment
usually means "tapping" the switch's lines by using a "mirror" port or deployment in other tapping

configurations. In this approach, traffic is copied from one "source" port to another destination or "mirror"
port,

It has been known that mirroring a full duplex source port may cause packet loss as traffic on the full
duplex source port exceeds the available bandwidth of the mirror port.

11



Scaling up: in the last couple of years, there has been a significant increase in network traffic utilization.
with this has come the infroduction of Gigabit Ethernet technology to accommodate this increase in
pandwidth — and thus the volume of traffic to be analyzed. The problem associated with this is that older
IDS technologies that operate at 10mbps or 100mbps bandwidths are overwhelmed with the increase in
traffic volume. With Gigabit, the older IDS technologies become seriously overloaded.

Some of the operational experiences and problems are discussed in depth as follows.

Experience has shown that the IDS performance and its stability (i.e., ability to function within design
limits without failure) are determined by the following:

+ Design limitations

Traffic rate (number of packets per second)
Traffic type (i.e. HTTP, FTP, SMB, SMTP, etc.)
Packet size

Session lengths

% Of fragmentation

Number of sessions/Hosts.

Number of signatures active

Workstation hardware

Half/Full duplex transfer mode

Design limitations

Evaluation of operational results requires a methodical analysis of the many factors that could affect the
IDS performance in actual network environments. This is because it is possible for the IDS to perform -
differently even under the same parametric specifications but different environmental contexts.

For instance, there could be cases of attaining a 100% detection rate when 100% of the traffic was
scripted, but when background/normal traffic or encrypted traffic is used or added, the performance goes
down. Equally, it is possible to toss 40Mbps of traffic at the IDS that won't phase it, and another 40Mbps
that will phase it. in this regard, experience has been that what breaks an IDS is more often packets per
second than the Layer 7 content [Iheagwara 1999}, although both are relevant.

Generally, there are three bottlenecks that affect the performance of the IDS in real world environments.
* Raw sniffing speed
» Signature degradation
¢«  Memory

Raw sniffing speed:
Sniffing speed as a measure of how much packets per seconds can be captured is a very important factor
when evaluating the performance of ID systems. This is due to the fact that this could be used as a
baseline when determining the maximum packet capture/second in order to quantify the operational
bandwidth limits after which the performance of the IDS begins to diminish. Thus, it is a valuable measure
that shows the maximum load at which the IDS will still operate effectively. The figures available from
some IDS vendors as performance bottlenecks are:

* 200,000 packets/second for Cisco’s Secure;

* 70,000 packets/second for Intrusion.com’s Gigabit sensor; and

* 700,000 packets/second for ISS’s NetworkICE Gigabit sensor.

Of interest here is Networkice's 700,000 packets/second sniffing rate. This means that given optimum
conditions, the Gigabit sensor’s engine should be able to process 700,000 packets per second. The
RealSecure sensor will not sniff beyond 100,000 packets/second. It is assumed that the packets related
to the above numbers are true for all (typical) packet sizes.
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Consequently, what this means is that seven RealSecure sensors will be required to match the
performance of NetworkICE ‘s sensor for a 700,000 packets/second capture in any given identical
context.

In analyzing the operational results, vendor provided data should be used as the baseline reference in
setting a comparison standard.

Signature degradation issue:

The second bottieneck is that NIDS (network IDS) analysis at high rates comes with signature
degradation. Most NIDS use "pattern-matching routine” (signature-based), which slows/degrades with
successive addition of signatures. Network ICE uses "state-based protocol-analysis”, which means that it
does not slow down as you add signatures because it follows a decision tree. This means that when
running in the 1-Gbps ranges, all signatures can be enabled. To solve the problem of false positive alerts,
fiters can be set up on some signatures, thereby making it not necessary to remove signatures in order to
performance tune.

The RealSecure 1DS uses the pattern matching technique that somewhat impairs its functionality because
the pattern matching technique degrades with an increase in the number of active signatures.

The theory behind interpreting IDS performance, by comparing "state-based protocol-analysis” vs.
"pattern-matching” techniques could be explained from the perspective of the two fundamental
advantages that state-based protocol-analysis has over pattern-matching in regards to the performance:
1. More efficient processing of traffic.
2. Scales better as you add more signatures.

A good example would be to compare how an IDS looks for RPC exploits. A pattern-matching system
looks for patterns on ranges of ports where RPC programs typically run. For example, it might look on
ports in the range 634 through 1400 for the AMD exploit. In contrast, a state-based system can remember
which ports the AMD service is running on, and only test the AMD signatures on those ports that are
actually running AMD. If no system on the network is running AMD, then a state-based system will never
test network traffic for those signatures.

The theory behind this is that a pattern-matching system doesn't know the contents of the packets, and
must match that packet for many different patterns. In contrast, a protocol-analysis system knows the
contents of the packet, and only tests signatures that apply to those contents.

Given an average packet, a pattern-matching system might have to match for 10 different patterns within
that packet. In contrast, on average, a state-based protocol-analysis system tests less than 0.1 signatures
per packet.

This doesn't come for free: the state-based protocol-analysis that knows whether or not it should test for
signatures itself costs the same as testing for a couple of signatures. Thus, the per-packet cost for pattern
matching might be 10 signatures, and the per-packet cost for state-based protocol analysis might be 2
signatures.

The second part of the theory is that for pattern-matching systems, the more signatures you add to the
system, the slower the system becomes. If you look in the documentation for an average sensor, it will
have a comprehensive discussion on how to remove signatures in order to improve performance. This
isn't applicable to a state-based protocol-analysis system.

A good example is to consider looking for Telnet login strings. There are many well-known login names
that rootkits will leave behind on the system. A pattern-matching system must scan all Telnet traffic for all
these patterns -- the more patterns you add, the siower it becomes.

In contrast, a protocol-analysis system will decode Telnet and extract the login name. It can then lookup
the name in a binary-matching tree or a hash table. The difference is that a pattern-matching system must
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match for patterns within network traffic, which scales poorly. In contrast, a protocol-analysis system pulls
out a field from network traffic, and matches for that field within an internal table, which scales very well.

Again, not in the Telnet example that a username signature is only tested against the username field —-
another demonstration of the first point that a packet is only tested for a signature when needed, and not
when it isn't needed.

This is the theory behind the comparison. In practice, there are a lot of issues that can become more
important. For example, CPU speed is doubling every year.

Given the above, the development of design standards should draw from the practical experiences.
Considering the newness of the protocol — analysis technology, it will take another three to four years
before its performance in the enterprise network is evaluated. And only until then will it be realistic to set
a standard on which way to go.

Memory:

All currently available network intrusion detection system (NIDS) track TCP connections because they
have to reassemble them, or risk being evaded. The problem here is that Gigabit networks in most cases
have millions of outstanding TCP connections. This causes most boxes to fail over. For example, the
architecture of the NetworkICE sensor incorporates memory- saving techniques that optimize memory
consumption in preference to speed. So also does the ReakSecure architecture hold well with memory
consumption.

Typical traffic

When evaluating the performance of the IDS, network throughput is important. This is commonly
expressed in either Megabits (Megabytes) or Gigabits (Gigabytes). A crucial question is how many
megabits (Mb) can the IDS handle before its performance nosedives?

Gauging the performance of the IDS is a function of many variables. For instance, if a packet of 1500 byte
that is invalid or contains no interesting information is loaded on the network at a high rate, it will not be
effective in testing the IDS. To characterize the true bandwidth limits within which the IDS is effective, the
processing power of the IDS must be tested using properly configured packets. 1t is not just enough to
send 100Mbits of 512 byte packets with a traffic generator. There is the need for a traffic that is close or
identical to real traffic from real machines that is repeatable; yet still random enough that one does not
end up with the vendors catering to bandwidth benchmark. That is why it is necessary to use traffic that is
identical to real traffic from real machines in a performance evaluation.

Another dimension here is the variable nature of traffics on most networks. Traffic varies greatly from
network to network. internal enterprise networks might see a lot of SMB, NFS, SNA, and SQL network
traffic. For example, while external/DMZ networks might see mostly HTTP, FTP, SMTP, and the
occasional SSH session, a university network will see a lot of HTTP, FTP, SSH, SMTP, IMAP, POP,
Napster, IRC, and a myriad of other protocols that you won't see in the average corporate space and in a
carrier network will see everything from HTTP traffic to BGP updates, and every other protocol that goes
across the network.

The point is that there isn't really an easy way to say "typical traffic." One might be able to craft some
baseline assumptions on what university traffic looks like, what internal corporate traffic looks like, what
DMZ/external corporate traffic looks like, what ISP traffic might look like, etc., but environments are so
wide and varied that there is no "one size fits all" approach to traffic modeling. For example, sending
100Mbits of a typically used protocol (like HTTP) could crush an IDS that wouldn't produce the same
result with for instance, 500Mbits of UDP traffic on a non-standard port.

Defining a uniform standard for all vendors will serve as a useful benchmark.
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Packet size

instances exist when the attainment of maximum (%100) utilization will have different meaning depending
on the context. For instance, in analyzing an output such as the one depicted in table 1 (chart) [lheagwara
et al. 2000], 100% utilization could be 64 byte frames at 14,880 pps, or 1,518 byte frames at 812 pps.
There is a big difference here because processing-wise, the two are not equal. This cannot be related the
above to capacity utilization, because less than 50% of the information required to simply say that
utilization is “X” Mbps is available.

46 (64) 14,880 5,475,840

64 (82) 12,254 6,274,084

128 (146) 7,530 7,710,720

256 (274) 4,241 8,706,048
512 (530) 2,272 9,306,112
1,024 (1,042) 1,177 9,641,984
1,500 (1,518) 812 9,744,000

Table 1 Data Field Size Max Frames/sec Max Data Field Bits/sec.

Number of sessions

The complexity of analyzing iIDS performance increases with another variable — number of sessions. This is
because many ID systems have to track state and to a certain extent; the number of sessions is a huge factor.
In this regard, 4,880 pps between two hosts is very different from 14,880pps between 5,000 hosts. This is
demonstrated by the fact that there have been instances when ID systems starts degrading in performance at
6,500pps under 35Mbps network load with litle chance of recovering based on the number of sessions
observed by the IDS.

7.0 Interoperation Problems

There are very serious interoperation issues that affect the performance of Intrusion detection systems.
Network ID systems work by predicting the behavior of networked machines based on the packets they
exchange. The problem with this is that a network monitor that is not active cannot accurately predict
whether a given machine on the network is even going to see a packet, let alone process it in the
expected manner. The existence of a number of factors could make the actual meaning of a packet
captured by IDS ambiguous. These can be considered as follows:

Network inconsistencies: A network IDS is typically on an entirely different machine from the systems
it's watching. Often, the Intrusion detection systems are at a completely different point on the network.
The basic problem facing a network IDS is that these differences cause inconsistencies between the ID
system and the machines it watches. Some of these discrepancies are the results of basic physical
differences, others stem from different network driver implementations. For example, consider an IDS
and an end-system located at different places on a network. The two systems will receive any given
packet at different points in time. This difference in time is important; during the lag, something can
happen on the end-system that might prevent it from accepting the packet. The IDS, however, has
already processed the packet thinking that it will be dealt with normally at the end-system.

Protocol design problems: An IP packet with a bad UDP checksum will not be accepted by most
operating systems. Some older systems might. The IDS needs to know whether every system it watches
will accept such a packet, or it can end up with an inaccurate reconstruction of what happened on those
machines. Some operating systems might accept a packet that is obviously bad. A poor implementation
might, for example, allow an IP packet to have an incorrect checksum. If the IDS don't know this, it will
discard packets that the end system accepts, again reducing the accuracy of the system.

Denial of service problems: Even if the IDS knows what operating system every machine on the

network runs, it still might not be able to tell just by looking at a packet whether a given machine will
accept it. A machine that runs out of memory will discard incoming packets. The IDS has no easy way to
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determine whether this is the case on the end-system, and thus will assume that the end-system has
accepted the packet. CPU exhaustion and network saturation at the end-system can cause the same
problem.

Together, all these problems result in a situation where the IDS often simply can't determine the exact
nature of a packet or implications of a packet merely by examining it; it needs to know a great deal about
the networking behavior of the end-systems that it's watching, as well as the traffic conditions of their
network segments. Unfortunately, the current IDS architecture is short on this and a network DS doesn't

have any simple way of informing itself about this; it obtains all its information from the packets it captures
during attack detection.

8.0 Security Problems in Routing Protocols

The effectiveness of IDS operation and functional performance is closely tied to the performance of
routing protocols. This is because the Intrusion detection systems rely routing protocols as a transport
mechanism. Thus, desi_gning effective IDS entails defining interoperability issues with routing protocols.

The present weaknesses in the implementation of the TCP/IP stack, a major transport mechanism in
enterprise network systems, manifests in different attack forms (see table 2). These essentially are
attacks using ICMP messages which includes: Denial of Service (DoS) (Figure 2) via ICMP messages,
Re-routing with ICMP Route Redirect, ICMP Router Discovery messages, and ICMP informal messages
such as those used in Ping of Death and Smurf attacks.
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Table 2. Grouping of network exploits into attack families.

Attacks on routing protocols could come from both within and outside the network. Outside attacks
masquerade as routers that distributes fabricated, delayed or incorrect routing information while inside
attacks are mounted by a subverted or compromised router. Such attacks may have serious
consequences on the network infrastructure and on end-to-end communications. Feedirg false routing
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Consequently, for an IDS design to be effective, it must incorporate into the design process all safeguards
to protect its reliance on transport protocols. This is extremely complex to define, delineate or
workaround because of the constantly changing attack system topology. Suffice it to say that a limited
remedy must include devising a good validation program for recreating known instantiations and
implementing proactive programs that are used to identify issues at TCP/IP (e.g., ports scan) and routing
protocol levels and incorporating sophisticated system debugging programs that attackers use to map
enterprise networks.

9.0. Incorporation of Basic Principles into IDS Design.

Justification of any security policy for the design of IDS should be aimed to address the flaws in the
current implementation.

The response to potential threats involves operational requirements analysis, risk analysis, system design
support evaluation, and related access control modeling and analysis, and the evaluation of secure
communications services and systems. The clear and unambiguous definition of specific security needs,
a crucial step in security engineering must receive due emphasis in system security policy formulation.

Contemporary research on designing secure systems focus on several key issues with the

primary objective being security. System designs revoive around the security policy while providing a
large amount of functionality. Another issue is integrity, where system designs attempt to ensure data
integrity throughout the system. Additional issues include resource management, performance and user
interface.

The IDS architecture is designed with the above in mind. However, due to the complex nature of the
environments where the IDS is deployed, several pitfalls are constantly experienced bringing to focus the
question of whether proven formal methods were used in the development and design process.

The design of secure systems rely to a great extent on using appropriate methodologies to prove their
correctness and efficacies throughout the life cycle of the design.

it is known that following a good design practice could reduce defective designs. Bugs in a design that
are not uncovered in early design stages can be costly, and bugs that remain undetected until after the
design is completed and deployed can be extremely expensive. The use of formal methods, i.e., the
application of mathematical methodologies to specification and validation of systems, can aid in tackling
these chalienges.

The planning and design of secure systems draws from known safeguards against every known and
potential threat. In the case of IDS, its main intent is to conceptualize the most appropriate response to
the threat ‘given current or the projected availability of appropriate countermeasures. In order to
accomplish this task within various overriding security requirements, considerations begin to focus on risk
and countermeasure cost trade-offs, including the cost of long-term maintenance and reliability
requirements. Often conceptualized system development is different from the real world development
model. Theoretically, the assumptions made might be correct but because of difficulties in vision and
policy execution there are differences.

Often the design of effective systems entails adopting a complementary approach to encapsulate
experience of good and bad practice into empirical rules. For instance, in the field of cryptographic
protocol design, the robustness principles are helpful, because adherence to them contributes to the
simplicity of protocols and avoids a considerable number of published confusions and mistakes.
Anderson and Needham [20] propose a number of robustness principles, and Abadi and Needham [6]
introduce complete analyses of desirable protocol properties and relevant limitations. These could be
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extended to the choice of objects for execution at the different stages of the design process for complex
system design, i.e., IDS.

The experiences in the operation of IDS will be extremely beneficial in encapsulating both the good and
bad practices into empirical design rules. The experiences are briefly discussed in Section 6.0.

The design process entails dealing with empirical rules and, in some cases; following one design principle
wil sometimes lead to violating another. in addition, even following all the rules will not guarantee a
sound design. For instance in the design of protocols, many authors have considered the question of
what are appropriate goals in the context of protocol analysis. Accordingly, Boyd ef al. [1994] reviewed
some design goals in authentication protocols and proposed a classification of them: intentional and
extensional goals.

Intentional goals are generally concerned with ensuring that the protocol runs correctly as specified, while
extensional goals are concerned with what the protocol achieves for its idealized and actual models of
system development participants. It has been suggested that attacks should be measured by whether or
not they violate extensional specifications even if intentional ones have been used to find the attacks in
the first place. Boyd proposes a hierarchy of extensional protocol goals, which includes the major
proposed goals for key establishment. He furthermore demonstrated how these extensional goals could
be exploited to motivate design of entity authentication protocols.

The following useful set of principles applied to other designs could be extended to the IDS design
process:
+ Distributability: no central coordination takes place, which means there is no single point of
failure; )
+ Multi-layered: an existing concept that combines different mechanisms to provide high overall
security;
+ Diversity: in diverse systems security vulnerabilities are likely to be less widespread. This can be
achieved by either making the system unique or by diversifying the protected system;
+ Disposability of any system component;
* Autonomy of each individuat component; and
» Adaptability of the system to different environments.

The design process consists of steps each inter-relating to the other in a specific manner with input and
output camponents that inform the next or previous design step in devising the essential design elements
necessary to complete the terminal consideration of that particuiar step.

System design typically starts with a high-level specification, given in terms of block diagrams, tables, and
informal text conveying the desired functionality. A combination of top-down and bottom-up design
techniques is applied until a final design is obtained.

One item specific to the specification stage is the initial analysis also called risk assessment of every facet
of the enterprise network at the system, host and network levels. For the
enterprise, insuring high quality security for a system and host component is a major thrust of the initial

planning effort. Thorough knowledge of the system will provide the input materials for a sound IDS
design ‘

The system security engineering management (SSEM) plans produced during this phase should
delineate the criteria and operational environments for specific solutions to defined security needs. These
needs may span the range from providing additional network connectivity to existing systems to the
provisioning of new network and/or computing environments. The plans should identify specific security
evaluation, implementation, and deployment requirements as needed to complete the delivery order.

In the analysis phase, crucial design implementation questions at the network levels that should define
the scope of interoperation of the IDS with decomposable network components include:

19



+ What kinds of access controls (Internet, wide area network connections, etc.) are going to be in
lace?

. \‘;Vhat authentication protocols and procedures are to be used for local area networks, wide area
networks and dialup servers?

+ What type of network media, for example, cables, switches, and routers, are used and what type of
security do they have?

« Will security be implemented on file and print servers?

«+ Wil encryption and cryptography, Virtual Private Networks (VPNs), e-mail systems, and remote
access be used over the internet?

+ What procedures will be implemented to ensure conformity with networking standards?

The future IDS design should be such that its placement on the network should not impair its ability to
function effectively. The optimum performance of the current designs has been shown [Iheagwara et al.
2000] to depend on the deployment location of the IDS on the network. In this regard, in order to isolate
points of vulnerability, it is necessary to analyze the data flow through the networks. From this
perspective, there are two basic scenarios:

(i) Data stored on a computer: For data stored on a local computer, the operating system is the major
provider of the necessary services for the protection task. Using these services requires that they be
properiy configured.

(i) Data traveling across communication points: Data traveling between locations needs to be secured in
a different way, and this often involves encryption. Generally speaking, this data is in one of two forms:
data in the form of network packets coming into a system, and data that is leaving the system.

Protecting incoming data encompasses both guarding the data itself and guarding the system against
threats posed by the data once it has entered the network. Protection activities include a system check to
ensure that the data comes from an authorized sender and that it can perform only authorized tasks.

Protecting data that is leaving a computer involves insuring that it reaches its target in exactly the same
format in which it was sent, without being changed. The session and data type, as well as data content,
must be unreadable by a third party—that is, privacy must be preserved.

The enterprise network usually offers several possibilities for data to leave or enter a specific computer.
Computers can have individual modems with a variety of available connection scenarios. Additionally
most computers are connected to a local (internal) network from which data can branch through multiple
paints to numerous destinations.

From the security perspective, there are two major issues involved in this exchange of information: (i) the
data that is leaving a computer must reach the target without being read or changed before it reaches its
destination and (ii) the packets that are reaching and entering a computer must be from an authorized
user and their objective must be to pursue authorized tasks.

Typical network scenarios are:
* A corporate network that shares a private network with another company.
* A corporate network with Web servers located at an ISP, accessible either via
dial-up or a permanent connection.
* Acorporate network with dial-up capabilities.
* A corporate network with a permanent connection to the Internet.

Given this complex scenario and the many opportunities it offers for breaches of security, implementing
IDS security should be a step-by-step process that starts with the primary local resource where the data is
housed, continues through the intervening points, and conciudes with the permanent connection to the
"rest of the world." To support this step-by-step security implementation process, a suitable analysis and
deployment architecture is needed.
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Data en route cannot be directly protected by services of the operating system. However, there are
different technologies (protocols) available to create a tunnel between two nodes and encrypt the
information, e.g., VPN. All of them have their individual limitations and the decision regarding the
appropriate technology or combination of technologies needs to be well planned. This then becomes
another vital IDS design input material because there must exist an interdependency relationship of these
technologies, i.e., VPN and the IDS technoiogy.

The goal of every enterprise network is growth with a motive for profit. Technically this transiates to
factoring in scale up parameters in the design. This is another thrust of the analysis phase of the design
process. Any scale up of the network brings with it issues that will permanently or transiently affect the
system thus warranting in some cases a revision of the system topology and architecture. For example,
the growth of the enterprise network could mandate a redesign of the network system resulting to the
reevaluation and determination of the basic elements of growth. Such could simply mean incorporating
the Gigabit Ethernet in place of 10/400 MB Ethernet technology. The issue of increasing the network
bandwidth mandates consideration of security at the component and network levels. This in fact has
given rise to the introduction of Gigabit IDS.

High-availability and scalable bandwidth considerations are essential design goals. High availability is a
function of the application as well as the whole network between a client workstation and a service
located in the network. While the mean failure time of individual components is a factor, network
availability is determined mostly by the network design. This means that the application of design
principles in the implementation of IDS should short circuit such issues as memory and CPU usage.

Design validation is a critical design process. The purpose of validation is to determine secure design.
implementation weaknesses. This involves ascertaining that the physical design does indeed meet its
specification. In a traditional design flow, this is realized through simulation and testing. Because testing
for nontrivial designs is generally infeasible," testing provides at best only a probabilistic assurance.
Formal verification, in contrast to testing, uses rigorous mathematical reasoning to show that a design
meets all or parts of its specification. This requires the existence of formal descriptions for both the
specification and implementation. Such descriptions are given in notational frameworks with a formal
semantics that unambiguously associates a mathematical object with each description, permitting these
objects to be manipulated in a formal mathematical framework.

Issues pertinent to IDS design specification; verification and validation are discussed in the next section.

10. Specifications and Verification

The security property specification contains the information needed to validate a system and must
aggregate system intrinsic and extrinsic properties. Thus, the specification of the secure communications
capabilities or transport mechanism could be seen as performing robust validation and Quality Assurance
exercises based on the defined requirements and evaluation criteria. Of importance is the demonstration
of interoperability between components (hardware and software) of the system. The component level
operational interoperability evaluated in this area should at a minimum honor known security constraints.

The security property specification of the IDS design should be defined after preliminary performance
specifications for software, hardware; and network topology, architecture and subcomponents are
prepared. Such properties must evolve to satisfy safeguards of identified threats known from operational
experiences and vulnerabilities processed through system design modifications and risk management.
Each adversarial threat is modeled and examined in terms of the capabilities of the countermeasure to be
employed. Using a criterion, the alternatives are sequentially evaluated and accepted or discarded based
on their current refevance to the protected information or attack scenario.

21



specification and verification generally requires that some assumptions be made on the behavior of the
environment in which a device is intended to operate. If actual operating environment violates these
assumptions, the device may fail despite successfui verification.

Specification and verification of system design can be accomplished using different techniques that
specify a set of constraints to satisfy. These constraints usually specify how the system handles
concurrent access dependencies.

There are two main approaches to the specification and corresponding verification. The first is concerned
with specifying desired properties for the design. Formal verification is concerned with properties of
temporal nature, i.e., they do not pertain to static attributes of the system but rather characteristics of the
system behavior or execution such as network traffic characteristics, Temporal logics are unifying
framework for expressing such properties. Verification amounts to showing that all of the system’s
possible behaviors satisfy the temporal properties of its specification.

The other approach is based on specification in terms of a high-level model of the system. In this case,
the behaviors of a system are given by a set of all behaviors of the higher-level model, rather than a set of
temporal properties. Verification then requires showing that each possible behavior of the system’s
implementation is consistent with some behavior of its high-level specification.

The combination of the two approaches is common: First, a high-level model of the design is shown to
satisfy a set of desired temporal properties. Then a series of more and more detailed specification are
developed, each of which is an implementation of the specification at the next higher level. In an
appropriate technical framework, the temporal properties of the highest-level model are preserved by the
refinement steps and thus are satisfied by the lowest, most detailed, level. In this context, the first type of
verification is also referred to as “design or property verification”, while the second form is known as
“implementation verification.” The two are conceptually the same since they are verification instance of
the same problem: the specification defines some constraint on the allowed behaviors of a system, and
verification requires showing that the implementation meets this constraint. The two are relevant to the
IDS verification process.

Because of the complexities of the design process, it is helpful to verify the effectiveness of the IDS
design from the formal security property specifications that govern the mechanisms and functionality of
the interconnected components and the 1DS interprocess communication.

For instance, a secure IDS design must include verification of a set of specifications of entropy security
values which should be hard coded into component (detection modules) and system level designs such
as those used to protect transport protocols against known vulnerabilities like IP spoofing, UDP Spoofing,
DNS and Zone Transfer, etc.

Requirements for validating secure IDS designs should be drawn from past implementation experiences.
The validation testing should incorporate techniques known to be effective in discovering design flaws.
The identification of interoperation defects of the design using different probing techniques (Appendix 3)
with the transport mechanism (routing protocol) is an essential requirement. |n this case, the first thing to
do is to identify a network segment by setting up a network analyzer and collecting some traffic on that
segment. Analysis of the interaction of the detection ability of the complex traffic stream may help identify
potential design problems. There are a variety of proprietary network protocols that can accomplish this.

Another requirement is taking inventory of all of the network software in order to map out probing
specifications. This could be accomplished in a short time frame. This includes identification of a variety of
programs and protocols for parameterizing the traffic stream that is sought after in the test.

Depending on the situation and the available information, it can be very difficult to get a clear picture of all
aspects of a security event on the network. Distinct events may not seem refated until another piece of
the puzzle is added for clarity. Attempting to answer the basic questions about system components or
events such as vendor provided component and software specifications in order to determine functionality
and performance parameters is a good place to start and this should provide the framework to paint a
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The basic concepts underlying design verification were explored from the framework of proven theorem.
Many examples using theorem provers verify that some modetl of a design is a refinement of a higher
jevel, although deductive proofs of temporal properties are aiso possible.

we presented different specification and verification techniques and related them to actual system
designs.

We proposed informal validation program (testing and simuiation) that involves writing specifications for
each class of design components using known issues in the implementation of the IDS — primarily
transport protocols issues to create attacks for the modular validation of the design.

This work demonstrates that the correctness of the IDS architectures and implementation standards can
guarantee its design functional effectiveness and is realizable if a methodical design approach based on
formal and other methods is followed. Most notably the IDS interprocess communication, is a crucial
design element because it's verification through layers of components that guarantee the correctness of
system events that makes reference to operating system calls, of the operating system cails in terms of
network calls, and of the network calls in terms of network transmission steps is decisive to the IDS
functional effectiveness.

Concluding, it has become widely accepted that established standards and design rules must be taken
into account distinctively and in combination in a complementary way during all phases of the design
process in order to attain effectiveness and reliability of the security schemes for the enterprise network.
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Appendix 1: The class hierarchy of Intrusion attacks.

intrusions fall into two categories, namely Misuse and Anomalous Behavior. The Figure below shows the
attack hierarchy. The forks below the rectangles represent inheritance.
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Appendix 3

“The impact of security layering on end-to-end latency and system performance in switched and
distributed e-business environments.” Computer Networks Journal Vol 39-5
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Abstract

Contemporary e-business networks are increasingly implementing the multi-layer security scheme in order to pro-
vide a reasonable measure of security for their information systems. The implementation entails formation of a layered
architecture (concentric security layers) using packet and application-level filters neither of which provides compli-
mentary functions. The layered architecture provides convenient abstractions and increases the end-to-end latency that
results into sub-optimal system performance. In this paper, we present the results of the experiment to quantify the
latency introduced by security layering on end-to-end latency and investigate the resulting degree of sub-optimality of
system performance in a distributed and switched e-business network.
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1. Introduction

The requirements [1] for performance, reliabil-
ity, speed and operational support of e-business
activities in contemporary corporate information
systems are increasingly becoming complex and
extremely high. In terms of reliability, the system
must be designed to ensure system-level availabil-
ity of 99.999% on a 24 x 7 basis. In terms of
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operational support, the system must meet all of
the requirements to be certified for operation.
These requirements must also incorporate security
schemes into the product design as a precursor
to meeting all functional requirements established
for the system. The implementation of the security
scheme should be able to support these require-
ments in a manner that does not impede vital
system performance indexes such as desirable low
values for end-end latency, Web request-response
time, network throughput and protection of the
privacy of data.

To realize the above, stringent security mea-
sures such as implementation of the multi-layer

1389-1286/02/$ - see front matter © 2002 Published by Elsevier Science B.V.
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security scheme is widely adopted. The scheme
envisages the use of a combination of packet filters
and application-level firewalls because neither the
packet filter nor the application-level filters pro-
vide complimentary functions. The implementa-
tion requires the formation of security layers using
packet-forwarding devices with varying degrees of
packet filtering and blocking functions. A typical
arrangement is the use of filtering routers at
the perimeter of the network and application-level
firewalls inside the network. Also, part of the
stringent security measure is the deployment of
intrusion detection systems (IDSs) to detect un-
wanted traffic.

Intrusion detection as an important compo-
nent of a security system, complements other se-
curity technologies. By providing information to
site administration, an IDS allows not only for the
detection of attacks explicitly addressed by other
security components (such as firewalls and service
wrappers), but also attempts to provide notifica-
tion of new attacks unforeseen by other compo-
nents. IDSs also provide forensic information that
potentially allows organizations to discover the
origins of an attack. In this manner, an IDSs at-
tempts to make attackers more accountable for
their actions, and, to some extent, act as a deter-
rent to future attacks.

The IDSs detection modules are deployed at
strategic locations across the enterprise network in
order to stop attacks, misuse, and security policy
violations before damage is done. When an [DSs
detects unauthorized activity, it can respond in a
number of ways, automatically recording the date,
time, source, and target of the event, recording the
content of the attack, notifying the network ad-
ministrator, reconfiguring a firewall or router, sus-
pending a user account, or terminating the attack.

Packet filtering routers are generally the small-
est and the simplest form of firewall [2]. They can
provide a low-cost and useful level of firewall se-
curity. Their sole purpose is to check the source
address, destination address and ports in individ-
ual IP packets. Packet-filtering firewalls work by
dropping packets based on their source or desti-
nation addresses or ports. They make decisions
only from the contents of the current packet. Fil-
tering can be done at input time, at output time or

both depending on the type of the router. Because
they only perform cursory checks on the source
address, there is no real demand on the router. It
takes little time to identify a bad or restricted ad-
dress. The administrator makes a list of the ac-
ceptable machines and services and a stap list of
unacceptable machines or services.

Packet filtering routers alone are inadequate
to implement stringent security requirements. The
reasons for these are:

1. A packet filter does not enforce transport-
level issues, such as the early 1997 attacks against
Windows NT (invalid TCP window size, invalid
sequence number). One relies on the software
running on internal systems for security, and as
previously mentioned this is typically the weakest
point. For example, any type of packet filter will
pass through an SMTP connection to an internal
mail server. None are able to filter out known
problem areas before sending it onto an internal
Mail Hub. An application gateway, such as the
Gauntlet firewall, can and does.

2. A stateful packet filter keeps state informa-
tion about connections. It may let the entire packet
g0 out just as it came in (or visa versa), so long as
it matches the rules. A stateful packet filter typi-
cally does not examine the data. It does not talk on
behalf of anything/anyone as a proxy does. When
using an application gateway, you do not need to
imitate TCP/UDP/ICMP handling because real
handling is done by the firewall.

3. Current stateful packet filter implementations
do not rewrite packets. The internal network is
exposed to packet-based attacks. Packets are for-
warded based on security rules. No packets are
forwarded by application gateways. New connec-
tions are established.

4. Packet filters log much less information than
application gateways. A packet filter will log source
and destination addresses, accepts, and rejects. For
example, HTTP connections will show single pack-
ets not filenames, URLSs, number of packets, etc.

5. Packet filters are less granular (look less
deeply into the communication stream) and do less
security work than application gateways. There-
fore, they are insufficient for applications that
require a much tighter security.
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On the other hand, application-level firewalls
gives the network manager complete control over
each service, as well as over which services are
permitted. Using proxies, application-level firewalls
provide much finer control over which packets can
be transmitted across the firewall. Application-level
firewalls can support string user authentication,
provide detailed logging information, and the fil-
tering rules for an application-level firewall are
much easier to configure and test than those for
a packet-filtering router. The other advantages of
application-leve] firewalls are that they:

¢ do not allow any direct connections between in-
ternal and external hosts, i.e. lack of IP for-
warding;

s support user-level authentication;

¢ analyze application commands inside the pay-
load portion of data packets (whereas the state-
ful packet filters systems do not); and

o are able to keep comprehensive logs of traffic
and specific activities.

The disadvantages are that they:

¢ are slower than packet filters;

e require the internal client to know about them;

* do not support every possible type of connec-
tion, i.e. that a proxy application must be cre-
ated for each networked service. Thus, one is
used for FTP, another for Telnet, another for
HTTP, and so forth; and

e the last disadvantage is a factor of the level of
security desired by the organization using the
firewall.

To address the limitations of both application-
level firewall and filtering router, the muiti-layer
security scheme that incorporates both types is
increasingly becoming a popular implementation.
However, the scheme is associated with the addi-
tion of latency from the authentication process
that increases the value of the end-to-end latency.
By how much the latency (network transition time)
is increased and the associated performance over-
head is the subject of this research.

In the main experiment, we measure the latency
introduced by security layering and quantity the

contribution to the end-to-end latency. Further,
we characterize the effects on system performance
and as well measure the degree of sub-optimality
in system performance.

The rest of this paper is organized as follows. In
Section 2, we discuss the related works. Section 3
presents the experimental details. The results are
interpreted and analyzed in Section 4. In Section 5,
we present the conclusions of this study and the
recommended future work.

2. Related work

Improvements in critical system performance
indexes such as network transition time, latency
and network throughput have been at the fore-
front of numerous research works. Researchers
have been fielding different methods to improve
worldwide web latency. It has been recognized that
there are generally two sources of worldwide web
latency:

1. Network delay. Retrieving a document from
a Web server using the HTTP 1.0 involves at
least two round trips between the client and
the server.

2. Request processing time. For each file re-
quested, a web server has to read it from its
disks into a buffer to the client.

This entails that latency can be reduced either
by reducing network delays or by reducing ser-
ver query/request response/processing time. HTTP
enhancements and the use of different caching
techniques on proxy servers and clients have been
the focus of previous research works on the re-
duction of network delay. Improvement in Web
servers’ throughput has been made possible by
incorporating cooperative servers, i.e. using mul-
tiple Web servers and server-side caching which
is caching documents in a Web server’s address
space to increase Web response rate. Three cach-
ing techniques namely server-side caching, client-
side caching and proxy caching have emerged as
benchmark solutions.

Server-side caching strategies focuses on the re-
duction of servers’ response time and improvement
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in throughput. Arlitt and Williamson [3] analyzed
access logs from different Web servers and identi-
fied ten variances among workloads. Kwan et al.
[4,5] described NCSA’s Web caching research that
uses AFS to cache documents in Web servers’ local
disks. Markatos [6] proposed the notion of mem-
ory caching of Web documents, the benefit being
that it reduces the number of disk accesses.
By keeping most frequently accessed files in main
memory, many of the requests can be served
without touching the file system thereby reducing
access latency.

Cunha et al. [7] who researched client-side
caching analyzed access patterns of individual
users and found two access patterns. First, WWW
clients tend to access small files. Secondly, keeping
small files in clients cache is better than keeping
small ones since the former has a high latency-
savings-per-byte rate, Bestavros et al. [8] compared
three caching levels at the client side: the session
level, the host level, and the LAN level. According
to their experiments, the LAN-level caching is the
most cost-effective. The reason being that for a
specific document, a LAN cache keeps only one
copy of it while the host and session levels keep
one copy of the document in their respective ca-
ches and therefore waste more cache space.

The limitations and potentials of proxy caching
have been shown by Abrams et al. 9] in their
evaluation studies to be the upper bound of the hit
ratio of a proxy cache that is in the range of 30—
50%. Since the basic idea of caching is to move the
data that the clients need closer to them. Some
proxy-cache researches take geographic distribu-
tion of clients request into account. Williams and
coworkers [10] compared the performance of dif-
ferent caching policies and implementation and
found that the widely used WWW caching policy,
LRU, results in poor performance. Additionally,
they provided insights into other proxy cache im-
plementations: the CERN cache [I1], the Lagoon
cache [12], the Harvest cache [13}], and the Squid
cache [[4].

Martin and Russell [15], Martin et al. [16],
Simpson and Alonso {17] and Tomasic and Gar-
cia-Molina [18] also studied caching in distributed
architecture. The client caches data so that oper-
ations data are not repeatedly sent to remote

servers. Instead, the client locally performs fre-
quent operations. The use of caching is most
beneficial for systems that are distributed over
slow networks or that evaluate queries slowly.

Gruber et al. [19] analyzed the challenges of
realizing a prefix-caching service in the context of
IETF’s real-time streaming protocol, a multime-
dia streaming protocol that derives from HTTP.
Their study explored how to avoid several round-
trp delays by caching protocol information at
the proxy server. In addition, they discussed how
caching the partial content of multimedia streams
introduces new challenges in cache coherency and
feedback control,

Mogul [20,21] conducted research in HTTP
improvement and proposed two mechanisms to
improve HTTP latency: long-lived connections
and request pipelining. The problem is that several
features of HTTP interact badly with TCP two of
which are that HTTP establishes a connection for
each request and HTTP transfers only one object
per request. In another instance, Padmanabhan
and Mogul [22] use prefetching to hide the latency
instead of reducing it. The argument is that the idle
period of time between two adjacent requests from
the same user can be used to prefetch the next
document the user wants to read.

Burkowski [23] reports on a simulation study,
which measures retrieval performance of a dis-
tributed information retrieval system. The experi-
ments focused on two strategies for distributing
fixed workload across a small number of servers.

Couvreur et al. [24] analyzed the performance
and cost factors of searching large text collections
on parallel systems. They used simulation models
to investigate three different hardware architec-
tures and search algorithms including a main-
frame system using an inverted-list IR system, a
collection of RISC processors using a superim-
posed IR system, special-purpose machine archi-
tecture that uses a direct search. Hawking [25]
designed and implemented a parallel information
retrieval information system called PADRE97, on
a collection of workstations. The basic architec-
ture of PADREY7 contains a central process that
checks for user commands and broadcasts them
to information retrieval engines on each work
station.
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Benchmarking Web servers is an active re-
search area. Several benchmarks for Web serv-
ers have been developed, including WebStone
[26] and SPECWeb. There are also studies on the
overload behavior of the benchmarks and im-
provement of the benchmarks [27). Almeida and
Cao [28] used the Wisconsin proxy benchmark to
compare the performance of four proxy servers.
The study explored the effects of multiple disk
use, low-bandwidth modem client connections and
throughput on the performance of proxy servers.
The study found that the latency advantage of
caching proxies vanishes in front of modem con-
nections.

The above-cited studies demonstrate that by
improving the server’s throughput and imple-
menting different caching schemes, latency and
Web query-response time can be reduced. How-
ever, the studies did not quantify or characterize
the attributes of end-to-end latency in relation to
process authentication in switched and distributed
“architectures with multi-layered security schemes.
There is also no study on the impact of security
layering on system performance that has been
reported in scientific literature hence this is the
primary motivation for this study. This study is
unique in the sense that the experiments are
conducted live on a distributed and switched
e-business network in order to establish empirical
values.

In the next section we describe the experiment
on the empirical quantification of latency due se-
curity layering and characterize the impact on
system performance.

3. Experimental work
3.1. Objective
The following are the objectives of this study:

1. empirical quantification of the latency intro-
duced by security layering;

2. determination of the impact of security layering
on end-to-end latency; and

3. determination of the resulting degree of sub-
optimality on system performance.

3.2. Experimental setup

3.2.1. Test beds

The test beds for the performance tests are
shown in Figs. A.1-A.5 in the appendix section.

For the latency measurements, the:test envi-
ronment shown in Fig. A.6 (see appendix) consist
of a Netcom Systems’ Smart Bits 2000 chassis
running OS 1.4.15 with firmware Version 2.1.24,
12 ML 7710 cards and two ML 7711 cards. All
latency tests were performed using Netcom’s
Smart Flow Version 1.12.1 software suite. The

error test was conducted with Netcom’s Smart
Window.

3.2.2. Web servers configuration

The Web servers are Intel-based Pentium 500
MHz systems with dual processors and 256 MB
RAM. They are configured with Windows NT
4.0 (Service Pack 5) operating system and form
a cluster farm with load balancing. The super
fast caching scheme is implemented on the Web
servers.

3.2.3. Client configuration

The client test server is a Dell brand Pentium 500
MHz system with dual processors, 256 MB RAM
and Windows NT 4.0 (Service Pack 5) operating
system. It was configured with the performance
measuring software WEBSTONE and Internet
connection through which the test server accesses
Web site applications was established.

3.2.4. Websites description

The four Web sites are the corporate sites of a
major stock exchange market hosting multimedia
applications that include video graphics, database
applications, and financial news contents. Each
site can handle up to 10,000 concurrent connec-
tions.

3.3. Experimental method

The experimental methodology envisaged em-
pirical quantification of the latency due to process
authentication and measurement of its effects on
system performance, i.e. Web query-response time.
The results are then interpreted and analyzed
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within the framework of environmental conditions
in the distributed and switched architecture.

The experiment is conducted in two phases
(parts): I and IL

o Part I of the experiment is the determination
of system performance using the Web query-
response speed as benchmark under the differ-
ent security schemes.

e Part II of the experiment is the quantification
and attributive characterization of the end-
end latency and its contribution to the sub-opti-
mal performance determined in part I. There
are two sub-parts here:

(a) measurement of latency due to switching;
and

(b) computation of latency due to authentica-
tion.

3.4. Part I: determination of web request-response
speed

3.4.1. Test procedure

The client test server was configured with the
“WEBSTONE” Web performance benchmark
that measures the performance of a Web server.

In the test, different workloads were created on
each Web server by distributing and simulating up
to 85 client computers on the client test server.
This simulation enabled the client test server to
generate multiple files retrieval requests from the
Web servers. The benchmark tests are auto-
matically generated by the Webmaster, which used
the performance measurements from the clients to
generate the summary report.

Peak CPU utilization during the tests ranged
from 43% to 57% for the Web servers and 49% to
53% for the client test servers. The data from the
log entries was recorded over a two-week period
and the test results are presented in Tables 1-3 and
Fig. A.S.

3.5. Part II: determination of end-to-end latency
3.5.1. Part Ila: latency due to switching

The latency of the switches was measured using
Netcom Systems Smart Bits that is capable of mea-

Table 1
File access frequency distribution
Website Work- File size, Access Access
number load KB frequency percentage
1 110 files 3135 12,730 53.645
5045 7250 30.553
7521 2500 10.535
13,598 1250 5.267
2 465 files 3135 12,730 53.645
5045 7250 30.553
7521 2500 10.535
13,598 1250 5.267
3 1038 3135 12,730 53.645
5045 7250 30.553
7521 2500 10.535
13,598 1250 5.267
4 1578 3135 12,730 53.645
5045 7250 30.553
7521 2500 10.535
13,598 1250 5.267
Table 2

File Attachments

Percentage File attachment for all Web sites
60 No attachment

30 Doc file

0 Executable file

10 Compressed file

suring latency to an accuracy of 100 ns (0.1 ms).
Multicast packets were used in the Ethernet-to-
Ethernet switching. Measurements were at either
layer 2 or 3 for 64-byte and 512-byte sized packets.

The throughput test determines the highest rate
at which a switch can receive, process and forward
packets without loss. This value is important be-
cause a pause of up to a few seconds may occur
when a packet is lost from a data stream: The ap-
plication—realizing data was lost—must retrans-
mit the missing data.

3.5.1.1. Test procedure. In the latency test, two
streams of FTP data, which runs over TCP, and
UDP, were sent to a single switch port. The stan-
dard 100 pps test stream is used to measure latency
while multiple streams of background load are
applied to a set of independent ports to determine
if the switch latency is a function of the back-
ground load on the switch. To assure reliability of
the testing conditions, each test was repeated three
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our study, the topology-related latency was as-
sumed to be negligible because the network transit
time from one node to another is always the same.

The impact of authentication latency on system
performance depends not only on the structure
of the authentication mechanism but also on its
absolute value that is computed as a ratio of
the end-to-end latency. The impact also depends
on whether authentication really is the important
performance bottleneck to begin with, or whether
the bottleneck is some other thing, i.e. load im-
balance.

For a given number of workloads, larger data
sets usually improve the load balance, and hence
allow the system to deliver better performance.
Thus, if an application with a given workload
delivers good performance on a given architecture
but not on one that uses speed-limiting processes
on the network, this does not in itself mean that
the architecture should be replaced but rather en-
hanced. There may be applications, for which the
less fortified architecture performs well too, and
perhaps another application for which it per-
forms almost as well as the other architecture. The
question is how large are these applications rela-
tive to the base architecture that will make a major
impact.

There is also the issue of the “desirable” level of
performance. Typically, the larger the efficiency
the larger the application size needed for a given
combination of latency. Thus, the efficiency level is
an important determinant of the constant factors
in the expression for the required application.
Furthermore, it can also affect the performance
level of the required application with latency, if
changing the desirable efficiency level changes the
relative importance of different performance bot-
tlenecks. For example, for an efficiency level of
30%, the dominant bottleneck to overcome by in-
creasing the problem size may be authentication,
but for a 95% efficiency level it may be load im-
balance. The bottlenecks also may not behave in
predictable ways as the problem size or efficiency
level could change, particularly for irregular ap-
plications. In most cases, however, if the dominant
bottleneck does not change, then the chosen level
of efficiency will not affect the performance level
required.

The impact of switching type on latency is also
fundamental in defining the overall performance
of Web query-response speed. High perfor-
mance switches perform the role of prioritization
for any application in the application-defining li-
brary (ADL) or application added to ARL as a
custom entity. This means that for those mission-
critical applications, we can guarantee an allocated
amount of available bandwidth even during peri-
ods of network congestion. For Web-based ap-
plications, high performance switching device can
distinguish between the various Web (HTTP) ap-
plications that use TCP port 80 (e.g., mainframe
access via the Web, Web-based access to ERP
applications, e-commerce or Web browsing) by
examining the URL field. This feature facilitates
readily identified e-commerce transaction flows
that are given higher priority than ordinary Web
browsing.

The results of our study show that there is a
difference in the performance of access response
time for the various security layering schemes.
Throughput was high in most of the tests. In com-
parison with the others, the multi-layered scheme
performed poorly.

The effect of authentication type on network
speed (throughput) was very pronounced. In gen-
eral, network throughput decreased with increase
in the number of authentication negotiated. The
decline as shown in Fig. 3 is largest for the multi-
layer security scheme. There are five schemes
represented in Fig. 3 with schemes 2 through 5 cor-
responding to architectures 1 through 4. Scheme 1
is the baseline network throughput.

As is evident in Fig. 5, the Web response speed
under the load balancing configuration is faster
than the speed under the proxy arraying configu-
ration by as much as 6.7%.

The network throughput for the baseline con-
figuration (network without any form of security
implemented) represented as schemes #1 in Fig. 4
was 18.4 Mbps. Throughput for the multi-layered
architecture was the lowest at 9.81 Mbps. The
significance here is that network throughput is
slowed down considerably by almost 50% in the
configuration with the multi-layering scheme.

The increase in latency values for the different
security schemes (Fig. 1) is more pronounced as
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Device Vendor Usage

Connectivity

Pix firewall 520 Cisco

Authentication of network

Ethernet Interface 100 Mbps

access for applications

Router Cisco 7505

Proxy Server Microsoft

Switch Cisco 4500

Authentication based on access
list (filtration)

Authentication based on
applications

Routing and Switching

Internal: 100 Mbps Ethernet
Interface to Pix firewall
External: T1 connection to
the Internet

Ethernet Interface 100 Mbps
for internal and external
connecttons

Ethernet Interface 100 Mbps

SmartBits
Tester

1 Ethernet
Latency Test
Stream

Switch

tiple Streams
of Wire Speed
Background
Load

Fig. A.6. Environmental logical diagram for latency test.
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passive surveillance mechanisms to monitor net-
work traffic for signs of malicious or anomalous
(e.g., potentially erroneous) activity. Such tools
attempt to provide network administrators timely
insight into noteworthy exceptional activity. Real-
time monitoring promises an added dimension of
control and insight into the flow of traffic between
the internal network and its external environment.
The insight gained through fielded network traffic
monitors could also aid sites in enhancing the
effectiveness of their firewall filtering rules.

An intrusion detection (ID) system is a tool
that attempts to perform intrusion detection. Dif-
ferent ID systems have differing classifications of
“Intrusion”; a system attempting to detect attacks
against web servers might consider only mali-
cious HTTP requests, while a system intended to
monitor dynamic routing protocols might only
consider RIP spoofing. Regardless, all ID systems
share a general definition of “intrusion” as an un-
authorized usage of or misuse of a computer sys-
tem.

Typically, intrusions take advantage of sys-
tem vulnerabilities attributed to misconfigured
systems, poorly engineered software, mismanaged
systems, user neglect or to basic design flaw in
for instance some Internet protocols. An ID sys-
tem is a fast moving market with new players
entering continuously. Commercial tools range
from the widely available anti-viruses, to enter-
prise tools (e.g., Cisco/Netranger), to N'T centric
(e.g., Internet Security Services/RealSecure) and to
configurable freeware (e.g., Network Flight Re-
corder). In fact such tools only detect suspicious
events and report the intrusion and/or attempt to
the operator. They do not (yet) include decision-
making support for preventive or recovery actions
once.

Generally, ID system are classified as mecha-
nisms for parsing and filtering hostile external
network traffic [1,2] that could reach internal net-
work services and they have become widely ac-
cepted as prerequisites for limiting the exposure of
internal network assets while maintaining inter-
connectivity with external networks. The encoding
of filtering rules for packet- or transport-layer
communication should be enforced at entry points
between internal networks and external traffic.

Developing filtering rules that strike an optimal
balance between the restrictiveness necessary to
suppress the entry of unwanted traffic, while
allowing the necessary flows demanded for user
functionality, can be a non-trivial exercise [3].

ID as an important component of a security
system, complements other security technologies.
By providing information to site administration,
ID system allows not only for the detection of
attacks explicitly addressed by other security com-
ponents (such as firewalls and service wrappers),
but also attempts to provide notification of
new attacks unforeseen by other components. ID
systems also provide forensic information that
potentially allows organizations to discover the ori-
gins of an attack. In this manner, ID systems at-
tempt to make attackers more accountable for
their actions, and, to some extent, act as a deter-
rent to future attacks.

At its most fundamental level, ID system is a
collection of detection modules also called sensors
with unique attack recognition and response ca-
pabilities. Two classes are discernable:

o Network sensors: that monitor the raw, un-
filtered traffic on enterprise networks, looking
for patterns, protocol violations, and repeated
access attempts that indicate malicious intent.

e OS sensors: These sensors perform real-time in-
trusion monitoring, detection, and prevention
of malicious activity by analyzing kernel-level
events and host logs.

The detection modules are deployed at strategic
locations across the enterprise network in order to
stop attacks, misuse, and security policy violations
before damage is done. When an ID system detects
unauthorized activity, it can respond in a number
of ways, automatically recording the date, time,
source, and target of the event, recording the con-
tent of the attack, notifying the network adminis-
trator, reconfiguring a firewall or router, suspending
a user account, or terminating the attack.

Because of its importance within a security
system, it is critical that ID systems function as
expected by the organizations deploying them. In
order to be useful, site administration needs to be
able to rely on the information provided by the
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system, flawed systems not only provide less in-
formation, but also a dangerously false sense of
security. Moreover, the forensic value of infor-
mation from faulty systems is not only negated,
but potentially misleading.

Due to the implications of the failure of an ID
component, it is reasonable to assume that the
performance of 1D systems are themselves crucial
to an organization’s security as they could become
logical targets for attack. A smart intruder who
realizes that an ID system has been deployed on a
network she is attacking will likely attack the ID
system first, disabling it or forcing it to provide
false information (distracting security personnel
from the actual attack in progress, or framing
someone else for the attack).

As with any other technology, there are pit-
falls in the current implementation of commer-
cially available IDS. The pitfalls include the issues
of variant signatures, false positive and negative
alerts, data overload, difficulties to function effec-
tively in switched environments and scale up issues.

This paper is intended to address one of the
(difficulties to function effectively in switched en-
vironments) issues mentioned above. Thus, in or-
der to gauge the ability of currently available IDS
to effectively function in switched and distributed
environment, the goal of the research in this paper
is therefore:

1. To provide an evaluation of the performance of
IDS in a switched and distributed environment;
and

2. To analyze the impact of the characteristics as-
sociated with traffic flow on the performance of
the IDS.

Because of the importance of surveillance on
network traffic, ID systems have been studied in a
wide variety of areas under different contexts. The
following section provides an overview of previous
studies.

2. Related work

The increasing use of E-commerce in the last
couple of years has given impetus to the rise and

growth of implementations of various secur
systems to contain the rising waves of netwo
attacks which comes in different forms and shad
including unwanted intrusion into corporate I
tranets. One of such mechanisms is ID systet
which is used to detect and in some cases det
attacks. Different technologies of these systen
have been developed and it will be appropriate
state that network ID systems are driven off «
interpretation of raw network traffic. They attem;
to detect attacks by watching for patterns of su
picious activity in this traffic. Network ID systen
are good at discerning attacks that involve low
level manipulation of the network, and can easil
correlate attacks against multiple machines on
network.

The significance of 1D system has become ver
much pronounced in complex network architec
tures which often are inundated with a mesh o
packet forwarding and routing devices known a
switches and routers. Such networks are known a
switched and distributed.

In a distributed and switched environment, the
most obvious aspect of ID system to attack is it:
accuracy. The accuracy of ID system is compro-
mised when something occurs that causes the sys-
tem to incorrectly identify an intrusion when none
has occurred (a “false positive’” output), or when
something -occurs that causes the ID system to
incorrectly fail to identify an intrusion when one
has in fact occurred (a “false negative™).

Research into and development of automated
ID systems has been under way for well over 12
years. By now a great number of systems have
been deployed in the commercial or government
arenas, but all are limited in what they do. The
creativity of attackers and the ever-changing na-
ture of the overall threat to targeted systems have
contributed to the difficulty in effectively identify-
ing intrusions. While the complexities of host
computers are already making intrusion detection
a difficult task, the increasing prevalence of dis-
tributed network-based systems and insecure net-
works such as the Internet has greatly increased
the need for ID.

Previous and present ID system research that
relate to the technological approach of ID systems,
are identified into three categories:
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0] modeling—misuse or anomaly detection;
(ii) analysis; and
(i) deployment.

Detection is performed in the misuse detection
model by looking for specific patterns or sequences
of events representing previous intrusions (i.e.,
looking for the “signature” of the intrusion. It is a
knowledge-based technique and only known in-
trusions can be detected. This is the more tradi-
tional ID technique, which is usually applied, in
for instance the anti-virus tools.

In the anomaly detection model, this is realized
by detecting changes in the patterns of utilization
or behavior of the system performs detection.
Building a model that contains metrics derived
from normal system operation and flagging as in-
trusive any observed metrics that have a significant
statistical deviation from the model perform it.
The approach is behavior-based and should be
able to detect previously unknown intrusions. It is
a research and development (R&D) area in which
currently innovative modeling paradigms are ex-
plored which is inspired from biological systems.
Pioneers in this area are from the University of
New Mezxico whose work is based on the idea that
ID systems should be designed to function like the
way the human natural immune system distin-
guishes between “self”” from “non-self”” antibodies.

The main challenge with this approach, like for
every behavior-based technique, is to model the
“normal” behavior of a process. Learning the ac-
tivity of the process in a real environment can do
this. Another approach, advocated by IBM re-
search, consists in describing the sequences of au-
dit events (patterns) generated by typical UNIX
processes. Another method developed by Nokia is
based on Kohonen Self Organizing Maps (SOM).

Off-line vs. real-time analysis [4] is another area
where more conventional classification divides ID
Systems into systems which operate after the event
and rely on analysis of logs and audit trails for
Preventive action and those that attempt real-time
monitoring in the hope that precursor signs of
abnormal activity give indication that corrective
action is possible before real damage occurs.

The work presented in this paper are extensions
of earlier works on ID system and analytical

methods for detecting anomalous or known in-
trusive activity [4-7]. In the past, emphasis has
been placed on session activity within host bound-
aries given the fact that the primary input to ID
tools, audit data, is produced by mechanisms that
tend to be locally administered within a single host
or domain. However, as the importance of net-
work security has grown, so has the need to
expand ID technology to address network infra-
structure and services. In this research effort, we
explore the extension of ID methods to the ana-
lysis of network activity under a switched and dis-
tributed architecture.

Network monitoring, in the context of fault
detection and diagnosis for computer network and
telecommunication environments, has been stud-
ied extensively by the network management and
alarm correlation community [8-11]. The high-
volume distributed event correlation technology
promoted in some projects provides an excellent
foundation for building truly scalable network-
aware surveillance technology for misuse. How-
ever, these efforts focus primarily on the health
and status (fault detection and/or diagnosis) or
performance of the target network, and do not
cover the detection of intentionally abusive traf-
fic in distributed and switched environments. In-
deed, some simplifications in the fauit analysis and
diagnosis community do not translate well to a
malicious environment for detecting intrusions.
Examples include assumptions of stateless corre-
lation, which precludes event ordering; simplistic
time-out metrics for resetting the tracking of prob-
lems; ignoring individuals/sources responsible for
exceptional activity.

The scale of scientific research of ID systems
has grown by leaps and bounds in the last couple
of years. Studies of ID systems attempting to ad-
dress the issue of network surveillance include the
Network Security Monitor developed at UC Davis
[12], and the Network Anomaly Detection and
Intrusion Reporter [13] developed at Los Alamos
National Laboratory. Both performed broadcast
LAN packet monitoring to analyze traffic patterns
for known hostile or anomalous activity. Further,
research by UC Davis in the Distributed ID system
{14} and later Graph-based ID system [15] pro-
jects has attempted to extend intrusion-monitoring



C. Iheagwara, A. Blyth | Computer Networks 39 (2002) 93-112 97

capabilities beyond LAN analysis, to provide
multi-LAN and very large-scale network coverage.

Network Traffic Intensity measurement has
been investigated by Morris [16] and Maimon [17].
Intensity measures distinguish whether a given
volume of traffic appears consistent with historical
observations. These measures reflect the intensity
of the event stream (number of events per unit
time) over time intervals that are tunable, Alter-
natively, a sharp increase in events viewed across
longer durations may provide insight into a con-
sistent effort to limit or prevent successful traffic
flow. Morris [16] investigated intensity measures
of transport-layer connection requests, such as a
volume analysis of SYN-RST messages, which
could indicate the occurrence of a SYN-attack
against port availability (or possibly for port
scanning). Maimon [17] explored intensity mea-
sures of TCP/FIN messages as a variant consid-
ered to be a more stealthy form of port scanning.

In their studies [16,17], the authors contend
that monitoring overall traffic volume and bursty
events by using both intensity and continuous mea-
sures provides some interesting advantages over
other monitoring approaches, such as user-defin-
able heuristic rules that specify fixed thresholds. In
particular, the intensity of events over duration is
relative in the sense that the term “high volume”
may reasonably be considered different at mid-
night than at 11:00 a.m. The notion of high bursts
of events might similarly be unique to the role of
the target system in the Intranet (e.g., web server
host versus a user workstation).

Traffic analysis with signature analysis has been
studied [2,6,18-21). Signature analysis is a pro-
cess whereby an event stream is mapped against
abstract representations of event sequences known
to indicate the target activity of interest. Deter-
mining whether a given event sequence is indi-
cative of an attack may be a function of the
preconditions under which the event sequence is
performed.

The use of coding schemes for representing
Operating system penetrations through audit trail
analysis was also the focus of other research works
[6,18,19]. Using basic signature-analysis concepts,
1t was shown that some detection methods could
Support a variety of analyses involving packet and

transport datagrams as event streams. For exam-
ple, address spoofing, tunneling, source routing
[20]), SATAN [21] attack detection, and abuse of
ICMP messages (Redirect and Destination Un-
reachable messages) [2] could all be encoded and
detected by signature engines that guard network
gateways.

The advent of large-scale commercial ID sys-
tems tend to have given a relative assurance to the
information technology community that has been
very anxious to maximize the use of these highly
advertised ID systems as added armor to secure
network systems. Many IDS products have been
deployed in commercial and corporate networks.
With this has come a shift in research focus in so
many areas. One of such is in the area of the IDS
performance.

Richards [22] evaluated the functional and
performance capabilities of the industries leading
commercial type ID system. In the areas tested, the
performance of the ID system was rated based on
their distinctive features, which were characterized
into different performance indexes. The research
work represented a new direction for ID systems in
that it moved the focus away from scientific con-
cepts research to performance evaluation of the
industries best products. However, the study was
limited to a small proto design isolated and non-
switched network which did not reveal the impact
of packet switching on the accuracy and ability to
capture attack packets in their entirety. We believe
that an effectiveness measurement study must take
into account the complexity that characterize the
existence of actual network traffic pattern and its
logical effect on ID system study.

In our research, we leveraged the work of
Richards [22] to an actual network of distributed
and switched topology. Our IDS evaluation stud-
ies treat the relationship between deployment
techniques and attack system variables and the
performance of the IDS.

Porras and Valdes [23] discussed ID system
failures in terms of deficiencies in accuracy and
completeness, where accuracy reflects the number
of false positives and completeness reflects the
number of false negatives. We related our work
in the context of interpretative analysis to their
work.
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In Section 3 we describe the evaluation of IDS
performance in a switched and distributed envi-

ronment.

3. Experimental work
3.1. Objective

Our research objective is to determine the per-
formance characteristics and effectiveness of ID
system using the RealSecure Suite for a distributed
and switched network infrastructure.

3.2, Framework

The framework of this study is the extension of
the work of Richards [22]. This research work was
conducted on a non-distributed and non-switched
petwork. Hence factors such as packet loss due to
routing and switching were not taken into account.
In contrast, our study was conducted on a swit-
ched and distributed network. This is based on the
fact that routing and switching constitute a major
factor in network attacks as described in Section 4
of this paper thus making it proper to conduct
performance evaluation study on an environment
similar to the actual IDS deployment environment.
It is therefore imperative that the impact of rout-
ing and switching be taken into account when
gauging the effectiveness of ID system in a dis-
tributed environment. Thus, the deployment of the
ID system in the switched and routed network was
intended to determine by how much the perfor-
mance of the ID system sensor is impaired by
packet switching and other network conditions.

3.3. Baseline and evaluation criteria

The basic performance indicators of any IDS
should be reflected in the success or failure of event
analysis, which are quantitatively measured for
qualities such as accuracy and performance that
are assessable through testing. A more difficult but
tqually important metric to assess is completeness.
With regard to network monitoring, inaccuracy is
teflected in the number of legitimate transactions
flagged as abnormal or malicious (false positives),

incompleteness is reflected in the number of
harmful transactions that escape detection (false
negatives), and performance is measured by the
rate at which transactions can be processed.

Equally, for an IDS evaluation, the standard
of measurement is the ability of the IDS to satisfy
the design, deployment functionality and perfor-
mance requirements described in Appendix A. The
RealSecure IDS uses the pattern matching tech-
nique. The theory behind this is that a pattern-
matching system does not know the contents of
the packets, and must match packets for differ-
ent patterns. A pattern-matching system looks for
patterns on ranges of ports where the exploit pro-
gram typically run.

Within the limits of our experiment, the evalu-
ation criteria used is the percentage of attacks
captured by the IDS against the tunable experi-
mental parameters ie., throughput, monitoring
technique and attack signatures.

The following are the characteristics of the
attack sets used in the experiment.

Attack taxonomy—intrusion attacks have been
presented in the scheme of Kumar [26] and can be
represented by an event or series of events. It is the
relationship of these events to one another that
provides the basis for recognizing differing at-
tack types. The class hierarchy is shown in Fig, 1.
Under the attack taxonomy, intrusions fall into
two categories: namely misuse and anomalous be-
havior, Misuse comprises attacks that are already
known and whose behavior can be specified while
anomalous behavior describes attacks involving
unusual use of the system resources.

The manifestations of the misuse attack types
can be grouped into the modes shown in Table 1.
In our experiments the attack set described below
falls under the active misuse attack type.

Header attack—the purpose is to gauge the
ability of the ID system to handle IP packet header
attacks. The LAND attack is a typical kind of this
attack in which a SYN packet is sent with the same
source and destination IP address and port. This
forces the IP stack into a progressive loop that
crashes the stack.

Reassembly attack—the purpose is to gauge the
ability of the ID system to reassemble fragmented
IP fragments and identify attacks that occur over



C. Theagwara, A. Blyth | Computer Networks 39 (2002) 93-112

intrusion Attack

A

Misuse

A

Regular
Expression

Existence

Sequence Other

Anomaly

A

Audit Record
Distribution

Activity Intensity,

Audit Record
Distribution

Audit Record
Distiib ution

Fig. 1. The class hierarchy of Intrusion attacks. (The forks below the rectangles represent inheritance.)

multiple packets. There are two types of attacks
associated here:

o The TearDrop attack that is initiated by sending
multiple fragmented IP packets, that when reas-
sembled, have data portions of the packet that
overlap. This causes protocol and/or the system
to become unstable;

o The Ping of Death attack is initiated by sending
multiple fragmented ICMP packets, which when
reassembled, have a data portion of greater than
65,535 bytes. As this is a violation of the TCP/IP
specification, it causes the TCP/IP stack to crash
on vulnerable computers.

Empty packet attack—the goal is to quantify the
ID system’s ability to capture each packet without
experiencing packet loss (throughput). There was
no attack initiated, and the ID system sensor was
configured without any signature loaded. We per-
formed the empty packet attack to characterize
this.

3.4. Test bed
3.4.1. Arntacker

The attacker is an Intel-based system running
Windows NT 4.0 server (with Service Pack 5)

loaded with Network Associates CyberCo
scanner located outside the perimeter of the In
tranet.

3.4.2. Target

The targets are two Windows NT 4.0 server:
dispersed at the following network locations de
picted in Fig. 2:

1. News server with the IP address of 216.133.
249 4.
2. Web server with IP address of 192.168.233.2.

3.4.3. Load generator

The load generator was a Windows NT 4.0
server running Shomiti Surveyor 2.4, located out-
side the perimeter of the Intranet.

3.4.4. RealSecure sensor

It was a standard PC with the following hard
and software configuration: Pentium II 300 MHz
processor, 128 MB RAM, 100 MB disk space plus
100 MB per managed sensor on the console. NT
4.0 Workstation with SP5, 100 Mbps Ethernet
adapters. The sensor analyzes the packets on the
wire and alerts if it senses an attack.
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The different modes of the misuse intrusion attack type

Mode of misuse

Description

External misuse
Visual spying
Misrepresentation
Physical scavenging

Hardware misuse
Logical scavenging
Favesdropping

Interference
Physical attack

Physical removal

Masquerading
Tmpersonation

Piggybacking
attacks
Spoofing attacks

Network weaving

Pest programs
Trojan Horse
attacks

Logic bombs
Malevolent worms
Virus attacks

Bypasses
Trapdoor attacks

Authorisation.
attacks

Active misuse
" Basic active attack

Incremental attack
Denial of service

Passive misuse
Browsing

Inference, aggrega-
tion

Covert channels

Inactive misuse

Observation of keystrokes or screen
Deceiving operators and users
Dumpster diving for printouts, floppy
disks, etc.

Examining discarded/stolen media
Intercepting electronic or other infor-
mation

Jamming, electronic or otherwise
Damaging or modifying equipment or
power

Removing equipment and storage
media

Using false identities external to the
computer system

Usurping communication lines and
workstations

Using playback, creating bogus nodes
and systems

Masking physical whereabouts or
routing

Implanting malicious code, sending
letter bombs

Setting up time or event bormbs
Acquiring distributed resources
Attaching to programs and replicating

Utilizing existing flaws in the system
and misconfigured network programs
Password cracking etc.

Creating, modifying, entering false or
misleading information

Using salami attacks

Perpetrating saturation attacks

Making random and selective searches
Exploiting database inferences and
traffic analysis

Exploiting covert channels or other
information leakage

Wilfully failing to perform expected
duties, or committing errors of omis-
sion

Table 1 (continued)

Mode of misuse Description

Indirect misuse Preparing for subsequent misuses, as

in off-line pre-encryption matching,
factoring large numbers to obtain
private keys, auto-dialer scanning

3.4.5. Antack signatures

We used the standard (5.0) attack detector
policy. Each signature was set to count the number
of packets it triggers. The signatures for all at-
tacks were enabled with alert console and the log
to database responses was also enabled. Other
attack signatures not needed in the attack were
disabled and the RealSecure kill response was not
used as the span ports were configured only for
uni-directional traffic.

3.4.6. Deployment technique

In order to fully evaluate the impact of location
and deployment techniques on the ID system
performance we conducted the tests in the fol-
lowing deployment topologies (Table 2).

1. Outside decoy: to detect all traffic coming into
the network from the Internet, the RealSe-
cure sensor was plugged into the Century Tap
placed between the router/switch and the appli-
cable 100BaseT LinkSwitch on the given net-
work, or plugged into the management port of
the LinkSwitch 3000, when the mirroring tech-
nique is used (Fig. 3).

2. Inside decoy: the RealSecure sensor was
plugged into the Century Tap between the rou-
ter/switch and the applicable 100BaseT Link-
Switch on the given network (as shown in Fig.
4 for the Web server attack), or plugged into
the management port of the applicable Link-
Switch when the mirroring technique is used.

When using the port mirroring technique, we
plugged the RealSecure sensor directly into the
management port of the switch into which the
other traffic ports were spanned. The management
port mirrors all the traffic coming through the
ports that are spanned. The RS sensor was con-
figured to operate in a stealth mode i.e., with two
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We mimicked a series of defined and designated
attack sets that are incorporated into the software
suite of the ID system. Each attack exploits a
specific attack signature in the areas tested. In each
test, we created the necessary network traffic flow
and monitoring conditions that relied on certain
differences in deployment and monitoring tech-
nique in order to evaluate their full impact on
the performance and functionality index of the
ID system. In each test, the specific packets in-
jected into the network differed subtly. The sub-
ject ID system reacted to each test by capturing
all, partially capturing or not capturing the at-
tack. By considering the IDS’ output and the
specific types of packets used for the test, we were
able to deduce the significant characteristics of the
IDS.

Within the context of a hierarchical model for
a distributed architecture, RealSecure’s capabil-
ity to monitor entry points that separate exter-
nal network traffic from an enterprise network
and its constituent local domains is evaluated and
compared with its capability to monitor network
traffic inside the decoy. We present these moni-
toring techniques in the context of their effective-
ness.

We define and consider the characteristics of the
candidate attack streams that pass through net-
work- entry points. Critical to the effective ID
system detection of attacks is the careful selection
and organization of these event streams such that
an analysis based on a selected event stream will
provide meaningful insight into the target activity.
We identify effective techniques for deploying the
ID system sensor given specific test objectives. We
explore the impact of ID system anomaly detec-
tion and how traffic flow analysis can be applied to
identify activity worthy of review and possible
response. More broadly, we discuss the correlation
of analysis of network traffic and the results pro-
duced in our surveillance components deployed in
the entry points and specific inside locations of our
protected Intranet. We discuss how events of lim-
tted significance to a local surveillance monitor
may be aggregated with results from other strate-
gically deployed monitors to provide insight into

More wide-scale problems or threats against the
Intranet.

3.6. Test procedure

The test suite assesses the sensor’s packet pro-
cessing capability at both low and high network
load. The Shomiti Surveyor (version 2.4) gener-
ated the network load and the attack was captured
with Network Associates Sniffer Pro and launched
at wire speed or as close to wire speed as the sniffer
could send it. Network attack traffic load on the
100 Mbps network was generated in the following
incremental levels: 1000 packets; 5000 packets;
10,000 packets; 12,000 packets; 25,000 packets;
and 45,000 packets per second. All packets were 64
bytes in size. For each attack set the sensor was
configured with the appropriate signature.

Within the experimental setup environment,
multiple instances of each attack sets were laun-
ched at the targets. The tests were conducted in the
following sequence:

1. generation of attack packets,

2. generation of background traffic and verifica-
tion with a network analyzer,

3. launching of attacks against target systems,

4. records and auditing of attack detection perfor-
mance of the RealSecure sensor,

5. termination of traffic generation,

6. purging (clearing) of the console display,

7. repetition of Steps 3-6, for each utilization two
more times for a total of five trials,

8. repetition of Steps 1-7 with a single sensor at
specified background utilizations.

3.7. Experimental results

We have presented the results obtained in the
tests in Tables 3-9.

In Table 3, the data in each cell represents the
number of attacks the sensor detected out of a
potential 1000 attacks launched at the Web server.
Figs. 5 and 6 are the graphical representations.

In Tables 4-9, the numbers in the first row
corresponds to the number of packets in each in-
stance attack whereas the number in each cell is
the average number of attack packets from five
tests the sensor detected in each instance attack set
at 40% network utilization.
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Percentage of attacks captured at 20% and 40% network utilizations

Monitorring Inside decoy with Inside decoy with Outside decoy with Outside decoy with
sechnique Tap port mirroring Tap port mirroring
No. of attacks 1000 1000 1000 1000
o Utilization 20 40 20 40 20 40 20 40
Packet capture attack 824 733 817 673 893 827 879 727
Land attack 807 625 789 647 861 695 853 711
Ping of death attack 815 613 797 601 868 653 858 718
Table 4
Inside decoy Century Tap deployment tests results for the Web server directed attack
Attack type 1000 5000 12,000 25,000 45,000
Erpty packet 796 4313 9300 15,441 30,922
. LAND 850 4390 9733 16,835 32,777
Ping of death 818 4341 9682 16,411 31,340
Table 5
Outside decoy Century Tap deployment tests results for the Web server directed attack
Attack type 1000 5000 12,000 25,000 45,000
Empty packet " 893 4845 10,450 17,347 34,741
LAND 949 4932 10,935 18,916 36,828
Ping of death 919 4878 10,876 18,439 35,213
Table 6
Inside decoy port mirroring tests results for the Web server directed attack
Attack type 1000 5000 12,000 25,000 45,000
Empty packet 606 3440 7244 11,352 17,790
LAND 668 3562 7401 12,739 24,221
Ping of death 668 3558 7463 13,314 25,634
Table 7
Inside decoy port mirroring tests results for the News2 server directed attack
Attack type 1000 5000 12,000 25,000 45,000
Empty packet 665 3537 7630 12,660 25,362
LAND 693 3600 7984 13,808 26,884
Ping of death 671 3569 7938 13,460 25,707
Table 8
Inside decoy Century Tap deployment tests results for the News2 server directed attack
Attack type 1000 5000 12,000 25,000 45,000
Bmpty packet 740 4205 8830 13,840 21,698
LAND 814 4335 9007 15,531 29,520
Ping of death 814 4339 9099 16,233 31,252
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Fig, 14. The EMERALD module for the deployment of sur-
veillance in an enterprise network.

as UDP port availability, as well as acceptable
protocol traffic. The surveillance monitors are
represented by the S-circles, and are deployed to
the various entry points of the enterprise and do-
mains. The surveillance modules develop analysis
results that are then directed up to an enterprise-
layer monitor, which correlates the distributed
results into a meta-event stream.

This concept has given much weight to the
correlation trend analysis in which attacks re-
peated against the same network service across
multiple domains can also be detected through
enterprise-layer correlation. For example, multiple
ID system sensors deployed to various local do-
mains in the network might begin to report, in
series, suspicious activity observed within sessions
employing the same network-service. Such reports
could lead to enterprise-layer responses or warn-
ings to other domains, that have not yet experi-
enced or reported the session anomalies. In this
sense, results correlation enables the detection of
spreading attacks against a common service, which
first raise alarms in one domain, and gradually
spread domain by domain to affect operations
across the enterprise. This in our view should pro-
vide a beneficial value towards the effective de-
Ployment of ID system.

44. Network conditions

Network ID systems work by predicting the
d¢havior of networked machines based on the
Packets they exchange [25). The problem with this is
that a passive network monitor cannot accurately

predict whether a given machine on the network is
even going to see a packet, let alone process it in the
expected manner. The existence of a number of
factors could make the actual meaning of a packet
captured by ID system ambiguous. These can be
considered in the following context:

(1) A network ID system is typically on an en-
tirely different machine from the systems it’s
watching. Often, the ID system is at a completely
different point on the network. The basic problem
facing a network ID system is that these differences
cause inconsistencies between the ID system and
the machines it watches. Some of these discrep-
ancies are the results of basic physical differences,
others stem from different network driver imple-
mentations. For example, consider an ID system
and an end-system located at different places on a
network. The two systems will receive any given
packet at different points in time. This difference in
time is important; during the lag, something can
happen on the end-system that might prevent it
from accepting the packet. The ID system, how-
ever, has already processed the packet thinking
that it will be dealt with normally at the end-
system.

(2) IP packet with a bad UDP checksum will
not accepted by most operating systems. Some
older systems might. The ID system needs to know
whether every system it watches will accept such a
packet, or it can end up with an inaccurate re-
construction of what happened on those machines.
Some operating systems might accept a packet that
is obviously bad. A poor implementation might,
for example, allow an IP packet to have an in-
correct checksum. If the ID system does not know
this, it will discard packets that the end-system
accepts, again reducing the accuracy of the system.

(3) Even if the ID system knows what operating
system every machine on the network runs, it still
might not be able to tell just by looking at a packet
whether a given machine will accept it. A machine
that runs out of memory will discard incoming
packets. The ID system has no easy way to de-
termine whether this is the case on the end-system,
and thus will assume that the end-system has ac-
cepted the packet. CPU exhaustion and network
saturation at the end-system can cause the same
problem.
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the connection, and the client then responds
with its own acknowledgement. When these three
packets have been exchanged, both the client and
the server have an established connection.

During a SYN flood attack, the target server
attempts to complete the connection by sending
acknowledgements to the spoofed source address.
Since there is no system associated with the spoofed
source address, there will either be no response, or
an error response (an ICMP packet) will be gen-
erated. The TCP/IP stack that is designed to wait
for a valid acknowledgement will never receive
one during this attack. This will induce the TCP/
IP stack to keep track of all the invalid connec-
tion attempts, and will begin ignoring valid re-
quests.

While the SYN flood can work with relative
trickle packets, there are other denials of service
attacks that involve a torrent of packets. These
attacks rely on overwhelming either the target
system or the network leading to that system.

The task for ID systems is not just detecting the
attack but also quantifying the attack. The ability
of the ID system to capture the attack might be
impaired by network conditions that might impair
its ability to function. In this case, much will de-
pend on if the attack is well sustained to the extent
of shutting down all network services. The possi-
bility of this depends on defensive and contingency
measures in place.

5. Challenges for large-scale distributed infrastruc-
tures

ID for emerging large-scale distributed systems
- (e.g., global companies and virtual enterprise net-
works) faces a variety of difficult challenges. The
most important ones can be summarized as:
Multiple attack scenarios: The anatomy of an
intrusion is composed of increasingly complex at-
tack scenarios. An attack scenario consists in a
logical sequence of actions that are applied for
reaching a particular strategic goal (e.g., getting
confidential information). These actions are typi-
cally applied on different hosts in a network and by
using a variety of tools. Moreover, a variety of
different attack scenarios are possible to reach the

same goal. There is a need for dynamically linking
local individual events to global attack strategies
in order to provide pro-active and adaptive in-
trusion monitoring.

Architectural approach: ID SYSTEM tech-
niques so far concentrate on local event moni-
toring. Important new issues in the large-scale
network context are information exchange, work
division and co-ordination amongst various ID
systems. An emerging architectural approach is
based on autonomous local ID system agents
performing event processing coupled with co-
operative global problem resolution. However, the
degree of autonomy of agents is subject to debate
and research. Purdue University has been working
on their AAFID, the Autonomous Agents for
Intrusion Detection. However at the present stage,
the system does not yet exploit the real mobility
and autonomy aspects of agents.

Performance in complex infrastructures: Large
distributed networks of systems need scalable
ID system approaches for which performance is
becoming an important attribute. This includes
issues of timeliness of local event monitoring
and communication of contextual data between
nodes as well as of trust relationships between the
nodes.

Challenges: Most of the individual techniques
are more suitable for local event monitoring and
analysis. Globally co-ordinate attack strategies re-
quire integration of methods and aggregation of
disparate infoimation sources. The critical issue
lies in defining the high-level communication pro-
tocol to allow different methods of ID system to
contribute to the intrusion detection process.

Integration with network management system:
ID system methods must be better integrated
with exiting network management systems if their
widespread adoption in industry is to be guaran-
teed. One reason is that this should facilitate their
maintenance/upgrades and a more coherent audit/
log data management.

ID systems are one mechanism to respond to
new business dependability/survivability needs. It
is as yet unclear how to integrate ID system with
other dependability mechanisms (e.g., fault toler-
ance, recovery mechanisms) in a wider information
risk and security-policy context.
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6. Conclusion

We have conducted an IDS evaluation study to
establish the relationship between deployment
techniques, attack system variables and the per-
formance of the IDS.

We have outlined in this paper the basic prob-
lems associated with the reliability of traffic flow,
attack detection analysis, the difficulties of accu-
racy of attack detection and the analysis of the
facts pertinent to the ID system as an effective
security tool.

We have also described the attack sets and
techniques used to evaluate the performance of the
RealSecure ID system in a switched and distri-
buted environment. We have presented the factors
that make considerable (although some time diffi-
cult to quantify) impact on the ability of the ID
system to attain optimum design performance. In
the tables, we have summarized the results of our
tests and have given an interpretative analysis of
the results including identification of the best de-
ployment and monitoring techniques that could
enhance surveillance on production networks.

The results established that deployment of the
sensor at the gateway entry (outside decoy) pro-
duced better results, and specifically:

e Performance in the port mirroring technique for
the Web directed attack was better from the out-
side decoy than the inside decoy by 16%.

o Deployment of the sensor with the Century Tap
for the News2 server directed attack had a better
performance by about 16% than the same attack
using the port mirroring technique.

o The performance of the sensors in the attacks to
the Web and News2 servers using the port mir-
roring technique is identical.

¢ Using the Century Tap outside decoy yielded
better result than the using it inside decoy by
11% for the Web based attacks.

¢ Equally, using the Century Tap inside decoy
yielded better result than using the port mirror
inside decoy by 27% for the Web based attacks.

Our studies provide justification that an effec-
tive ID system can be achieved by using a best
effort delivery/deployment approach which inte-

grates the monitoring and deployment technique
devised in this study to maximize the benefits «
the ID system.

Further, for the effective use of IDS for networ
surveillance, account must be taken of the poter
tial impact of intrinsic factors gained from insight
in network operations on the performance of th
1IDS. The results also show that corporate nel
works cannot rely entirely on currently availabl
ID systems because of their inherent limitation:
The underlying factors responsible for this hav
been articulated in this paper.

Finally, the deployment and monitoring tech
niques that produced the best IDS performanc
results in this study could serve as a useful guide i1
any IDS implementation program.

Appendix A. The RealSecure IDS software suite
theoretical design performance specification

The RealSecure test suite provides for inte-
grated network-based and host-based 1D system
available with over 450 built-in signatures. By
design, it can monitor the IP traffic on the collision
domain, or segment, the network engine resides. It
can analyze 100% of IP traffic on 100 Mbps
Ethernet segment with 60% sustained line utiliza-
tion. It can process approximately 30,000 packets
per second depending on engine configuration. If
there are more packets per second being trans-
mitted on the segment, RealSecure is still able to
detect attacks but the reliability will decrease as
the packet rate surpasses 30,000 pps. It is possible
for RealSecure to process all packets on a segment
that has more than 60% sustained utilization.
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Intrusion detection systems’ (IDS) effectiveness requires balancing characteristics and elements so they
fit together in appropriate compromises to create good network security systems. One major gauge for
IDS effectiveness is the ability to detect sttacks within operational specifications. Gigabit IDS sensors
as opposed to Megabit IDS sensors promise dramatic increase in component percformance and functional
opportunities, possibly leading to dramatically changed system balance and overall performance. The
rescarch described here examines the system benefits of using a single Gigabit IDS sensor instegd of mul-
tiple Megabit sensors for a wide range of defined system attacks, network traffic characteristics, and for
their contexts of operational concepts and deployment techniques. The experimental results are analyzed
in the context of practical experiences in the operation of these IDS systems. The difference in archi-
tectural designs, deployment strategies and operational concepts that characterized their performance in
exploiting the strengths of attack systems are discussed.

Keywords: Intrusion detection, network security

1. Introduction

The introduction of IDS security monitoring tools in recent years has come as a
result of the inadequacies of traffic measurement tools to serve as effective security
monitors. Traffic measurement tools do not usually offer support for security, nor do
they allow active actions to be taken when an attack happens but they simply notify
the administrators when an attack already took place. This is because measurement
tools classify network traffic according to some specified static rules with defined
threshelds. These thresholds are often not able to express complex traffic patterns or
are not flexible enough to cover a whole subnet without having to define the same rule
for all the hosts of the subnet. This results to a significant increase in the processing
time of each received packet.

In recent years, in addition to intelligent filtering, there have been various devel-
opmeants in passive surveillance mechanisms to monitor network traffic for signs of
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malicious or anomalous (e.g., potentially erroneous) activity. Such tools attempt to
provide network administrators timely insight into noteworthy exceptional activity.
Real-time monitoring promises an added dimension of control and insight into the
flow of traffic between the internal network and its external environment. The insight
gained through fielded network traffic monitors could also aid networks in enhancing
the effectiveness of their firewall filtering rules.

Intrusion detection system is a security technology that attempts to identify and
isolate ‘intrusions’ against computer systems. Different ID systems have differ-
ing classifications of ‘intrusion’; a system attempting to detect attacks against web
servers might consider only malicious HTTP requests, while a system intended to
monitor dynamic routing protocols might only consider Routing Information Proto-
col (RIP) spoofing. Regardless, all ID systems share a general definition of ‘intru-
sion’ as an unauthorized usage or misuse of a computer system.

Typically, intrusions take advantage of system vulnerabilities [4] attributed to mis-
configured systems, poorly engineered software, mismanaged systems, user neglect
or to basic design flaw in for instance some Internet protocols. An intrusion de-
tection system is a tool that attempts to perform intrusion detection. An intrusion
detection system is a fast moving market with new players entering continuously.
Commercial tools range from the widely available anti-viruses, to enterprise tools
(e.g., Cisco/Netranger), to NT centric (e.g., Internet Security Services/RealSecure)
and to configurable freeware (e.g., Network Flight Recorder). In fact such tools only
detect suspicious events and report the intrusion and/or attempt to the operator. They
do not include decision-making support for preventive or recovery actions,

Intrusion detection as an important component of a security system, complements
other security. technologies. By providing information to site administration, an ID
system allows not only for the detection of attacks explicitly addressed by other se-
curity components (such as firewalls and service wrappers), but also attempts to pro-
vide notification of new attacks unforeseen by other companents. Intrusion détection
systems also provide forensic information that potentially allows organizations to
discover the origins of an attack. In this manner, ID systems attemnpt to make attack-
ers more accountable for their actions, and, to some extent, act as a deterrent to future
attacks.

Effective implementation of IDS security facilities requires the ability of the IDS
to integrate with existing network infrastructure and its interoperation with other
security implementations on the protected network. At the same time, the require-
ments should not impose an usual burden on the IDS and thus impair its ability to
be effective in capturing all traffic that originate from all specified network inter-
nally protected and Internet traffic or its compliance with specified security policy.
In particular, the IDS should be able to carefully monitor those units that statistically
originated most of the security attacks.

As with any other technology, there are pitfalls in the current implementation of
commercially available IDS. The pitfalls include the issues of variant signatures,
false positives and negatives alerts, data overload, difficulties to function effectively
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in switched environments and scalability issues. The following is a brief description
of the pitfalls.

Variants. While the ability to develop and use signatures to detect attacks is a use-
ful and viable approach, there are shortfalls to only using this approach that should
be addressed. Signatures are developed in response to new vulnerabilities or exploits
that have been posted or released. Integral to the success of a signature, it must be
unique enough to only alert on malicious traffic and rarely on valid network traffic.
The difficulty here is that exploit code can often be easily changed. It is not uncom-
mon for an exploit tool to be released and then have its defaults changed shortly
thereafter by the hacker community.

Catch-up. New signatures can only be developed once an attack has been identi-
fied. Therefore between the creation of an attack and the deployment of a signature
to detect the attack, a window of opportunity exists for an intruder to mount an attack
with little to no chance of the attack being detected.

False positives. A common complaint is the amount of false positives an IDS gen-
erates. Developing unique signatures is a difficult task and often times the vendors
will err on the side of alerting too often rather than not enough. This is analogous
to the story of the boy who cried wolf. It is much more difficult to pick out a valid
intrusion attempt if a signature also alerts regularly on valid network activity. A diffi-
cult problem that arises from this is how much can be filtered out without poteniially
missing an attack.

False negatives. Detecting attacks for which there are no known signatures. This
leads to the other concept of false negatives where an IDS does not generate an alert
when an intrusion is actually taking place. Simply put if a signature has not been
written for a particular exploit, there is an extremely good chance that the IDS will
not detect it.

Data overload. Another aspect, which does not relate directly to misuse detection
but is extremely important is how much data can an analyst effectively and efficiently
analyze. That being said the amount of data he/she needs to look at seems to be
growing rapidly. Depending on the intrusion detection tools employed by a company
and its size, there is a possibility for logs to reach millions of records per day.

Difficulties in switched environments. Network capture and analysis in a switched
LAN environment usually means ‘tapping’ the switch’s lines by using a ‘mirror’ port
or deployment in other tapping configurations. In this approach, traffic is copied from
one ‘source’ port to another destination or ‘mirror’ port.

It has been known that mirroring a full duplex source port may cause packet loss
as traffic on the full duplex source port exceeds the available bandwidth of the mirror

ort.
P Scalability Issues. In the last couple of years, there has been a significant increase
in network traffic utilization. With this has come the introduction of Gigabit Ethernet
technology to accommodate this increase in bandwidth - and thus the volume of traf-
fic to be analyzed. The problem associated with this is that older IDS technologies
that operate at 10 Mbps or 100 Mbps bandwidths are overwhelmed with the increase
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in traffic volume. With Gigabit, the older IDS technologies become seriously over-
loaded. This problem is discussed in depth in Section 4.

This paper is intended to address one of the issues (scalability) mentioned above.
Thus, in order to gauge the ability of currently available IDS to effectively scale to a
very large size, the goal of the research in this paper is therefore:

1. To provide a probabilistic evaluation of the ability of Intrusion Detections Sys-
tems in a Gigabit environment to correctly identify attacks based on the signa-
ture analysis of the attacks;

2. To provide an evaluation of the performance of IDS in a Gigabit environment;

3. To analyze the impact of the characteristics associated with traffic flow on the
performance of the IDS.

Prior research efforts in ID systems are discussed in the next section.

2. Related Work

Research into and development of automated Intrusion Detection Systems (IDS)
has been under way for well over 12 years. By now a great number of systems have
been deployed in the commercial or government arenas, but all are limited in what
they can do. The creativity of attackers and the ever-changing nature of the overall
threat to targeted systems have contributed to the difficulty in effectively identifying
intrusions. While the complexities of host computers are already making intrusion
detection a difficult task, the increasing prevalence of distributed networked-based
systems and insecure networks such as the Internet has greatly increased the need
for intrusion detection.

‘Previous and present IDS research that relate to the technological approach of
Intrusion Detection Systems (IDS’s) are identified into three categories:

1. Modeling — Misuse or anomaly detection;
2. Analysis; and
3. Deployment.

Detection is performed in the misuse detection model [1,3] by looking for specific
patterns or sequences of events representing previous intrusions (i.e., looking for
the ‘signature’ of the intrusion). It is a knowledge-based technique and only known
intrusions can be detected. This is a more traditional ID technique, which is usually
applied, for instance in the anti-virus tools.

In the anomaly detection model [3,12,13], detecting changes in the patterns of uti-
lization or behavior of the system performs detection. Building a model that contains
metrics derived from normal system operation and flagging as intrusive any observed
metrics that have a significant statistical deviation from the model perform it. The ap-
proach is behavior-based and should be able detect previously unknown intrusions.
It is in the research and development area in which currently innovative modeling
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paradigms are explored which is inspired from biological systems. Pioneers in this
area are from the University of New Mexico whose work is based on the idea that
intrusion detection systems should be designed to function like the way the human
natural immune systems distinguishes between ‘self” from ‘non-self’ antibodies.

The main challenge with this approach, like for every behavior-based technique,
is to model the ‘normal’ behavior of a process. Learning the activity of the process
in a real environment can do this. Another approach, advocated by IBM research,
consists of describing the sequences of audit events (patterns) generated by typical
UNIX processes. Another method developed by Nokia is based on Kohonen Self
Organizing Maps (SOM).

‘Off-line’ vs. ‘Real-time’ analysis [12] is another area where more conventional
classification divides IDS’s into systems which operate after the event and rely on
analysis of logs and audit trails for preventive action and those that attempt real-time
monitoring in the hope that precursor signs of abnormal activity give indication that
corrective action is possible before real damage occurs.

Previous research on analytical methods for detecting anomalous or known in-
trusive activity {1,3,12,13] emphasizes on the different aspects of session activity
within host boundaries given the fact that the primary input to intrusion-detection
tools, audit data, is producéd by mechanisms that tend to be locally administered
within a single host or domain. However, as the importance of network security has
grown, so has the need to expand intrusion-detection technology to address network
infrastructure and services.

In the context of fault detection and diagnosis for computer network and telecom-
munication environments, network monitoring has been studied extensively by the
network management and alarm correlation community {9,11,15,16]. The high-
volume distributed event correlation technology promoted in some projects provides
an excellent foundation for building truly scalable network-aware surveiliance tech-
nology for misuse. However, these efforts focus primarily on the health and status
(fault detection and/or diagnosis) or performance of the target network, and do not
cover the detection of intentionally abusive traffic in distributed and switched en-
vironments. Indeed, some simplifications in the fault analysis and diagnosis com-
munity do not translate well to a malicious environment for detecting intrusions.
For examples, assumption of stateless correlation, which precludes event ordering;
simplistic time-out metrics for resetting the tracking of problems; ignoring individu-
als/sources responsible for exceptional activity.

As the scale of scientific research of IDS systems grows by leaps and bounds, so
does the nature of IDS interoperation, architecture and implementation. Studies of [D
systems attempting to address the issue of network surveillance include the Network
Security Monitor developed at UC Davis [5], and the Network Anomaly Detection
and Intrusion Reporter [10} developed at Los Alamos National Laboratory. Both per-
form broadcast LAN packet monitoring to analyze traffic patterns for known hostile
or anomalous activity. Further, research by UC Davis in the Distributed Intrusion De-
tection System [24] and later Graph-based Intrusion Detection System [23] projects
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attempted to extend intrusion-monitoring capabilities beyond LAN analysis, to pro-
vide multi-LAN and very large-scale network coverage.

Morris [17] and Maimon [14] investigated network traffic intensity measurement.
Intensity measures distinguish whether a given volume of traffic appears consistent
with historical observations. These measures reflect the intensity of the event stream
(number of events per unit time) over time intervals that are tunable. Alter'natively,
a sharp increase in events viewed across longer durations may provide insight into
a consistent effort to limit or prevent successful traffic flow. Morris investigated in-
tensity measures of transport-layer connection requests, such as a volume analysis
of SYN-RST messages, which couid indicate the occurrence of a SYN-attack [17]
against port availability (or possibly for port scanning). Maimon explored intensity
measures of TCP/FIN messages as-a variant [14] considered to be a more stealthy
form of port scanning.

In their studies [14,17], the authors contend that monitoring overall traffic volume
and bursty events by using both intensity and continuous measures provides some
interesting advantages over other monitoring approaches, such as user-definable
heuristic rules that specify fixed thresholds. In particular, the intensity of events over
duration is relative in the sense that the term ‘high volume’ may reasonably be con-
sidered different at midnight than at 11:00 a.m. The notion of high bursts of events
might similarly be unique to the role of the target system in the intranet (e.g., Web
server host versus a user workstation).

Traffic Analysis with Signature Analysis has been studied [12,18,19,21,26). Sig-
nature analysis is a process whereby an event stream is mapped against abstract
representations of event sequences known to indicate the target activity of interest.
Determining whether a given event sequence is indicative of an attack may be a
function of the preconditions under which the event sequence is performed.

The use of coding schemes for representing operating system penetrations through
audit trail analysis was also the focus of other research works [12,18,19). Using basic
signature-analysis concepts, it was shown that some detection metheds could support
a variety of analyses involving packet and transport datagrams as event streams. For
example, address spoofing, tunneling, source routing [21], SATAN [26] attack detec-
tion, and abuse of ICMP messages (Redirect and Destination Unreachable messages)
could all be encoded and detected by signature engines that guard network gateways.

The advent of large scale commercial intrusion detection systems tend to have
given a relative assurance to the information technology community that has been
very anxious to maximize the use of these highly advertised ID systems as added
armor to secure network systems. Many IDS products have been deployed in com-
mercial and corporate networks. With this has come a shift in research focus in so
many areas. One such area is the IDS performance.

IDS evaluation studies [8,22) treat the relationship between deployment tech-
niques and attack system variables and the performance of the IDS.

Richards [22] evaluated the functional and performance capabilities of the indus-
tries' leading commercial type IDS. In the areas tested, the performance of the IDS
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was rated based on their distinctive features, which were characterized into different
performance indexes. The research work represented a new direction for ID systems
in that it moved the focus away from scientific concepts research to performance
evaluation of the industries’ best products. However, the study was limited to a small
proto design isolated and non-switched network which did not reveal the impact of
packet switching on the accuracy and ability to capture attack packets in their en-
tirety. [heagwara and Blyth [7] expanded this effort to an evaluation study of the
effect of deployment techniques on IDS performance in switched and distributed
system. They demonstrated that monitoring techniques could play an important role
in determining the effectiveness of the IDS in a switched and distributed network.

Porras and Valdes [20] discussed IDS failures in terms of deficiencies in accu-
racy and completeness, where accuracy refiects the number of false positives and
completeness reflects the number of false negatives.

All of the above research works predated the advent of Gigabit network and the
scalability issue associated with IDS deployment in Gigabit environment thus open-
ing up a new area of research focus. ,

The problem here is that with the advent of Gigabit Ethernet not only is there a sig-
nificant increase in bandwidth — and thus a significant increase in the volume of traf-
fic to be analyzed — but also a move into the realms of the purely switched networks.
Because in the promiscuous mode sensors can only see traffic on its own segment,
and in a switched environment, every connection to the switch is effectively, a single
segment. In the older technologies of 10 mbps or 100 mbps bandwidths, this can be
overcome by the use of network taps or mirroring all the switch traffic to a span port,
to which the IDS sensor is attached. But with Gigabit networks, the result would be a
seriously overloaded sensor. Currently suggested solutions include building an IDS
technology into the switch hardware itself that will allow the sensor to grab traffic
directly from the backplane or in the alternative move to a pure Network Node IDS
implementation where the agents are concerned only with the traffic directed at the
host on which they are installed.

The currently available commercial IDS were designed to accommodate traffic
with bandwidth not exceeding 100 Mbps. Deployment of these IDS on Gigabit traffic
presents scalability problem and has not been independently evaluated (at least not
in any published scientific literature).

In Section 3, we describe the research work conducted to evaluate and compare
the performance of multiple 100 Mbps IDS sensors and a single Gigabit sensor in a

gigabit network environment.

3. Experimental Work
Objectives

The goal of our experiment is two fold:
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1. To provide an evaluation of the performance of IDS in a Gigabit environment;
and

2. To analyze the impact of the characteristics associated with the traffic flow on
the performance of the IDS.

3.1. Evaluation criteria

The basic performance indicators of the IDS are reflected in the success or failure
of event analysis, which are quantitatively measured for qualities such as accuracy
and performance: both are assessable through testing. A more difficult but equally
important metric to assess is completeness. In this case, inaccuracy is reflected in the
number of legitimate transactions flagged as abnarmal or malicious (false positives),
incompleteness is reflected in the number of harmful transactions that escape detec-
tion (false negatives), and performance is measured by the rate at which transactions
can be processed.

Within the limits of our experiment, the evaluation criteria used is the percentage
of attacks captured by the IDS against the tunable experimental parameters, i.c.,
bandwidth, throughput, traffic characteristics and attack signatures.

3.2. Framework

The study is based on the premise that the only true way to scale an IDS effectively
is to use a flow based switch to ‘split’ or ‘load balance’ the sessions or connections
etc. across multiple IDS’s.

Using this concept, we tested the IDS against a Gigabit traffic background by
spanning all traffic (attack, victim, background) to a gigabit port that feeds the traffic
to a switch. The switch then feeds the traffic to one attached gigabit 1DS sensor or
load balances it to multiple 100 Mbps IDS sensors. The derivative benefits here are:

1. The span traffic can be incremented up to or less than 100 mbps and the sig-
nature libraries tested against multiple 100 Mbps sensors versus one gigabit
sensor; and

2. The span traffic can be incremented up to one gigabit and the IDS performance
1s tested with gigabit sensor versus multiple 100 mbps sensors.

3.3. Experimental method

The experimental model envisages mimicking a series of defined and designated
attack sets that are incorporated into the software suite of the ID system. The attack
set classification is given Section 3.9. For each attack, we used a specific attack
signature exploit in the areas tested. The attack list is not meant to function as a
complete list of attacks, but rather as a limited test suite that has been designed to
test the performance capabilities of IDS systems on a Gigabit network.
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In each test, we injected specifically configured attack packets onto a test net-
work, on which the subject ID system was running in order to establish interactions
between injected packets and the host target of attack. To create the needed TCP
connections for the subject IDS to monitor, the target host was the explicit addressee
of all the attack packets. In addition, the target host also acted as a contro} for the ex-
periments. The target’s response to injected attack packets allowed us to empirically
record the behavior of the performance of the ID system in all test categoties.

We observed the attack detection performance and functional characteristics of
the ID system and the system’s underlying TCP/IP implementation by tracking the
subject’s monitoring console output and considering the specific types of packets
used for the test.

In order to provide experimental Quality of Service (Qo8), the following, which
could impact the test results, were considered:

(i) Environmental test condition;
(ii) Flow control; and
(iii) Switch culture.

3.3.1. Environmental test condition

The environment created for the testing was designed to mimic a real network that
simulated high bandwidth and realistic traffic with a few test systems. Background
traffic with modest distribution of packet size to avoid any testing bias wasg created
with valid headers and checksums so that the switches would never pass them to the
intrusion detection system (IDS) sensors. Spanning tree was disabled on the switch
connecting the network sensors.

3.3.2. Flow control

Flow control was established by implementing full client/server flows for back-
ground traffic by using UDP requests and replies transmitted between the ML7710
SmartBits cards (see the Appendix for a description). This was important to prevent
flooding large quantities of test traffic to unknown destinations. Full duplex network
analyzers were used to validate and troubleshoot the test environment (from bad
patch cables to flooding traffic on switch ports) in order to remove any restriction
on traffic flow that may impair the functionality of the IDS or AppSwitch (see the

Appendix for a description).

3.3.3. Switch culture
The switch was cultured to treat the simulated systems as real by issuing layer

3 ARP packets from the SmartBits cards before every round of testing. The attack
traffic was live with real source and destination MAC and IP addresses.

3.4. Test bed

The test bed is represented in two logical diagram Figs 1 and 2. The two figures
are essentially the-same except for the placement of the sensors. In the test diagram
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Generation of each level of background traffic, from 100 Mbps to 1 Gbps and
verified the traffic generation settings by monitoring with a network LAN ana-
lyzer.

With no background traffic, attacks used against the RealSecure sensors were
generated to be sure their policies are properly configured to alert on the attacks
and that they are communicating with their consoles.

For ease of execution, we used either Network Associates, Inc. Cybercop Scan-
ner IDS attack testing suite or created an interactive TCL and Casl scripts to
log into the appropriate service to run each attack. There were 10 of each attack
type ~ HTTP, FTP, and SMTP launched against each of the two target systems
during each run for a total of 30 attacks per target and 60 attacks for the entire
test. - ’

The RealSecure kill response was not used as the Cisco span ports were config-
ured only for uni-directional traffic in RX only mode.

The tests were preceded by a series of bascline tests against the target host to
>nsure that the subject IDS was configured and functioning properly according to
iesign specifications. In almost all test cases, a process on the target host ran which
iccepted incoming TCP connections on the HTTP port and printed any input ob-
ained from the machine’s TCP stack. By examining the output of this process, we

vere

able to deduce whether the subject IDS should have detected the attack based

m the network conditions we created.
The sequence of the test procedure is as follows:

L

Generation of ARP packets with SmartBits to update switch ARP cache.

2. Generation of 100 Mbps (10% of Gigabit) background traffic and verifying

w

with a network analyzer.
. Generation of attacks againist both target systems.
Recording how many of the total attacks were caught by the RealSecure sen-
SO ,
. Discontinuation of traffic generation.
Clearing of the RealSecure console display.
Repetition of steps 3—6 two more times for a total of three trials at each uti-
lization.
Repetition of steps 1-7 with a single sensor for background utilizations of
200 Mbps (20% of Gigabit), 300 Mbps (30% of Gigabit), 700 Mbps (70% of
Gigabit), and 800 Mbps (80%).
Addition of 1 sensor to the AppSwitch, for a total of 2 and repeating steps
1-8.
. Addition of one sensor at a time until the IDS sensor is able to capture all

attacks at the highest utilization.
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Table 1
CVE cross-references

Name of CVEICAN

Vulnerability Reference

HTTP WWW-COUNT-CGI-BIN  CVE-1995-0021
HTTP-PHF CVE-1999-0067
HTTP-DOTDOT CAN-1999-0776
HTTP-IE3URL CVE-1999-0280
HTTP-APACHE-DOS CAN-1999-0107
SMTP_PIPE CAN-1999-0163
SMTP_VRFYBO CAN-1999-0531
SMTP_EXPNBO CAN-1999-0531
SMTP_DEBUG CVE-1999-0095
FTP_ARGS CAN-1999-0076
FTP_ROOT CAN-1999-0527

e HTTP packets — 77%;
¢ FTP packets - 10.5%;
o SMTP packets ~ 11.5%.

The attack sets are:
o FTP
— ftp_args,

- ftp_root
e HTTP

~ http_phf,

~ http_ie3url,

~ http_dotdot,

~ http_coldfusion,

~ http www-count cgi-bin,
~ http_apache_dos

o SMTP

- smtp_pipe,

- smtp_vrfybo,
smtp_expnbo,
smtp_debug.

3.10. Experimental results

The results obtained in the tests are presented in Tables 2 and 3. The main objective
of using intrusion detection for real-time monitoring of TCP/IP-based networks traf-
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Table 2
IDS test results with ‘NetworkICE' sensor
% Utilization, Mbps % Detection
100 91
200 89
300 86
400 76
500 74
600 71
700 53
800 41
900 N/A
1000 N/A
Table 3
IDS test results with multiple IDS sensors
Utili- % % % % % % % % %
zation Detec- Detec- Detec-  Detec-  Detec-  Detec-  Detec-  Detec-  Detec-
(GBps) tion tion tion ton tion tion tion Hon tion
1S 2IDS 3IDS 4IDS SIDS 6IDS 7IDS B8IDS 9IDS
0.1 76 83 87 88 91 92 94 94 96
0.2 44 69 77 80 88 89 90 91 93
03 32 49 73 83 87 88 88 89 90
0.4 21 36 60 74 83 80 87 87 88
0.5 14 28 44 7 81 79 82 84 86
0.6 12 21 42 62 67 79 82 83 83
0.7 10 19 32 58 63 75 75 75 76
0.8 10 14 29 40 62 74 74 74 74
0.9 10 10 10 10 10 10 10 10 10
1 NA NA NA NA NA NA NA NA NA

fic is the detection, quantification and analysis of malicious (or exceptional) network
traffic. This is accomplished by examining captured packets, which individually rep-
resent parsable activity records, where key data within the header and data segment
can be analyzed and/or heuristically parsed for response-worthy activity. In line, the
test results represented in Figs 5 and 6 show the number of attacks detected. We have
used the number of attacks detected instead of the number of packets captured since
the ultimate in any instance or scenario attack is quantification of attack detection.
When interpreting the test results of two IDS products with different architectures,
a standard yardstick for their comparison must be well defined. Here a common
metric of comparison is to use the nominal attack detection capability specified by
the product designers. The RealSecure sensor is designed to operate at 100 Mbps
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Table 4
IDS sensor vs % detection

Mbps % Detection  # Of Net #0Of
-worklce  RealSecure

sensor sensor
100 91 1 5
200 89 1 6
300 86 1 5
400 7 1 4
500 74 1 4
600 71 1 5
700 53 1 4
800 41 1 4

although best performance in actual networks is in the range of 30 to 40 Mbps. The
NetworkIce Gigabit sensor is designed to operate at 100% detection rate in Gigabit
traffic, which technically is from 300 Mbps to 1 Gbps. This essentially means that
3 RealSecure sensors should match the detection rate of 1 Networklice sensor at
300 Mbps or at 800 Mbps, which is more realistic than 1 Gbps, 8 Realsecure sensors
will match the performance of the NetworkIce sensor.

We can use the above standards to discuss the data in Table 4. Essentially, the
data clearly shows that from low to middle level Gigabit traffic (100-600 Mbps),
streamn between 4 to 6 RealSecure sensors or 1 Networklce sensor can detect more
than 75% of the attacks. Above this point, detection rate drops to undesirable levels
although only about 4 RealSecure sensors will be needed to match the detection rate
of 1 NetworkIce Gigabit sensor.

Individually, the percentage of detection shown in Figs 5 and 6 demonstrate that
the NetworkIce sensor was more effective in detecting attacks from 100 Mbps to
300 Mbps while the Realsecure sensor was more effective at network loads above
300 Mbps. This is due to the fact that the number of the RealSecure sensors matching
the detection rate of the Networklce was smaller than expected by the design metrics.

Generally, as is shown in Fig. 7 the detection rate for both types of IDS de-
creases with increase in network utilization. The decrease is more pronounced above
600 Mbps of network utilization.

An accurate determination of false alarms could be a daunting task as false alarms
could be overwhelming. In the experiments, closer analysis of the test data of all
attacks showed that the number of false alerts generated is in the order of 17%. This
figure was obtained from the recordin g and analyses of the log to database responses,
which was enabled as described in Section 3.8.

4. Analysis

In analyzing the results, there are many factors that impact the performance of
the IDS sensor that needs to be considered. Some of which are due to differences
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of traffic at the IDS that won’t phase it, and another 40 Mbps that will phase it. In
this regard, experience has been that what breaks an IDS is more often packets per
second than Layer 7 content [8], although both are relevant.

Generally, there are three bottlenecks that affect the performance of the IDS in
real world environments. :

e Raw sniffing speed
¢ Signature degradation
¢ Memory usage.

4.1.1. Raw sniffing speed

Sniffing speed as a measure of how much packets per seconds can be captured
is a very important factor when evaluating the performance of ID systems. This is
due to the fact that this could be used as a baseline when determining the maximum
packet capture/second in order to quantify the operational bandwidth limits after
which the performance of the IDS begins to diminish. Thus, it is a vaiuable measure
that shows the maximum load at which the IDS will still operate effectively. The
figures available from some IDS vendors as performance bottlenecks are:

o 200000 packets/second for Cisco’s Secure;
-» 70000 packets/second for Intrusion.com’s Gigabit sensor; and
o 700000 packets/second for ISS’s NetworkICE Gigabit sensor.

Of interest here is NetworklIce’s 700 000 packets/second sniffing rate. This means
that given optimum conditions, the Gigabit sensor’s engine should be able to process
700000 packets per second. The RealSecure sensor will not sniff beyond 100000
packets/second. It is assumed that the packets related to the above numbers are true
for all (typical) packet sizes.

Consequently, what this means is that seven RealSecure sensors will be required to
match the performance of NetworkICE'’s sensor for a 700 000 packets/second capture
in any given identical context.

In analyzing the results, we used the vendor provided data as the baseline reference
in sefting a comparison standard. Evaluation of the IDS products was based on the
percentage of detection of attacks. ‘

It should be noted that this could take a different meaning if we factor in packet
size in the packets per second discussion. For instance, it is possible to address
1-Gbps networks by pushing through 1500-byte packets at 70000 packets/second.
This means using the smaller packet sizes that are likely to be seen in the real world
means that IDS product is unlikely to exceed 200-mbps.

4.1.2. Signature degradation

The second bottleneck is that Network Intrusion Detection System (NIDS) analy-
sis at high rates comes with signature degradation. Most NIDS use ‘pattern-matching
routine’ (signature-based), which slows/degrades with successive addition of signa-
tures. Network ICE uses ‘state-based protocol-analysis’, which means that it does
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not slow down as you add signatures because it follows a decision tree. This means
that when running in the 1-Gbps ranges, all signatures can be enabled. To solve the
problem of false positive alerts, filters can be set up on some signatures, thereby
making it not necessary to remove signatures in order to performance tune.

The RealSecure IDS uses the pattern matching technique that somewhat impairs
its functionality because the pattern matching technique degrades with an increase
in the number of active signatures.

The theory behind interpreting IDS performance, by comparing ‘state-based
protocol-analysis’ vs. ‘pattern-matching’ techniques could be explained from the
perspective of the two fundamentat advantages that state-based protocol-analysis has
over pattern-matching in regards to performance:

1. More efficient processing of traffic.
2. Scales better as you add more signatures.

A good example would be to compare how an IDS looks for RPC exploits.
A pattern-matching system looks for patterns on ranges of ports where RPC pro-
grams typically run. For example, it might look on ports in the range 634 through
1400 for the AMD exploit. In contrast, a state-based system can remember which
ports the AMD service is running on, and only test the AMD signatures on those
ports that are actually running AMD. If no system on the network is running AMD,
then a state-based system will never test network traffic for those signatures:

The theory behind this is that a pattern-matching system doesn’t know the contents
of the packets, and must match that packet for many different patterns. In contrast, a
protocol-analysis systern knows the contents of the packet, and only tests signatures
that apply to those contents.

Given an average packet, a pattern-matching system might have to match for 10
different patterns within that packet. In contrast, on average, a state-based protocol-
analysis system tests less than 0.1 signatures per packet.

This doesn’t come for free: the state-based protocol-analysis that knows whether
or not it should test for signatures itself costs the same as testing for a couple of
signatures. Thus, the per-packet cost for pattern-matching might be 10 signatures,
and the per-packet cost for state-based protocol analysis might be 2 signatures.

The second part of the theory is that for pattern-matching systems, the more sig-
natures you add to the system, the slower the system becomes. If you look in the
documentation for the average sensor, it will have a comprehensive discussion on
how to remove signatures in order to improve performance, This isn’t applicable to
a state-based protocol-analysis system.

A good example is to considet looking for Telnet login strings. There are many
well-known login names that rootkits will leave behind on the system. A pattern-
matching system must scan all Telnet traffic for all these patterns — the more patterns
you add, the slower it becomes.

In contrast, a protocol-analysis system will decode Telnet and extract the login
name. It can then lookup the name in a binary-matching tree or a hash table. The
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difference is that a pattern-matching system must match for patterns within network
waffic, which scales poorly. In contrast, a protocol-analysis system pulls out a field
from network traffic, and matches that field within an internal table, which scales
very well to log in name.

Again, not in the Telnet example that a username signature is only tested against
the username field - another demonstration of the first point that a packet is only
tested for a signature when needed, and not when it isn’t needed.

This is the theory behind the comparison. In practice, there are a lot of issues that
can become more important. For example, CPU speeds are doubling every year.

The limitations imposed by signature issues are discussed in Section 3.8 and only
apply to the scope. However, there is no known impact of signature degradation on
the performance of the RealSecure sensors because we did not run into signature
overloads.

4.1.3. Memory usage

All currently available network intrusion detection system (NIDS) track TCP con-
nections because they have to reassemble them, or risk being evaded. The problem
here is that Gigabit networks in most cases have millions of outstanding TCP connec-
tions. This causes most boxes to fail over. The architecture of the NetworkICE sensor
incorporates memory-saving techniques that optimize memory consumption in pref-
erence to speed. So also does the ReakSecure architecture hold well with memory
consumption.

Therefore, within the context of our test studies, memory usage was not a problem
obviously due to the fact that the architecture of both IDS systems does well with
memory usages.

From the above discussions, it is clear that the design-related performance bottle-
necks did not impair the performance of the IDS products evaluated due to the scope
of the experiments. That being said, in real network environments, these could im-
pact the IDS performance especially from signature overload of the RealSecure IDS

$ensors.

4.2. Typical mraffic

When evaluating the performance of the IDS, network throughput is important.
This is commonly expressed in either Megabits (Megabytes) or Gigabits (Gigabytes).
A crucial question is how many megabits (Mb) can the IDS handle before its perfor-
mance nosedives?

Gauging the performance of the IDS is a function of many variables. For instance,
if a packet of 1500 byte that is invalid or contains no interesting information is loaded
on the network at a high rate, it will not be effective in testing the IDS. To characterize
the true bandwidth limits within which the IDS is effective, the processing power of
the IDS must be tested using properly configured packets. It is not just enough to
send 100 Mbits of 512 byte packets with a traffic generator. There is the need for a
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traffic that is close or identical to real traffic from real machines that is repeatable: yet
still random enough that one does not end up with the vendors catering to bandwidth
benchmark. That is why it is necessary to use traffic that is identical to real traffic
from real machines in a performance evaluation. We applied this principle to our
tests by mimicking a ‘typical traffic’ as discussed in Section 3.7.

Another dimension here is the variable nature of traffics on most networks. Traffic
varies greatly from network to network. Internal enterprise networks might see a lot
of SMB, NFS, SNA, and SQL network traffic. For example, while externa/DMZ
networks might see mostly HTTP, FTP, SMTP, and the occasional SSH session, a
university network will see a lot of HTTP, FTF, SSH, SMTP, IMAP, POP, Napster,
IRC, and a myriad of other protocols that you won’t see in the average corporate

space and a carrier network will see everything from HTTP trafﬁc to BGP updates,
and every other protocol that goes across the network.

The point is that there isn’t really an easy way to say ‘typical traffic’. One might
be able to craft some baseline assumptions on what university traffic looks like, what
internal corporate traffic looks like, what DMZ/external corporate traffic looks like,
what ISP traffic might look like, etc., but environments are so wide and varied that

- there is no ‘ome size fits all’ approach to traffic modeling. For example, sending
100 Mbits of a typically used protocol (like HTTP) could crush an IDS that wouldn’t
produce the same result with for instance, 500 Mbits of UDP traffic on a non-standard
port.

To ensure that the test traffic fits into the ‘typical traffic” type, we used a repre-
sentative mix of traffic as discussed in Sections 3.7 and 3.8. This shows that the test
results would not have been different in a real word context bearing other factors.

4.3. Packet size

Instances exist when the attainment of maximum (%100) utilization will have dif-
ferent meaning depending on the context. For instance, in analyzing an output such
as the one depicted in Table 5 (chart) {25], 100% utilization could be 64 byte frames
at 14 880 pps, or 1518 byte frames at 812 pps. There is a big difference here because
processing-wise, the two are not equal. We can not relate the above to capacity uti-
lization, because we have less than 50% of the information required to simply say

that utilization is ‘X’ Mbps.

Table 5
Data Field Size Max Frames/sec Max Data Field Bits/sec

46 (64) 14 880 5475840

64 (82) 12254 6274084

128 (146) 7530 7710720

256 (274) 4241 8706 048

512 (530) 2272 9306112
1024 (1042) 1177 9641984

1500 (1518) 812 9744 000
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In the tests, we used varying packet sizes as discussed in Section 3.7. This also
indicates that bearing other factors, the results will hold in real world traffic environ-
ments. -

4.4. Number of sessions

The complexity of analyzing IDS performance increases with another variable -
number of sessions. This is because many ID systems have to track state and to a cer-
_ tain extent; the number of sessions is a huge factor. In this regard, 4880 pps between
two hosts is very different from 14 880 pps between 5000 hosts. This is demonstrated
by the fact that there have been instances when ID systems starts degrading in per-
formance at 6500 pps under 35 Mbps network load with little chance of recovering
based on the number of sessions observed by the IDS.

4.5. Other factors

There are other factors that could affect the performance of the IDS that did not
affect our test results due to the size, scope, nature, and environmental test conditions
used in our tests.

Network ID systems work by predicting the behavior of networked machines
based on the packets they exchange. The problem with this is that a network monitor
that is not active cannot accurately predict whether a given machine on the network
is even going to see a packet, let alone process it in the expected manner. The exis-
tence of a number of factors could make the actual meaning of a packet captured by
IDS ambiguous. These can be considered as follows:

1. A network IDS is typically on an entirely different machine from the systems
it’s watching. Often, the IDS are at a completely different point on the network.
The basic problem facing a network IDS is that these differences cause incon-
sistencies between the ID system and the machines it walches. Some of these
discrepancies are the results of basic physical differences, others stem from
different network driver implementations. For example, consider an IDS and
an end-system located at different places on a network. The two systems will
receive any given packet at different points in time. This difference in time is
important; during the lag, something can happen on the end-system that might
prevent it from accepting the packet. The IDS, however, has already processed
the packet thinking that it will be dealt with normally at the end-system.

2. IP packet with a bad UDP checksum will not be accepted by most operating
systems. Some older systems might. The IDS needs to know whether every
system it watches will accept such a packet, or it can end up with an inaccurate
reconstruction of what happened on those machines. Some operating systems
might accept a packet that is obviously bad. A poor implementation might, for
example, allow an IP packet to have an incorrect checksum. If the IDS don’t
know this, it will discard packets that the end system accepts, again reducing

the accuracy of the system.
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4.6.2. Qualitative evaluation architecture

The architecture defines the evaluation criteria of the IDS based on certain usabil-
ity features such as ease of user interface (ease of use, ease of configuration, ease
of filter customization); integration and interoperability with operating systems and
existing network infrastructure; product maturity; company focus and price.

Although the focus of our work is primarily a subset of the Quantitative evaluation
(performance testing), it is worth noting that there are other related issues that merit
consideration. We have presented a comparison of the major features of both IDS
products in Table 6.

From the perspective of cost benefit analysis, it is worthy to note that using our test
results, 6 RealSecure sensors costing $53 970 will yield savings of almost $10 000 if
deployment decision is based on the results on Fig. 6. It could also be said that the
cost of the Gigabit sensor will fall with time thereby establishing an overall advan-
tage over the use of multiple 100 Mbps sensors.

On the other major issues, both sensors in their numbers will trigger multiple
alerts but the NetworklIce sensor will benefit from easier operational management
with other collateral cost savings.

5. Implications for Gigabit Network Systems

The study presented in this paper provides a side-by-side comparison of two dif-
ferent techniques for intrusion detection. One being older (Megabit IDS) and the
other representing evolutions from pure megabit IDS to gigabit IDS based on the
extension of recurrent characteristics of ID system to new technologies.

The results are significant because the data on which the techniques are evaluated
represent a significant corpus of empirically obtained data by which the probability
of detection of a given intrusion detection technique can be simultaneously mea-
sured and evaluated against that of another technique in order to compare the correct
detection rates that could aid the process of selecting the most feasible IDS product.

Given that Gigabit requirements will increasingly become mandatory especially
for carrier networks with associated problems of information overload and data man- .
agement, there is the need for commercial as well as corporate network infrastruc-
tures to tackle IDS issues that come along with this. For example, with the deploy-
ment of one Gbps IDS could come the issue excessive alerts triggers. This is even
the case with the deployment of multiple NIDS devices, even at medium traffic rates
that trigger so many alerts. Our tests were not intended to address all the issues as-
sociated with large-scale IDS deployment but the performance characteristics based
on defined environmental settings, which we think could be a fairly good general-
ization. For instance, there are some common things on most networks — things like
more TCP traffic than UDP traffic, packet size trends, a certain percentage of native

fragmentation, etc.
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Table 6
IDS features
Item ISS NetworkIce ISS RealSecure 5.5
Platform Windows NT/2000 Solaris/Windows NT/2000
NIDS/HIDS agents Y/ Yy
Integrated HIDS/NIDS N/a Y
management platform i
Integrates with file integrity checkers N Y
SNMP traps for integration into Y Y
management platform
Back-end database API Y N
Management platform (console) Web Windows NT/2000
Remote sensor management Windows NT/2000, Web GUI
Stealth mode (unbound sniffing NIC) Y Y
Frag reassembly Y Y
TCP stream reassembly Y Y
Automatic signature update N Y
capabilities
CVE cross-references Y N
Open signature rule sets N N
Customizable signatures N Y
Update frequency As needed Quarterly and mailing list alerts
Rule tuning (turn on/off specific Y Y
signature)
Alerting mechanisms E-mail, pager, SNMP, E-mail, OPSEC, TCP Kill, SNMP,
script blocking, log to database, alert to
lucent firewall, paging, custom
Encrypted transmission upstream Y Y
Offending packet logging Y N
Standardized packet capturing Y N
Classification system Info/serious/very Low/medium/high
serious/critical
24x7 support Y Y
Price 363 000 Sensor: $8995

The point being made is that the study is more about trying to find a better tech-
nique to monitor networks against intrusion and not without context, arguing about
the best NIDS which is about as useful as arguing about the best OS.

In this work, we believe that based on the facts that its important to note that
the requirements of an enterprise network that is deploying a few devices locally to
watch over a class-C is going to be different from that of a multi-national corporation

that is deploying hundreds of devices.
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Figures 5 and 6 show the performance of the equality matching the probability for
detecting attacks at a particular threshold of network load. Generally speaking, if the
threshold is set low, then the detection rate will be high. Similarly, a threshold set too
high may end up not detecting most intrusions. :

While the figures are useful for quickly determining how many attacks using a
particular technique were detected, a more useful measure of the performance of the
techniques can be obtained from analyzing the effects of the different parametric
variables such as traffic type and size distribution and network conditions.

A measure of the overall effectiveness of a given intrusion detection system can be
provided by the Probability of Detection (POD) curve. A POD curve is a parametric
curve that is generated by varying the threshold of the intrusive measure (traffic type,
particle size traffic distribution, etc.), which is a tunable parameter, and computing
the probability of detection at each network utilization value. The curve is a plot of
the likelihood that an intrusion is detected under defined network load conditions,
against the likelihood that a non-intrusion is misclassified (i.e., a false positive) for
a particular parameter, such as traffic type, particle size traffic distribution, tunable
threshold, etc. The POD curve can be used to determine the performance of the ID
éystem for different network load utilizations under any given configurable thresh-
olds, or for comparing the performance of different intrusion detection techniques
for given network utilization values.

5.1. Selective and adaptive deployment based on network capture/packet analysis

Packets per second and overall bandwidth are two of the common criteria for any
networking equipment. These metrics are important for IDS for the same reasons.
Packets per second allow quantification of the maximum amount of sustained load ~
that can be handled with very little. time to handle each packet. Maximum packet
rate is achieved by lowering the packet size to the Ethernet minimum of 64 bytes.
However, best practices entail pre-deployment analysis of the network traffic. This
can be realized by testing the IDS over different packet sizes. Testing with only 64
byte packets, for sure, will make it difficult to evaluate the different effects variable
packet sizes will have on the capture ability of the IDS sensor. As a result, this will
not be effective.

From the performance standpoint, NIDS observes packets on the wire. If packets
are sent faster than the NIDS can process them, there is no degradation in the network
performance because the NIDS does not sit directly in the flows of data. However,
the NIDS will lose effectiveness and packets could be missed causing both false-
negatives and false-positives. It is therefore better to avoid exceeding the capabilities
of IDS so as to maximize benefits. From a routing standpoint, IDS, like many state-
aware engines, does not operate properly in an asymmetrically routed environment.
Packets sent out from one-set of routers and switches and returning through another
will cause the IDS systems to see only half of the traffic, causing false-positives and
negatives.
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An IDS is most useful when there is an unusual traffic stteam passing through the
network. If the IDS could not handle the full bandwidth available with an upstream
provider, at 64 byte packets, and a denial of service (DDoS) attack comprised of only
64 byte packet is initiated, the IDS will fail. There is therefore a need to have an IDS
that can handle 64 byte packets up to and including the full load that could possibly
be sent it’s way. At the same time, the IDS needs to still watch and alarm at activity
that might be going on in the ‘noise’ of the DDoS.

6. Conclusion

In this paper we have shown how a probabilistic method can be used to determine
the performance of the IDS in a Gigabit traffic stream for multiple IDS 100 Mbps
sensors. Two misuse detection techniques for evaluating the performance of the IDS
against tunable parametric specifications were presented. The technigues use a uni-
form methodology to measure the ability of the IDS to detect attacks under vary-
ing test parameters. The ability of intrusion detection systems to correctly iden-
tify the attacks was measured under different network configurations, The perfor-
mance of the different intrusion detection systems was compared by testing them
with known common vulnerability exploits (CVE) provided by the SAN Intrusion
Detection Evaluation program. The results of this analysis provide us with a prob-
abilistic framework for assessment of deployment of IDS’s within a Gigabit traffic
stream.

In this regard, the test results show that in general, IDS performance is greatly
influenced by bandwidth utilization. The following are conclusions drawn from the
study:

1. For a Gigabit traffic throughput ranging from 100 to 600 Mbps, more than 75%
attack detection rate is realizable with a maximum of 6 RealSecure sensors or
1 NetworkIce sensor. Beyond this point, detection rate drops to undesirable
levels although only about 4 RealSecure sensors will be needed to match the
detection rate of 1 NetworklIce Gigabit sensor.

2. NetworklIce sensor is more effective in detecting attacks in the low Gigabitlevel
range (100 to 300 Mbps), while multiple Realsecure sensors are more effective
at Gigabit traffic throughput ranging above 300 Mbps.

3. Generally, the detection rate for both types of IDS decreases with increase in
network utilization. The decrease is more pronounced above 600 Mbps of net-
work utilization.

4. Additionally, beyond 800 Mbps the detection rate falls to undesirable limits for

both IDS sensor types.
Finally, it is concluded that currently available IDS products if selectively utilized

based on effective deployment techniques are realistic technologies that could pro-
vide a reasonable measure of security monitoring in Gigabit networks with large
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traffic volumes. In comparative terms, when the cost and other techno-economic fac-
tors are taken into account, the use of a single Gigabit IDS sensor instead of multiple
100Mbps IDS sensors will be advantageous.
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Appendix
Specifications of the SmartBits ML-7710

The 10/100 Ethernet SmartBit cards (ML-7710) are interfaces that transmit traf-
fic to the various interfaces of devices under tests. It is used for network perfor-
mance analysis for 10/100/Gigabit Ethernet, ATM, Packet over SONET, Frame Re-
lay, xDSL, Cable Modem, IP QoS, VoIP, Routing, MulticastIP, and TCP/IP.

Specifications of the AppSwitch AS3502

The AppSwitch is a switch that was designed to include IDS redundancy, flood
protection and 100% inspection of attacks. Data can be gigabit broken into smaller
100 mbps chunks or many 100 mbps segments combined into a gigabit IDS (and
combinations between). The following are the specifications.

One 1000Base-SX input port

12 10/100Base-TX full duplex output ports
Processor: 125 Mhz RISC

RAM: 128 Mb DRAM/4 Mb SRAM
Firmware/OS version 3.11

Aftacker configuration

The attacker is an Intel-based system running Windows NT 4.0 server (with Ser-
vice Pack 6) loaded with Network Associates CyberCop scanner which has a2 modu-
lar IDS test suite and interactive CASL script generator.

Target system configuration

The targets are two Windows NT 4.0 servers with Microsoft IIS Web server, fip
server, and Hermes mail server software installed and active.
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Background traffic generator

The load generator was a SmartBits tester configured to generate 3 UDP sessions
from each of the 12 transmitting ML7710 modules for 2 total of 36 Sessions or
streams.

RealSecure Sensor

A standard PC with the following hard and software configuration: Pentium II1
600 MHz processor, 256 Mb RAM, 100 Mb disk space plus 100 Mb per managed
sensor on the console. NT 4.0 Workstation with SP6, Internet explorer 5.5 and two
100 Mbps Ethernet Intel Pro/100+ PCI adapters (one configured for stealth monitor-
ing and the other in promiscuous mode). The sensor analyzes the packets on the wire
and alerts if it senses an attack.

NetworkICE Gigabit sensor

NetworkICE Gigabit sensor was configured per manufacturer’s specification.
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ABSTRACT

In this paper we explore IDS deployment techniques and risk
analysis methodologies. We discuss general IDS technologies
ad expand on the impact that the logical location of a
company's critical networked assets could have on the risk
equations, To this end we introduce the Cascading Threat
Muitiplier (CTM) to expand on the Single Loss Expectancy

(SLE) equation. We also review commonly accepted risk
equations. We examine the effect of IDS management
techniques on the annual loss expectancy. We propose new
formulas for accurate risk analysis valuations culminating in a
new formula for calculating ROI for security, otherwise
commonly known as Return on Security Investment (ROSI).
Finally, we demonstrate the efficacy of this equation through a
casestudy.

Keywords: Intrusion Detection, Risk Assessment.

| Introduction

The recent CSI-FBI survey [1] of 503 American organizations
validated the continued concerns of business leaders today with
doing business in the electronic era. Of the 503 organizations
wrveyed, 90% detected a security breach of their information
systems and 80% experienced financial losses as a result of
breaches. While internal threats remain a top priority, 40% cited
bteaches from outside their organization. Additionally, 85%
expetienced viruses and 74% stated their Internet connection
was most frequently targeted. The most signification piece of

_ data from this survey indicates that 90% of these respondents

have a Web site, 90% have firewalls and antivirus programs and
100% conduct business electronically in some fashion.

The statistics in the survey points to a notable trend, not
necessarily the percentages, but simply that 100% of those
surveyed are conducting business electronically and 90% of
them have firewalls and antivirus, yet 90% reported system
breaches. Protecting information systems today must be done in
a layered process, which includes technology and human
analysis. As the CSI-FBI survey revealed, most companies have
already deployed firewalls and antivirus programs, and many
are moving aggressively towards acquiring Intrusion Detection
Systems (IDS), a security system that monitors computer

systems and network traffic and analyzes that traffic for possible
hostile attacks originating from outside the organization and
also for system misuse or attacks originating from inside the
organization.

But given the high cost of an IDS deployment especially when
multiple deployments are involved, organizations must justify
implementation expenses by proving that the IDS is a value
added resource. The justification is to prove that the
deployment of the 1DS is going to lead to a reduction in the
annual loss expectancy (ALE) and the return on security
investment (ROSI). This is realized if the IDS is able to
effectively detect and deter attacks.

One method for justifying IDS is by determining the value of
the ALE using conventional cost/benefit (risk) assessment; the

Copyright © 2003



ALE represents the cost/benefit break-even point for risk
nitigation measures. In other words, the organization could
justify spending up to the dollar amount equiva[ent of the ALE
et year to prevent the occurrence or reduce the impact of a fire.
4 rick assessment can identify what types of intrusions a
qompany’s infrastructure is vulnerable to and the potential for
uss shoutd an attack occur. It will also provide the justification
of IDS deployment as an effective safeguard. Another way to
apalyze the benefits of IDS is to document the misuses of an
oganization’s network. The CSI-FBI survey shows that 78% of
e respondents detected employee misuse of its systems and its
internet connection. This included web surfing, email abuse, and
se of company hardware/software for personal gain. This
aisuse directly increases the risk of systems being attacked and
pformation compromised, which can be tied to justifying the
qeed and expense of IDS,

An alternative method for justifying IDS is to demonstrate the
dility of the IDS to effectively detect and deter attacks in
quatifiable measures. There are performance studies (2,3,4]
that demonstrate the different aspects to this. A more elaborate
discussion on the performance studies is given in Section 2.

n this paper, we review risk analysis methodologies, introduce
new (CTM) concepts into risk equations, explore the impact of
threat mitigation on the annual loss expectancy (ALE) and
comelate the effect of IDS management echnique on threat
mitigation.

The rest of the paper is organized as follows. In Section 2 we
discuss current IDS deployment and implementation methods.
We discuss risk assessment methodologies in Section 3. In
Section 4 we present a novel concept to risk analysis — the
Cascading Mutltiplier Effect (CTM) and discuss the relation of
the annual loss expectancy (ALE) to threat mitigation in Section
5. We then present a case study to illustrate the impact of
deployment techniques on ALE reduction and a positive Retum
On Investment (ROI) in Section 6.

1 IDS Technologies and Deployments in Complex
Environment

Intrusion detection is an overlay of two separate and different
(NIDS) and Host-based IDS (HIDS) technologies. The primary
avantage of NIDS is that it can watch the whole network or
any subsets of the network from one location. Therefore, NIDS
can detect probes, scans, and malicious and anomalous activity
aross the whole network. These systems can also serve to
dentify general traffic patterns for a network as well as aid in
froubleshooting network problems. When enlisting auto-
fesponse mechanisms, NIDS can protect independent hosts or
the whole network from intruders. NIDS does, however, have
stveral inherent weaknesses. These weaknesses are its
susceptibility to generate false alarms, as well as its inability to
etect certain attacks called false negatives. NIDS also is not
le to understand host specific processes or protect from
unauthorized physical access.

HIDS technology overcomes many of these problems, However,
HIDS technology does not have the benefits of watching the
whole network to identify patterns like NIDS does. A
recommended combination of host and network intrusion
detection systems, in which a NIDS is placed at the network
border and an HIDS is deployed on critical servers such as
databases, Web services and essential file servers, is the best
way to significantly reduce risk.

Generally speaking, most of these host-based systems have

common architectures, meaning that most host systems work as
host agents reporting to a central console. The associated cost of
HIDS deployments can vary depending on vendor and software
versions. A good baseline is that agents can cost betwéen $500
and $2000 each and consoles may cost in the $3000-$5000
range. This does not include OS, hardware or maintenance costs.
Network intrusion detection systems can be deployed as stand-
alone hosts with a possible management interface or distributed
sensors and management console. Generally speaking,
commercially available sensors run in the $5000-$20,000 area
depending on vendor, bandwidth and functional capabilities,

Management consoles can be free or can cost several thousand
dollars depending on the vendor. This does not necessarily
include hardware or back-end databases. The total cost of an

IDS deployment depends on implementation costs combined

with the costs for managing the technology.

In the enterprise, IDSs are implemented as either a single or
multiple deployments. Multiple IDS deployments are intended
to solve the probiem of the high volume traffic stream that are
increasingly becoming common place in today’s enterprise
network systems that represent a vast array of complex
technologies often with highly switched topology. A big reason
many networks operate in a switched environment can be
attributed to the security/performance benefits [5].

In considering the implementation of any IDS technology, a
return on investment can be understood by analyzing the
difference between annual loss expectancy (ALE) without IDS
deployment and the ALE with IDS deployment, adjusted for
technology and management costs. The ultimate initial goal,
then, should be to prove that the value proposition (re: a benefit
in the form of a quantifiable reduction in ALE) in implementing
and effectively managing the IDS technology is greater than the
implementation and management costs associated to deploying
the IDS technology.

A positive return on investment (ROI) of intrusion detection
systems (IDS) is dependent upon an organization's deployment
strategy and how well the successful implementation and
management of the technology helps the organization achieve
the tactical and strategic objectives it has established. For
organizations interested in quantifying the IDS's value prior to
deploying it, their investment decision will hinge on their ability
to demonstrate a positive ROI. ROI has traditionally been
difficult to quantify for network security devices, in part
because it is difficult to calculate risk accurately due to the
subjectivity involved with its quantification. Also, business-
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slvant satistics regarding security incidents are not always
wailable for consideration in analyzing risk.

As companies race to deploy more IDSs to meet the demands
placed by Gigabit traffic the difficulty for accurate risk
wleiations will multiply. Another concern is how best to
feplay the IDS so as to maximize performance benefits. This is
legiimate concern because of the correlation between the IDS
pitigation ability and deployment technique as has been shown
p Section 5. Studies (2] have demonstrated the effect of
feployment techniques on the performance of the IDS. Equally,
fe benefits of multiple deployments or the use of Gigabit
wnsors have been demonstrated [3]. Theagwara et al [3]
wamines the system benefits of using a single Gigabit IDS
wnsor instead of multiple Megabit sensors (see Figure 1 in
appendix 1) for a wide range of defined system attacks,
wtwork traffic characteristics, and for their contexts of
operational  concepts and deployment techniques. The
wperimental results were analyzed in the context of practical
wperiences in the operation of these IDS systems. The results
of this analysis provide the probabilistic framework (Figure 2 in
Appendix 2) for the performance measure of the IDS within a
Gigavit traffic stream  Specifically, the study point to the fact
that the IDS detection rates increase with the number of sensors
deployed thereby making the case for multiple deployments.

There is, therefore, every reason to believe that multiple IDS
deployments will increasingly become a common place as
companies scale up to Gigabit bandwidth. As noted before, ROI
has traditionally been difficult to quantify for network security
devices, in part because it is difficult to calculate risk accurately
due to the subjectivity involved with its quantification. The
difficulty becomes even more arduous in environments with
multiple deployments, highly networked and interdependent.

Hence, devising an effective technique or methodology for
wcurate risk analysis of multiple IDSs assumes a great
importance.

Devising effective risk analysis technique for the IDS in
complexity environments requires a re-examination of the basic
toncepts, assessment approach, and risk analysis formulas.
Pertinent questions to which answers are sought include: how do
weaccurately assess the value and hence the effectiveness of the
ID§? And what deployment techniques will have the most
positive impact on threat mitigation and reduce the annual
xpectancy loss of protected assets? Before we explore the
mswers to these questions in Sections 4.0 and 5.0 let us review
m the next Section risk assessment methodologies and the
thallenges of IDS risk assessment in complex environments.

3 Assessment Methodologies

The landscape of risk assessment methodologies is constantly
thanging. Some methodologies promulgated via U.S.
fovemment FIPS 65 guideline for performing risk analysis in
lwge data processing centers [6] were withdrawn in 1995,

Recent approaches to risk assessment attempt to adapt
chnological advances like the Internet by prototyping real-time
nsk analysis [7) and emerging applications like e-commerce by

using case-based reasoning [8] or considering a framework for
the "whole system” during the risk management life cycle {9). In
the latter work and especially in [10], three generations of risk
analysis and management methodologies are identified in which
the first generation corresponds to the mainframe era, the second
to networks and distributed computing, and the third to open

environments and the Internet and their shortcomings discussed.

The following are the widely used methodologies in risk
analysis.

3.1 Quantitative and Qualitative Methodologies

There are two broad approaches for risk assessment:
quantitative and qualitative methodologies. In practice, none of
the two are sufficient for a robust risk assessment of intrusion
detection systems in complex environments - hence a new
technique or assessment approach is necessary.

The quantitative approach articulates risk in numerical terms, i.e.
expected monetary loss and probability (e.g. annual loss

expectancy, ALE). The qualitative approach has no numeric

value and is usually opinion based. Results are summarized in
words like "low", "medium" and "high".

Quantitative and qualitative risk analyses offer two perspectives

to the assessment of risk. The argument for justifying

quantitative risk assessment is that cost-effective safeguards

cannot be evaluated against losses unless the risks are quantified.
This is not tenable with qualitative methodologies that

emphasize descriptions rather than calculations. Quantitative

risk assessments make use of a mathematical calculation

produced from the probability of an event occurring and the

likely loss should it occur to assign real numbers to the costs of

countermeasures and the amount of damage that can take place
[11]. This is called the Annual Loss Expectancy. Probability can
rarely be precise and can, in some cases, promote complacency.

In addition, controls and countermeasures often tackle a number
of potential events and the events themselves are frequently

interrelated. In qualitative risk assessment, probability data is

not required and only estimated potential loss is used.

The quantitative approach also provides concrete probability
percentages when determining the likelihood of threats and risks.
Each element within the analysis (asset value, threat frequency,
severity of vulnerability items) is quantified and entered into
equations to determine total and residual risks. Purely
quantitative risk analysis is not possible because the method is
attempting to quantify qualitative items. If a severity level is
high and a threat frequency is low, it is hard to assign
corresponding numbers to these ratings and come up with a
useful outcome.

The classic quantitative algorithm, as presented in FIPSPUB-65
(6] laid the foundation for information security risk assessment:

(Asset Value x Exposure Factor = Single Loss Expectancy) x
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Annualized Rate of Occurrence = Annualized Loss
Expectancy. 1

for cxample, let’s look at the risk of fire. Assume the Asset
value is $1M, the exposure factor is 50%, and the Annualized
qate of Occurrence 1s 1/10 (once in ten years). Plugging these
alugs into the algorithm yields the following:

(§1M x 50% = $500K) x 1/10 = $50K

Using conventional cost/benefit assessment, the $50K ALE
presents the cost/benefit break-even point for risk mitigation
measures. In other words, the organization could justify
spending up to -$50K per year to prevent the occurrence or
reduce the impact of a fire.

The qualitative approach does not assign monetary values to
wmponents and/or losses. Instead, qualitative methods walk
firough different scenarios of risk possibilities and rank the
eriousness of the threats and the sensitivity of the assets.
Qualitative analysis techniques inctude judgment, intuition, and
uperience.  Examples of qualitative techniques are Delphi,
prainstorming,  storyboarding, focus  groups, surveys,
qestionnaires (Table 1 in Appendix 3), checklists, one-on-one
meetings, and interviews.

32 The Challenges of IDS Risk Assessment in Complex

Environments

The idea/concept of an IDS risk assessment is to demonstrate
through the chosen methodology that the organization will
suffer immensely if the IDS is not available in the event of an
intrusion. Answers gathered from a formal risk assessment can
help establish companies’ valid business reasons for adding IDS
to their infrastructure. The risk formulas used in the current
methodologies do mot factor in the new concepts presented in
Section 4, which are needed to integrate the new elements
mtoduced by technological improvements and changing
landscapes.

Generally speaking, the risk assessment methodology for IDS
ollows the same methodology that is used in other assessments.
However, a major difference is that performing an IDS risk
assessment is like trying to determine the return on investment.
In addition, because there are different deployment
wnfigurations i.e. deployment of multiple IDS sensors in the
wmbination of firewalls, filtering routers, etc. the risk
assessment effort in itself becomes determining how much the
DS contributes to the defense of the network.

In today's complex environments with increasingly large
nmber of compiex network architectures, the challenges
become more profound. The enterprise network as a system
which interconnects a multitude of computers and devices for
e purpose of communications and information/resource
sharing are complex environments trying to balance policy
picrities, user expectations, technological development and

demands, and scalability issues while under changing economic
constraints. Developments in technology overwhelm almost
every factor in its balance.

The complexity of the network environments gets more
compounded with the addition of new technological resources
used to integrate and centralize the enterprise systems, in order
to control access to protected data. The technology of computer
networks, on the other hand, promotes a mode of work that goes
against all centralized efforts. Also with the growth of networks
comes the migration of applications from centralized systems to
client-server environments. In addition, organizations are
connecting their networks to those of other organizations and to
the Internet at a rapid rate. All of this added complexity presents
a challenge to risk assessors who are responsible for making
sure that the basic elements of risk assessment in such
environments are accurate and takes into account all of the
above mentioned relational schemes.

Also, the practical reality is that the tasks involved in risk
assessments can be overwhelming. This is because the process
tends to establish metrics as yardsticks to proffer remedies while
at the same time try to maintain to a considerable degree a high
level of accuracy. In complex environments, conducting risk
assessments become even more complex as a result of the
difficulties created by the interplay of people, technology and
operations. In this case, risk determination even with the
simplest asset could be complex.

The determination of the asset value when there is
interdependence in networked environments could be extremely
difficult. This is because the asset value can be taken in up and
down stream dimensions. An asset value can be measured in so
many dimenstons and in tangible and intangible measures. This
challenge is encountered in complex infrastructures where the
valuation of mission critical security devices like intrusion
detection products is difficult.

1t is therefore, obvious that the current quantitative risk formulas
are devoid of the new concepts that provide the analytical

framework for accurate valuation of IDS devices that are deeply
enmeshed in 2 complex web of new technological environments.
The fact is that the technological environments are constantly

changing while the risk formulas crucial for accurate valuation
have not changed in commensurate proportions. The importance
of a good risk assessment cannot be over stated because only the
accurate valuation will lead to the establishment of the true cost
of the IDS, which will be used to judge its performance against
the cost of the asset that it is trying to protect.

In the final analysis, conducting an effective risk assessment in
complex infrastructures is entirely dependent upon a good
understanding of the environment and the accurate valuation of
networked security devices like the IDS. In Section 4.0, we
introduce the new concepts that tie the intangible factors into
risk formulas and present through our analytical discussion a
modular approach for the assessment of IDS devices in complex
infrastructures.
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4Novel Concepts: The casecading Threat Multiplier

Tre interplay of technological processes, policies and risk
ganagement methods in today’s enterprise environments
ies the formulation of new analytical frameworks and
aotpis like the Cascading Threat Multiplier (CTM) to
wcurately conduct valuation studies and quantify the return on
gvestment (ROJ) for any acquired or developed technology.

The CTM factors in the importance of other critical assets tied
12 nerworked) to the specific asset being analyzed in the SLE
aloulation. It also coaxes risk analysts to think in broader terms
od to look at the bigger picture when considering the risks
ssocisted with the compromise of a given asset. Thus, the
itroduction of the Cascading Threat Multiplier (CTM) will help
ip the analytical discussion and an accurate valuation and
ulculation of a meaningful ROI. This lends credence to the
oficacy of the selected approach used to determine the
sffectiveness of deploying IDS technology into a given network.

With the introduction of the Ca scading Threat Multiplier (CTM)
-amultiplying factor, the definition of Single Loss Expectancy
(SLE) is expanded. CTM, although somewhat subjective is
introduced mainly for the purpose of adding, "flavor” to SLE.

Inour analytical approach working up to the calculation for ROI,
we will use commonly accepted formulas and definitions
associated with asset valuation, exposure, threat, vulnerability

ad loss expectancy. The Cascading Threat Multiplier (CTM),

w additional factor we've added to the mix, enables us to

expand on the widely accepted calculation for Single Loss

Expectancy (SLE) where, traditionally, SLE = Exposure Factor

(EF) x Asset Value (AV).

Inorder to stress the importance of the intangible considerations
that will help us apply our holistic approach for quantifying risk
and calculating a meaningful RO, the concepts of goodwill and
opportunity costs should be considered when performing
valuation exercises on company assets. Although intangible

factors inherently introduce subjectivity into risk and return
anlysis, it is nonetheless an important step to consider
intangibles before one can arrive at a more meaningful
wloulation of ROL. It is worth mentioning here that, in general,
i may be safe to assume that organizations would tend to
indervalue certain data assets if they have not fully taken into

weount (or bothered to understand for that matter) how these

asets relate to the "big picture”. It is simple human nature to
ke the path of least resistance when given a choice. But that'sa
very dangerous path to take for anyone attempting to arrive at an
docurate assessment of the value of data assets residing on their
retwork. Understanding the tangible costs and benefits of an

asset is much easier than understanding, or even considering for
that matter, the intangible costs and benefits associated to that

Wme asset. Clarifying this understanding is one of our
thallenges and one we will address throughout the rest of the

icle as we work toward calculating the IDS ROI for Wally's

Building Supplies, Inc.

The following are the commonly accepted risk/return analysis
definitions and formulas[11]:

Asset value: One can measure an informational assets
value by estimating the development, purchasing,
licensing, supporting and replacement costs associated
with the resource. Value can also be measured from an
organizational as well as an external market
perspective. The asset value is represented as follows:

Asset Value (AV) = hardware + comm. software + proprietary
software + data, )

Exposure Factor: The Exposure Factor (EF) represents
the percentage of loss that a realized threat could have
on a specific asset when the specific threat matches up
with a specific vulnerability. A threat is a single event
that has the potential to cause damage to an asset and
vulnerability is a known or unknown weakness that can
be exploited by any number of known or unknown
threats. The threat usually manifests itself through
vulnerability in the information system.

Single Loss Expectancy: In the end, risk is evaluated
in terms of money. This is true even if life is lost; in the
case of loss of life, it may be a lot of money. For any
threat we have defined, we take the value of assets at
risk and multiply that by how exposed they are. This
yields the expected loss if we were to get clobbered by
the threat. This is called the single loss expectancy
(SLE) and is expressed as

(SLE)=EF x AV. 3)

Annual Loss Expectancy: The Annual Loss
Expectancy (ALE) is the annually expected financial
loss to an asset resulting from one [specific] threat.
The Annual Rate of Occurrence (ARQO) is the estimated
number of times a threat on a single asset is estimated
to occur. The higher the risk associated to the threat the
higher the Annual Rate of Occurrence. The expression
is given as

ALE = SLE x ARO. 4)

Now let's introduce a new concept, Cascading Threat Multiplier
(CTM), into the mix. This will greatly aid us in our analytical
discussion and move us further along in distilling a meaningful
ROI calculation that can help us determine the effectiveness or
ineffectiveness of deploying IDS technology into a given
network.

The Cascading Threat Multiplier (CTM) shown in Figure 3
(Appendix 4) s a multiplying factor that will be included into
our expanded definition of Single Loss Expectancy (SLE). CTM
is somewhat subjective and is introduced mainly for the purpose
of adding a little more "flavor” to SLE. CTM factors in the
importance of other critical assets tied (re: networked) to the
specific asset being analyzed in the SLE calculation. It also
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The rick elements and their corresponding countermeasures for
ypecified system can best be visualized with a cuboid (Figure
y. The system has an initial level of risk before any
[ounieTmeasures are applied. Countermeasures, assuming that
peir values are assigned by the same parameters that are used
for threat, vulnerability and asset valuation, can reduce risk, i.e.
by reducing threat (e.g. locked doors, IDSs), reducing
alnerability (e.g. awareness, patches, hot fixes) or reducing
ssset value (e.g. encryption). After calculating the results from
ach combination of threat, vulnerability, asset and
quntermeasure the residual risk is determined [13). Here the
inpact element is covered in asset value, the likelihood in threat
awd vulnerability values.

The effectiveness of the IDS as a countermeasure to reduce
fireat in an organization is very dependent on the deployment
gehnigue.  Independent of implementation and management
costs, the method in which the devices are deployed can have a
wrious effect on the annual loss expectancy and the retumn on
ivestment  (ROI). Two deployment and management
wchniques — proactive and reactive are generally implemented.
To this point, the key question to answer is: is the system going
o be'proactive or reactive as security events are detected? The
following in Table 3 depicts the normal event flow in each
method. A proactive implementation response is automated by
the system while a reactive implementation response is done
once personnel have been enlisted,

Table 3. IDS Deployment schemes
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By examining the Annual Loss Expectancy (ALE = ARO * SLE,
where SLE = Exposure Factor * Asset Value * Cascading
Threat Multiplier) we can determine which variables are
dfected by each of these two management methods. In a
reactive design, where personnel must be engaged to respond to
tach event, the exposure factors (primary [EF] and secondary
EFS)) will be affected. In a proactive design there will be
similar benefits to the exposure factors (re: a reduction) and, in
uldiion, the Annual Rate of Occurrence (ARO) will be
}nﬂuenced in a beneficial way as well. To demonstrate the
mpict of threat vs. time (Figure 5 in Appendix 6) we will use
the concept of primary and secondary mitigation windows. In
the following graph the primary mitigation window affects ARO

while the secondary mitigation window affects Exposure Factor
and Cascading Threat Multiplier. An effective way of impacting
ARO is through automated response.

Auto-response can take many forms. On host-based IDS this is
sometimes called shielding, where a specific process is
terminated, Network-based IDS generally employs TCP resets
or shunning. TCP resets effectively kill one specific session
based on suspicious activity, but it still allows other ativity
from that same IP. Shunning, on the other hand, changes
firewall rules or router access lists and effectively denies all
traffic from that host for a specific period of time. In essence,
shielding will protect a single host from one process, resets will
protect a host from a specific session, and shunning will protect
the entire network from a specific host for a pre-determined
amount of time.

The accuracy of automated response can vary tremendously.
This is dependent on the skill level of the engineers managing
the devices. If the engineers are moderately skilled then auto-
response will not be very effective, which may adversely affect
the ROI of the IDS deployment. This adverse effect may
manifest itself in the form of a loss of productivity from
network-related problems due to improperly implemented auto-
response, as well as the additional fallout related to a false sense
of security throughout the company.

With skilled engineers managing the devices, auto-response can
be very accurate and effective. Because few statistics exist that
illustrate the accuracy of automated response we will use
statistics [14] generated from our analysis of one month's worth
of data on networks that NetSolve, Incorporated manages. If we
include Code Red and Nimda activity, in 99.96% of the attacks,
where automated response was used to mitigate the threat, the
activity was malicious. Excluding large-scale worms, the attacks
were malicious in 95.8% of auto-response uses. Of the 4.2 % of
the traffic that was not malicious, not all of it was desirable.
Some of this traffic was peer-to-peer programs, on-line gaming,
chat and other undesirable traffic that triggered alarms. The
percentage of traffic that was denied that was business related
was very small. It should be noted that many of these devices
provide numerous different techniques for ensuring that very
little, if any, legitimate traffic is denied through the use of
automated response.

Table 4. Average Attack Occurrence per Network
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To determine how effective the device is in recognizing attacks
we will use the most recent NS§ study [15). In this test the
worst NIDS detected 67 of 109 attacks or 61.5%, while the best
fetected 94 of 109 attacks for an 86.2 % detection rate. Even the
worst case, the 61.5% detection rate was out of the box and it
was reported that it would not be difficult to improve this with
some custom signatures and tuning?

What does al! this mean? It means that the worst IDS tested can
still detect at least 61.5% of attacks. Realistically that number
should be closer to 70% when a skilled engineer or technician
manages the device. This ultimately means that the auto-
nsponse feature, when properly used, can be a very effective
method of intrusion detection (and hence avoidance) which
ultimately reduces the Annual Rate of Occurrence (ARO).

In section 6.0, we present a case study to demonstrate how each
deployment technique affect the annual loss expectancy (ALE)

and the return on investment (ROT).

6 Case Study

This case study will permit the in-depth exploration of the
benefits of performing risk analysis to maximize the
management techniques of intrusion detection systems. From
these, we hope to glean some general concepts about intrusion
detection system ARO & ROI and determine the viability of the
management approach that will enhance the maximization. By
developing the examples, we also hope to develop a possible
method of reasoning about IDS risk analysis more generally.
The case study will be presented in the context of events and
risk analysis in a hypothetical company called WBS, Inc.

6.1 Methodology

In Section 6.2 we describe the enterprise business setting of the
wmpany (Wally’s Building Supplies) that we use in this case
udy. We then discuss the threats and attacks that
compromised the security of the business in Section 6.3. Next,
in Section 6.4 we analyze the attacks, compromises and
tontributing factors and delineate the sources of the security
breach. Part of the analysis is the recommendation of the
necessary safeguards to forestall future attacks and in this case
teployment of intrusion detection systems. Based on the
analysis results, we then calculate the annual loss expectancy

ALE in Section 6.5. Finally, we summarize the results in
Section 6.6.

6.2 The Wally's Building Supplies

The case study is a risk analysis of Wally's Building Supplies
(WBS) shown in Figure 6 (Appendix 7), which experienced a
VPN attack that resulted to a compromise of the company’s
assets. WBS has six supply outlets, with the business office
located within the primary outlet. WBS has several business-to-
business (B2B) VPN connections to its suppliers. Their small
staging department procures most of WBS items for all six
outlets over these B2B connections by running an overthe-
counter order procurement software application agreed on by
each of the suppliers. Of the dozen or so suppliers, ACME is
WBS most important one, accounting for 50% of all WBS
procurement needs. ACME and WBS have built their trust
relationship over the course of many years doing business
together. ACME has experienced phenomenal growth over the
past decade and supplies scores of building suppliers around the
country. WBS orders account for a mere 1% of total ACME
sales,

For several years WBS has maintained a simple informational
Web page showing store locations and directions, general goods
and services available and monthly specials. The primary target
market for WBS consists of residential and commercial building
contractors. Contractors comp rise 75% of total WBS sales, with
the remaining 25% generated from do-it-yourself consumers.

Recently WBS had contracted out the development of a
dynamic database-driven Web site that allows contractors to
order supplies orline, check the status of their orders, and
confirm deliveries to the construction site. The dynamic Web
site has already had a positive effect on the operational ROI of
WBS by improving efficiencies related to its' antiquated order
fulfillment and delivery confirmation process. Inventory
turnover has increased as a result of these efficiency gains,
which in turn has improved WBS bottom line. That's the good
news. WBS maintains Internet connectivity through a T1, Most
of WBS servers, routers and infrastructure have been set up by

- outside IT contractors. So what's the bad news?

6.3 Compromise

WBS primary supplier, ACME, recently informed WBS that
a malicious attacker gained access to ACME's data and
network through the VPN tunnel with WBS. It is unknown
to ACME if this was an outside afttacker or an ill-wilied
employee from WBS. Because of this, ACME has
disconnected the B2B VPN with WBS and temporarily
discontinued service with WBS until the issue is resolved.
They have agreed to fulfill all outstanding orders in the
interim. Since WBS has very littie technical expertise, they
called in ABC Security Consulting Services (ABC) for a
thorough analysis of the alleged compromise.

Using risk analysis concepts, we characterize the attack
into three compromise scenarios (Table 5) for the purpose
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+ MSSP support with IDS using auto-response and
incident response (ROI2) = 155%.

e single support management scheme refers to the
qanagement by a single skilled in-house technician,
passgement in which there are five shifts of skilled technicians
poviding 24x7x365 coverage, while the MSSP schemes refers
pthe management provided by an MSSP.

+Conclusion

Tis studies presented in this paper underscores the importance
of the new concepts we have introduced into risk analysis
prmulas. When an IDS device is deployed in a complex
qvironment 2 lot of factors are brought to bear on the
performance index. In order to accurately measure the
xerformance of the IDS using the annual loss expectancy (ARO)
» 2 measure, it is necessary to formulate the analytical
famework for asset valuation and risk calculations. This can be

realized using the new concepts and formulas we have proposed.

Because the main function of the IDS in enterprise systems is to
resteain or at least mitigate losses resulting from attacks, there is
the need to optimize the effectiveness of the IDS using proven
ieployment techniques. In this regard, this study demonstrates
the effectiveness of the proactive deployment technique in
mitigation threat occurrence.

Finally, for an effective assessment of the IDS in complex and
mierdependent environments, there is the need to develop a
suitable risk analysis framework, In the end, to maximize the
performance  of the IDS, you need to have a sound
inderstanding of the enterprise environment including, at a
minimum, how it does business, how its connected, where the
assel value really les and what vulnerabilities and associated
threats (squating to risk and exposure) need to be analyzed and
addressed through sound a security policy and risk mitigation
techniques.
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Appendix 5

Table 2. Risk analysis equations

,F Variable f___“ Formula or expression o
! ] :

i AV = hardware + comm. software + proprietary

Asset Value (AV) software + data

1 EF is the % estimation of the exposure of the initial

Exposure Factor (EF)

dcompromised asset

fUEA is the estimation of the $ value of the assets behind

Underlying Exposed Assets (UEA)

the compromised in itial asset

’ Secondary Exposure Factor (EFs)

§
i

EFs is the % estimation of the exposure of the UEAs

|Cascading Threat Multiplier (CTM) |

CTM = 1 + ((UEA x EFs)/ AV)

Smgle Loss Expectancy (SLE)

SLE =EF x AV x CTM

Annual Rate of Occurrence (ARO)

ARO is estimated number, based on available industry
statistics or experience

Annual Loss Expectancy without IDS

JALE1

l(aLEn) =SLE x ARO o
H{Annual Loss Expectancy with IDS using ; ALE2 = conservative 50% reduction of ARO when IDS
i auto-response (ALE2) __|lis managed skillfully with auto-response

B

Annual Loss Expectancy with IDS using
{{auto-response & incident response (ALE3) |

JALE3 = conservative 25% reduction of EF & EFS when

4IDS is managed skillfully with auto-response and
lincident response

Annual Cost (T) of IDS Technology and

IT

Mgmt T
{|Annual Recovery Cost ('R) from Intrusionsif,, _
without IDS R =ALEl ) -

‘[Annual Dollar Savings (E) gained by
: stopping intrusions with IDS

|E=ALEI -(ALE2 or ALEB)

Traditional Return on Secunty Investment "
JROSI) equation

|ROSI =R - ALE, where ALE = (R-E) +T

| ROI of IDS with auto- response (ROIl)

~[ROIL = ALEI - ((ALEI - (ALE1-ALE2) < T)

: ROI of IDS with auto-response & incident |
' response (ROI2)

|ROI2 = ALEI - ((ALEI - (ALE1 - ALE3)) + T)
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“The Effect of Intrusion Detection Management Methods on the Return on Investment”
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then to detect abnormal behavior by defining sta-
tistical relations. This is called anomaly detection.
it relies on being able to define the desired form or
behavior of the system and then to distinguish
between that definition and undesirable form or
anomalous behavior. While the boundary between
acceptable and anomalous forms of stored code
and data can frequently be precisely defined, the
boundary between acceptable and anomalous
behavior is much more difficult to define.

The second approach, called misuse detection,
involves characterizing known ways to penetrate
a system, usually described as a pattern, and then
monitoring for the pattern by defining rule-based
relations. The pattern may be a static bit string,
for example, a specific virus bit string insertion.
Alternatively, the pattern may describe a suspect
set or sequence of events.

Intrusion detection systems have been built to
explore both approaches: anomaly detection and
misuse detection. In some cases, they are com-
bined in a complementary way in a single intrusion
detector. There is a consensus in the community
that both approaches continue to have value.

As a matter of practical reality, organizations
evaluate the effectiveness of the IDS implementa-
tions from both technical and economic perspec-
tives. Thus, the overall evaluation of any IDS
implementation is based on a wide range of crite-
ria especially when a choice has to be made as to
what is the right IDS product.

Practically speaking, a very important but often
neglected facet of intrusion detection is its cost-
effectiveness, or cost—benefit trade-off. An edu-
cated decision to deploy a security mechanism
such as IDS is often motivated by the needs of se-
curity risk management. The objective of IDS is
therefore to provide protection to the information
assets that are at risk and have value to an organi-
zation. An IDS needs to be cost-effective because
it should cost no more than the expected level of
loss from intrusions. This requires that an [DS
should consider the trade-off among cost factors,
which at the minimum should include develop-
ment cost, the cost of damage caused by an intru-
sion, the cost of manual or automatic response
to an intrusion, and the operational cost, which
measures constraints on time and computing
resources.

It should also be noted that it is not always nec-
essary to justify the cost of an organization’s DS
deployment because the implementation might
be undertaken as part of a standard due care.

The performance of IDS for many organiza-
tions is not just measured in the ability of the IDS
to capture or prevent attacks but on its value

when expressed in economic terms. This is more
so because when choosing a security product, com-
panies tend to justify their investments based on
both economic returns and technical performance.
In the selection of an IDS product, performance
is measured using such factors as scalability, avail-
ability, ROl and the total cost of the system
relative to the price of the system the IDS is pro-
tecting, just to mention a few.

A positive ROI of an IDS is dependent upon an or-
ganization’s deployment strategy and how well the
successful implementation and management of the
technology helps the organization achieve the tac-
tical and strategic objectives it has established.
For organizations interested in quantifying the
IDS’s value prior to deploying it, their investment
decision will hinge on their ability to demonstrate
a positive ROI. The ROI has traditionally been diffi-
cult to quantify for network security devices, in
part because it is difficult to calculate risk accu-
rately due to the subjectivity involved with its
quantification. Also, business-relevant statistics
regarding security incidents are not always avail-
able for consideration in analyzing risk.

In considering an implementation of an IDS
technology, a positive ROl can be understood by
analyzing the difference between Annual Loss Ex-
pectancy (ALE) without IDS deployment and the
ALE with IDS deployment, adjusted for technology
and management costs. The ultimate initial goal,
then, should be to prove that the value proposition
(re: a benefit in the form of a quantifiable reduc-
tion in ALE) in implementing and effectively man-
aging the IDS technology is greater than the
implementation and management costs associated
with deploying the IDS technology.

The insights gained from previous research stud-
ies that describe proven techniques to implement
the IDS technology could be helpful. However, it is
important to note that there are no known research
studies on the ROI of IDS. Related works border on
IDS performance and cost models, none of which
integrated or established a link between the tech-
nical, operational and cost/economic factors that
serves as a gauge for justifying IDS deployment.

The related works are fundamental studies on
IDS performance (lheagwara and Blyth, 2002;
{heagwara et al., 2003; Richards, 1999) that treat
the relationship between deployment techniques
and attack system variables and the performance
of the IDS; and models on cost—benefit/sensitive
analysis (Irvine et al., 1999; Lee et al., 1999) for
intrusion detection deployment.

Richards (1999) evaluates the functional and
performance capabilities of the industries’ lead-
ing commercial type IDS. In the areas tested, the
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performance of the IDS was rated based on their
distinctive features, which were characterized
into different performance indexes. The research
work represented a new direction for IDSs in that
it moved the focus away from scientific con-
cepts research to performance evaluation of the
industries’ best products. However, the study
was limited to a small proto design isolated to
a non-switched network, which did not reveal the
impact of packet switching on the accuracy and
ability to capture attack packets in their entirety.
lheagwara and Blyth (2002) expand this effort to
an evatuation study of the effect of deployment
techniques on IDS performance in switched and
distributed system. They demonstrated that moni-
toring techniques could play an important role in
determining the effectiveness of the IDS in a
switched and distributed network.

lheagwara et al. (2003) in a comparative exper-
imental evaluation study of intrusion detection

system performance in a gigabit environment ex- -

amine the system benefits of using a single Gigabit
IDS sensor instead of multiple Megabit sensors for
a wide range of defined system attacks, network
traffic characteristics, and for their contexts of
operational concepts and deployment techniques.

As mentioned above, cost—benefit model and

. analysis studies of IDS deployments are relatively

i few. Lee et al. (1999) study the problem of build-

Zing cost-sensitive intrusion detection models. For

*intrusion detection, Irvine et al. (1999) define

“auditing of network control functions in intermedi-

~ ate nodes, and rule-based network intrusion sys-
tems in the total subnet as the mechanisms.
They also discuss the costs of those security serv-
ices and mechanisms.

In contrast to the above, the focus of this paper
is the return of investment of IDS products and an
examination of how implementation methods, man-
agement methods, and IDS policy affect the ROL.
The paper will seek to demonstrate the value asso-
ciated with a well thought out implementation and
effective lifecycle management of IDS technology
and will culminate with a number crunching exer-
cise to calculate the ROI for an IDS deployment by
a hypothetical brick and mortar wholesale hard-
ware supply company named UTVE, Inc. on risk.

The rest of the paper is organized as follows.
The current IDS implementation is discussed in
the following section. Then in the next sections,
the management and costs structures, the Cascad-
ing Multiplier Effect (CTM) and a discussion on the
effects of proactive and reactive management
techniques are given. This is followed by a case
study on the ROl and finally a conclusion section
is presented.

Current IDS implementation

In enterprise systems, IDS implementation requires
deployment of the IDS either at the computer
system that is the putative target or placement on
a network level where traffic can be evaluated or
where information aggregated from various hosts
can give insight in coordinated attack scenarios.

Hence it is important to maximize the imple-
mentation through effective deployment techni-
ques. Ptacek and Newsham (1999) and Iheagwara
and Blyth (2002) conduct studies to evaluate the
effect of deployment techniques on the perfor-
mance of the IDS. The studies demonstrate that
the IDS can be very effective if optimally deployed
or it could just be another waste for the company
if improperly managed. Since the IDS effective-
ness in detecting intrusions depends as much on
the deployment technique, a significant change in
the approach to the implementation of intrusion
detection is needed for improvements.

Of interests are IDS product implementation
technology and the architecture that has so often
been used to evaluate their effectiveness. The
next two sections discuss the technologies and
evaluation architectures.

Technologies

Intrusion detection is an overlay of two separate
and different technologies: Network IDS (NIDS)
and Host-based IDS (HIDS) systems. The primary
advantage of NIDS is that it can watch the whole
network or any subsets of the network from one
location. Therefore, NIDS can detect probes, scans,
and malicious and anomalous activity across the
whole network. These systems can also serve to
identify general traffic pattems for a network as
well as aid in troubleshooting network problems.
When enlisting auto-response mechanisms, NIDS
can protect independent hosts or the whole net-
work from intruders. NIDS does, however, have
several inherent weaknesses. These weaknesses
are its susceptibility to generate false alarms, as
well as its inability to detect certain attacks called
false negatives. NIDS also is not able to understand
host specific processes or protect from unautho-
rized physical access. HIDS technology overcomes
many of these problems. However, HIDS techno-
logy does not have the benefits of watching the
whole network to identify patterns like NIDS does.
A recommended combination of host and network
intrusion detection systems, in which an NIDS
is placed at the network border and an HIDS is
deployed on critical servers such as databases,
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present the threat and incidence scenarios to cal-
culate the ROl based on the effective implementa-
tion and lifecycle management of HIDS and NIDS
technologies. There is the need to articulate a ho-
listic approach and, at the same time introduce
some new concepts for analyzing risk. {n the ana-
lytical discussion leading up to the calculation of
the ROI, commonly accepted formulas and defini-
tions associated with asset valuation, exposure,
threat, vulnerability and loss expectancy will be
used. The Cascading Threat Multiplier (CTM), an
additional factor added to the mix, enables the
expansion of the risk assessment widely accepted
calculation for Single Loss Expectancy (SLE) where,
traditionally, SLE = Exposure Factor (EF) X Asset
Value (AV).

In order to stress the importance of the intangi-
ble considerations that will help to apply a holistic
approach for quantifying risk and calculating
a meaningful ROI, the concepts of goodwill and
opportunity costs should be considered when per-
forming vatuation exercises on company assets.
Although intangible factors inherently introduce
subjectivity into risk and return analysis, it is
nonetheless an important step to consider intan-

. gibles before one can arrive at a more meaningful
. calculation of the ROI.

It is worth mentioning here that, in general, it

- may be safe to assume that organizations would
. tend to undervalue certain data assets if they have

i

not fully taken into account (or bothered to under-
stand for that matter) how these assets relate to
the “big picture”. It is simple human nature to take
the path of least resistance when given a choice.
But that is a very dangerous path to take for anyone
attempting to arrive at an accurate assessment of
the value of data assets residing on their network.

Understanding the tangible costs and benefits of
an asset is much easier than understanding, or
even considering for that matter, the intangible
costs and benefits associated with that same asset.
Clarifying this understanding is a challenge and
one that will be addressed throughout the rest of
the paper as the IDS ROl is calculated in the case
study for UTVE, Inc.

Ultimately, the framework is the use of hypo-
thetical events and data derived from such events
to develop a process model for the computation of
IDS ROI. The threat events and the incidence anat-
ysis are given in the context of risk analysis.

Methodology

The methodology used in the case study takes
a pragmatic approach towards the issue of

calculating the IDS ROl First, the enterprise
business, IT infrastructure, business relations and
security practices are described. This is followed
with a discussion on the threats and attacks that
compromised the security of the business. In this
case, a series of defined and designated attacks
to compromise the system are mimicked. Each
attack exploits a specific vulnerability in the enter-
prise network system. Next, the attacks, compro-
mises and contributing factors are analyzed and
the sources of the security breach delineated. Part
of the analysis is the recommendation of the
necessary safeguards to forestall future attacks
and in this case deployment of intrusion detection
systems. Based on the results of the analysis, the
Annual Loss Expectancy (ALE) is quantified, the ana-
lytical techniques that are pertinent to the IDS
ROI, and their relevance in developing a model
for calculating the ROI for IDS deployment in busi-
ness settings are described. The study will culmi-
nate into a discussion of the best management
and effective techniques for deploying the IDS to
maximize the ROI.

The UTVE enterprises

UTVE’s remote offices (Toronto, Manchester, Not-
ting, Sony) are connected via private T1 lines
to the corporate office with no Internet outlet.
Employees of the firm who require access to com-
pany data while out of the office use the VPN over
the Internet.

in order to successfully conduct business with
UTVE enterprises, customers and business associ-
ates need to have consistently reliable telephone,
fax, e-mail, Internet, file, print and database ac-
cess, whether in a remote office or in the corpo-
rate office. UTVE sales associates must also have
the same system reliability and availability while
remotely accessing the corporate systems over
the VPN (Virtual Private Network). Remote users
are primarily sales associates and trusted business
associates who connect to UTVE’s VPN over some
sort of broadband technology. The remaining asso-
ciates need VPN access while traveling, which is
typically dial-up access.

VPN attack and risk analysis

The UTVE network was compromised when a mali-
cious attacker gained access to UTVE’s data and
network through the VPN tunnel that was estab-
lished with one of its business associates. Because
of this, UTVE disconnected its VPN connection with
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from Table 3. The results of the calculations are
shown in Appendix 4. The use of auto-response
scheme produces by far better ROl in both NIDS
and HIDS deployments. A conservative estimate
of 50% reduction in ARO is facilitated by the utili-
zation of auto-response. Also, the 25% reduction
in both exposure factors (EF and EFs) should also
be considered a conservative estimate in the IDS
deployment with auto-response and prompt inci-
dent response scheme.

The benefits of a better IDS management are
reflected in the reductions in the values of the
variables in the hightighted cells under ARO, EF
and EFs in Appendix 4. The overall effect is visible
in the increase in the ROl values for the UTVE IDS
deployment for both the single in-house support
and MSSP support schemes.

Auto-response affects primary mitigation win-
dows, which has a direct impact on partially reduc-
ing the Annual Rate of Occurrence (ARO). This is
illustrated in the ROl Appendix 4, where a benefi-
cial conservative reduction in ARO of 50% (high-
lighted in yellow (web version) in the "IDS
w/Auto-Response” rows for each of the three sce-
narios) is attained. Incident response affects the
secondary mitigation window, which impacts Expo-
sure Factor (EF) and Secondary Exposure Factor
(EFs), which in turn impacts the Cascading Threat
Multiplief (CTM). This is also illustrated in the
ROl in Appendix 4, where a beneficial conserva-
tive reduction in EF and EFs of 25%, respectively
(highlighted in yellow (web version) in the “IDS
w/ Auto-Response & Incident Response” rows for
each of the three scenarios) is attained.

These reductions have positive effects on the
IDS ROI. Once the aggregate annualized savings
(ALE1T—ALE2 or ALE1—ALE3) occurring from DS de-
ployment equals the support costs associated with
the deployment a positive ROI should materialize.
In the case of UTVE, the two ROIls (ROI1 and ROI2)
for each support profile are as follows:

e single support with IDS using auto-response
(ROI) = —4%;

e single support with IDS using auto-response and
incident response (ROI2) = 36%,

o MSSP support with IDS using auto-response
(ROI1) = 81%; and

* MSSP support with IDS using auto-response and
incident response (ROI2) = 155%.

These ROIs are based on the aggregate annualized
savings from deploying and effectively managing
the IDS technology and the resulting impact
the IDS technology could reasonably have on the
combined effect of the three compromise scenari-
0s described above (Appendix 4).

In the final analysis, attainment of a better RO!
depends on a good management practice especi-
ally the use of highly skilled engineers or tech-
nicians who have a sound understanding of the
technology including the inherent strengths and
weaknesses to manage the IDS technology. It is
also a reasonable assumption that a single in-house
engineer or technician would better support IDS
deployment of one NIDS and two HIDSs. On the
other hand, it will be ineffective to assume that
one person can support this highly dynamic tech-
nology on a continual 24/7/365 basis with active
auto-response and real-time incident response
for every security event. Multi-shift internal sup-
port as well as Managed Security Service Provider
(MSSP) support is the preferred ways of providing
definitive 24/7/365 support and real-time incident
response.

Conclusions

The importance of using intrusion detection as
a means of risk management has been pointed
out by several researchers. This work in RO mod-
eling for IDSs has benefited from the insightful
analysis from real-world experiences demons-
trated in the case study and draws from research
in intrusion detection systems using knowledge
gained from security risk management.

The contributions made by this paper are in the
development and introduction of a new concept—
Cascading Threat Muttiplier (CTM) and the model
framework used to accurately calculate the ROl
for any acquired or deployed IDS technology.

To effectively analyze and calculate the IDS
ROI, there is the need to have a sound understand-
ing of the environment where the IDS is deployed
including, at a minimum, the business prac-
tice, and network architecture and asset values.
Equally, a good analysis of system vulnerabilities
and associated threats should be addressed
within the framework of a sound security policy
and risk mitigation techniques.

Finally, this paper has demonstrated that a
positive IDS ROl is attainable with an effective
deployment technique and optimal management
approach.
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This paper discusses the financial benefit of intrusion detection systems (IDS) deployment techniques
and addresses the problems of bridging the gap between technical security solutions and the business need
for it. This is an area of interest to both the research and the business community; most IDSes balance
host and network monitoring, but the decision about how to adjust usage of each technique tends to be
made in a rather ad-hoc way, or based upon effectiveness of detection only without regard to cost of tech-
nique. In practice, selections based on how well a strategy helps a company to perform are preferable and
methodologies supporting a selection process of this type will assist an Information Technology officer to
explain security mechanism selections more effectively to CEOs. In this context, the approach we propose
could be applied when choosing one intrusion detection system over another based on which has a better
or higher return on investment for the company.

Through a case study, we illustrate the benefits of a better IDS management that leads to a positive
Rewrn on Investment (ROI) for IDS deployment. We conceive strategies and approaches to support ef-
fective decision-making about which techniques are appropriate for the cost effective management of the
IDS in a given environment. It is our intent that this research will serve as a foundation for the formal
description of cost structures, analysis, and selection of effective implementation approaches to support
the management of IDS deployments.

1. Introduction

Independent of implementation costs, the method in which security devices such
as IDSes are managed can have a serious effect on the Return on Investment (ROJ).
Thus, a positive RO1 for the 1DS is dependent upon an organization’s deployment
strategy and how well the successful implementation and management of the tech-
nology helps the organization achieve the tactical and strategic objectives it has es-
tablished.

However, given the high cost of IDS deployments especially when multiple de-
ployments are involved, organizations must justify implementation expenses by
proving that the IDS is a value added resource. One possible justification is to es-
tablish that the deployment of the 1DS should lead to a reduction in the annual loss
expectancy (ALE) and the return on security investment (ROSI).

0926-227X/04/$17.00 © 2004 - 108 Press and the authors. All rights reserved
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One method for justifying IDS is by determining the value of the ALE using con-
ventional cost/benefit (risk) assessment; the ALE represents the cost/benefit break-
even point for risk mitigation measures. In other words, the organization could justify
spending up to the dollar amount equivalent of the ALE per year to prevent the oc-
currence of loss or reduce the impact of a cyber attack for example. An alternative
method for justifying IDS is to demonstrate the ability of the IDS to effectively de-
tect and deter attacks in cost-effective quantifiable measures or to implement it as a
standard due care measure. There are prior research studies [1-3] on this. Another
option is to analyze the benefits of 1DS by documenting the misuses of an organiza-
tion's network

" Hence,-for many organizations, investment decisions on IDS deployment will
hinge -on the ability to demonstrate a positive ROI and are not just motivated by
the needs of security risk management. For the IDS to be cost-effective, it should
cost no more than the expected level of loss from intrusions. This requires that the
IDS purchaser consider the trade-off among cost factors [4,5], which at the mini-
mum should include the cost of damage or compromised asset due to an intrusion,
the cost of manual or automatic response to an intrusion, and the operational cost,
which measures constraints on time and computing resources. For example, an in-
trusion where the response or mitigation cost is higher than the damage cost should
usually not be acted upon beyond simple logging.

Therefore, implementation costs are very important and should be among the de-
terminant factors for effective IDS management. Although in current IDS implemen-
tations, cost value propositions are rare due to the complexities of the networked en-
vironment in which they are deployed. Another reason for this is the fact that many
organizations are not educated about the cost-benefits of security systems and for
some, analyzing site-specific cost factors could be very challenging [6].

The challenge could be partly attributed to the difficulties in the assessment of
costs refated to computer security, in part because accurate metrics have been inher-
ently unrealistic. Of those costs that can be measured, the largest in terms of mone-
tary value typically involve theft of proprietary information or financial fraud. Others
that are more difficult to quantify but have resulted in severe loss of use or produc-
tivity include viruses and malware, Web server denial-of-service attacks, abuse of
access privileges, and equipment vandalism or outright theft. The challenge is also
due to the fact that cost structures and cost management (and costing for that mat-
ter) of IT security devices have not been extensively studied; at least not very well
documented in technical or scientific literature. The few available studies have been
presented from different perspectives.

In the business arena, management costs are calculated through cost benefit analy-
sis (CBA) models/equations with a high degree of accuracy. Here, the models incor-
porate the use of risk-adjusted cash flows in order to examine internal rate of return
(IRR) and maximum net present value (NPV) figured as a percentage of information
security expenditures. The basis for this is the observation that a simple return on in-
vestment (ROI) calculation that divides income by asset value is insufficient because
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it is based on historical rather than future valuations as affected by breach incidents.
A more elaborate discussion of CBA is given in Section 2.

The increase in the use of IDS products mandates formulation of appropriate
frameworks for their cost-effective management. Such frameworks among others
could be used to translate existing cost models into technical solutions as implemen-
tation cost structures. This could be realized by first developing the cost metrics and
then integrating them with existing theoretical cost models developed in previous
studies within the contexts of the frameworks we propose in this research.

The insights gained from previous research studies that describe proven techniques
to implement the technologies could be helpful in understanding effective manage-
ment techniques for IDS deployments. Research in the area of cost modeling for
network intrusion detection systems typically follow a risk analysis procedure to se-
lect sensitive data/assets and create a cost matrix for each intrusion.

Wei et al. [7] propose a cost-benefit analysis methodology and build a cost model
that can be used to quantitatively and qualitatively calculate the cost of detecting and
responding to an intrusion.

Lee [4] and Stolfo’s [5] studies the problem of building cost-sensitive intrusion
detection models and define cost models to formulate the total expected cost of IDS
and examine the major cost factors associated with IDS, which include development
cost, operational cost, damage cost due to successful intrusions, and the cost of man-
ual and automated response to intrusions. The cost components related to intrusion
detection are:

o Damage cost;
o Operation cost; and
¢ Response cost.

Combining the above cost components Lee {4] proposes a cost matrix for a risk
analysis calculation:

N
Cost_total(e) = Z(CCost + OperationCost(e)). H
i=1

In the above formula, Cost total(e) is the total cost for some event e, N is the event
number, and CCost is the consequential cost of the prediction by the network intru-
sion detection system for the intrusion event e, which is determined by the damage
cost and response cost. The Damage cost (DamageCost) represents the maximum
amount of damage to an attack target when the intrusion detection system and other
protective measures are either unavailable or ineffective. The Response cost (Re-
sponseCost) is the cost of responding to the intrusion, which includes taking some
action to stop the intrusion and reduce the damage. These actions or countermea-
sures should be defined during the risk analysis process according to specific threats.
Operation cost (OperationCost) is the cost of processing the stream of events be-
ing monitored by an intrusion detection system and analyzing the activities using
intrusion detection models.



780 C. Iheagwara et al. / Cost effective management frameworks for intrusion detection systems

Table 1
Security cost exampies

Security service  Service area  Mechanism Cost measure
Data confiden- NC Link layer 40-bit DES Processor clocks per byte
tiality
Message non- ES Remote non-repudiation  2n bytes per message network
repudiation service bandwidth, plus ¢ clocks per byte
Intrusion detec- TS Experimental system N Mbytes per second of overall
tion bandwidth, plus m instructions per

second, plus b bytes per second

storage

Thus, Lee’s [4] major contribution to IDS cost models is that he proposed a cost
matrix that combines the different cost features defined above for a risk analysis
calculation.

For intrusion detection, Irvine (8] defines auditing of network control functions
in intermediate nodes, and rule-based network intrusion systems in the total subnet
as the mechanisms. Irvine also discusses the costs of those security services and
mechanisms (Table 1).

In Irvin’s proposition, security services include data confidentiality, integrity, traf-
fic flow confidentiality, authenticity, non-repudiation, availability, audit and intrusion
detection, and boundary control. For the three service areas delineated for security
service analysis, a client or server systemn is an example of ES, routers and switches
are the examples of IN, and NC indicates the wires that connect systems and nodes.
Additionally, Irvin defines Total Subnet (TS) as a service area that can't be assigned
exclusively to IN, NC or ES and defines at least one security mechanism for each
security service and service area. For example, to protect data confidentiality, he de-
fines operating system and cryptographic credentials as the security mechanism in
the ES and IN’s. Irvine also defines auditing of network control functions in IN and
rule-based network intrusion systems in TS as the mechanisms.

The above propositions are difficult to realize because the units of the cost mea-
sure are impracticable to use. Equally, the lack of a quantitative and qualitative cost-
benefit analysis and cost benefit tradeoff criteria for the computer security services
complicates the application of the proposition.

In another cost model [9], five different prediction cases are identified as False
Negative (FN), True Positive (TP), False Positive (FP), True Negative (TN) and Mis-
classified Hit.

False Negative (FN) is the cost of not detecting an attack. FN is incurred either
by a system that does not install an intrusion detection system, or one in which
the intrusion detection system does not function properly and mistakenly ignores
an attack. This means that the attack will succeed and the target resource will be
damaged. The FN cost is therefore defined as the damage cost of the attack. True
Positive (TP) occurs in the event of a correctly classified attack, and involves the
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cost of detecting the attack and responding to it. This is represented by the formula
“Progress X DamageCost”, where Progress is the percent of the attack’s progress.

False Positive (FP) occurs when an event is incorrectly classified as an attack. True
Negative (TN) cost is always 0, as it is incurred when a network intrusion detection
system correctly decides that an event is normal. Misclassified Hit cost is incurred
when the wrong type of attack is identified. If the response cost is less than the
damage cost, a response action will be taken to stop the attack. Since the action is
not useful for the actual attack, some damage cost occurs due to the progression of
the true attack.

The above cost model [9] may be impracticable to use and it is not clear how to
account the cost for management, maintenance, etc.

In contrast to the above, our contribution in this study is to use reverse engineering
technique to formulate appropriate cost-effective management frameworks for IDS
implementations. Using the knowledge and experiences gained in the implemen-
tation of IDSes, we demonstrate how different management techniques affect the
return on investment and will then craft the frameworks around these experiences
to improve operational and implementation costs. The frameworks we propose are
effective in assessing network intrusion detection systems. They can be used to pe-
riodically review the effectiveness of planned and implemented IDSes to determine
if they are doing what they are supposed to do, rather than add more cost than the
anticipated benefit.

The rest of the paper is organized as follows. In Section 2, we review the state-
of-the-art of cost benefit analysis techniques that have been proposed by other re-
searchers. Implementation approaches are discussed in Section 3 and management
and costs structures are presented in Section 4. In Section S we present a case study
that explores the effects of different implementation schemes on the return on invest-
ments. We then propose effective management frameworks in Section 6 and conclude
our discussion in Section 7.

2. The state-of-the-art of cost benefit analysis techniques

One of the most important problems facing information assurance is coming up
with a method that accurately calculates the costs associated with lost. This in part is
because accurate metrics have been inherently unrealistic. Of those costs that can be
measured, the largest in terms of monetary value typically involve theft of proprietary
information or financial fraud. Others that are more difficult to quantify but have
resulted in severe loss of use or productivity include viruses and malware, Web server
denial-of-service attacks, abuse of access privileges, and equipment vandalism or
outright theft. Results of surveys of organizations provide estimates as to breach
incidents, security expenditures, malicious code, and so on, with numbers continuing
to reflect dramatic growth each year. However, lacking any way to translate such
slatistics into expenditures and losses per organization, per computer, or per user, the
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true impact of these figures remains uncertain. An alternative method has been to
use the Annual Loss Expectancy (ALE) to estimate risks and hence project potential
Joses that could result from the risks materializing.

The ALE, a quantitative method for performing risk analysis has been used as one
of the earliest estimators in the computer industry was. The ALE is used to calcu-
late risk estimates by multiplying the estimated frequency of occurrence of attacks
by the possible loss amount for each data file, and then summing these results. The
method has been criticized because of the “lack of empirical data on frequency of
occurrence of impacts and the related consequences” thus producing an interpreta-
tion of “results as having more precision than they actually had” [10]. Nevertheless,
the ALE figures may still provide some useful information. As a result, informa-
tion technology companies are now resorting to using the established Cost-Benefit
Analysis (CBA) method.

The CBA, which has become the most popular metrics, is applied to the assess-
ment of computer-related risks. CBA is well established in microeconomic and man-
agement accounting theory, and can be used to determine estimated levels of expen-
ditures appropriate to the values of assets requiring protection. Hazlewood {I1] con-
tends that it is particularly convincing since “most managers and directors know little
about computers and computer security, but they do understand risk and cost-benefit
analysis”. The National Institutes of Health (NIH) has a useful guidance document
for preparing CBAs as required by the US. Federal government to support IT man-
agement decisions {12]. Although the NIH document does not specifically pertain to
security, many of the IT topics and examples discussed are highly relevant, so it is
worth a close look.

CBA concepts are distinctively multiple depending on the manner and environ-
ment of their application. In IT fields, CBA models are increasingly becoming im-
portant in cost estimations and have been effective in assessing network intrusion
.detection systems. The process involves first performing a risk analysis that pro-
duces a cost matrix for the assets under attack, and then independently calculating
damage, response, and operation costs for those assets. Resources to counter the at-
tack can be classified as low, medium, or high, in terms of price, and weighted by
amounts of use where appropriate, to obtain total expenditures. Probabilistic models
also include false negative and false positive costs, since these may have an impact
on losses.

An example of early CBA use in computer security is in the I-CAMP (Incident
Cost Analysis Modeling Project) model developed by the Big Ten Universities dur-
ing the 1990s. Factored together are the time, wages, overhead, and direct costs re-
lated to the resolution of individual security incidents. Person-hours are logged, typi-
cally for incident investigation, system administration, and recovery efforts and then
salary-weighted sums (including benefits) are computed. Necessary direct expendi-
tures (such as for replacement hardware, software, and analysis tools) are also added.
The 1-CAMP model is appropriate for situations where the related usage losses are
considered to be modest or ignored entirely.
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There are other costs that may be incurred with security protection mechanisms
even when provided for free (as in the case of automatically downloaded software
patches). Researchers on a DARPA-funded project [13] developed “a mathemati-
cal model of the potential costs involved in patching and not paiching at a given
time”. They observed that the risk of loss of functionality from applying a bad patch
decreases in time, while the risk of loss due to penetration while the patch is not
applied increases with time. They hypothesized that the optimal time to apply the
patch is when these curves cross, and developed a mathematical model (similar to
the weighted ROI) that took into account various cost and probability factors. Using
data collected from a study involving 136 patches, they were able to determine that
at 10 and 30 days following a patch release, application is optimal. Of course, these
intervals rely on some folks applying the (potentially bad or even bogus) patches
sooner and reporting the defects they experienced - if everyone waits for the patches
to be fixed, the time would be shifted forward, thus increasing early penetration risks.

There are also potential misuses of the CBA. Among these is in the application
of the CBA to public-key cryptography in order to derive appropriate key sizes and
expirations.

Silverman [14] asserts that a financial model, rather than a purely computational
one, should be used to assess cryptographic vulnerabilities. He says “it makes no
sense for an adversary to spend (say) $10 million breaking a key if recovering the
key will only net (say) $10 thousand”.

The CBA has also not been without problems in terms of use and acceptance. One
of the major impediments in the use of CBA is the complexity of the equations. This
has been a problem in the business arena where CBA equations are considered more
complex. Here, the models incorporate the use of risk-adjusted cash flows in order to
examine internal rate of return (IRR) and maximum net present value (NPV) figured
as a percentage of information security expenditures. Gordon and Loeb [15] explain
that a simple return on investment (ROI) calculation that divides income by asset
value is insufficient because it is based on historical rather than future valuations
as affected by breach incidents. They use weighted annual expected loss estimates
derived by multiplying the dollar value associated with potential breaches by the
probability of occurrence for each breach. But they note that even the IRR and NPV
metrics may be deficient because these compare the actual cost savings from the
security investment to the anticipated cost savings, which “is difficult because the
benefits of specific investments aren’t easily separated from other activities within a
company. This is particularly relevant to security investments, the more successful
the project, the less likely you are to see breaches™.

All of this presents the opportunity to broaden the scope and dept of cost-benefit
analysis using a multi-faceted approach and also to address business process con-
cerns in the hope that empiricism can shift the balance in favor of the consumers
of computer security products and services. In the process, those “add-ons” and
providers that do not demonstrably improve the security cost bottom line will be
exposed and dispensed with. And as a necessity new tools and metrics that enable
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risk and cost-benefit assessments will be developed and proliferated. Only through
such independent quantification can we hope to get a true handle on the financijal
ramifications of security problems so that we might best direct our efforts toward
resolving them.

With the above in mind, it needs to be pointed out that recent studies point to the
direction of crafting new CBA techniques through interactive or adaptive techniques.
Shawn [6] uses a cost-benefit analysis method called SAEM to compare alternative
security designs in a financial and accounting information system. The goal is to
help information-system stakeholders decide whether their security investment is
consistent with the expected risks.

3. Implementation approaches

Although there are many different approaches to intrusion detection, we believe
that all of these variations can be categorized into two basic approaches, reactive and
proactive. We will provide a context-based analysis on how each approach affects
management cost in Section 6.3.

3.1. Reactive approach

We define a reactive approach as one in which response is done once person-
nel have been enlisted. Reactive approaches generally rely on techniques, such as
cryptographic checksums or audit trail analysis mechanisms. A good example of
a widely used UNIX IDS utility is Tripwire. Tripwire allows the files of a UNIX
operating system to be cryptographically sealed for later review and comparison.
If a file is modified, the checksum won’t match, and an intrusion can be assumed.
Several other passive IDS tools are available either as commercial products or as
freeware/shareware. In almost every case, the tools provide a “post-mortem” of a
security evenl or action. Since the tools don’t monitor data transactions or other
real-time events, they don’t provide a means of preventing unauthorized intrusions.
Instead, they provide a means to quickly respond to a security compromise, and in
some cases, act as a deterrent to would-be system intruders.

3.2. Proactive approach

We define a proactive approach as one in which response is automated by the
system. The proactive approach is based on active monitoring and analysis. Tools
and utilities, using active techniques, monitor the actual data traffic, keystrokes, or
other actions, and compare them against some predefined set of thresholds or rules.
If a threshold or rule is exceeded, an alarm is activated. The key concept in active
monitoring systems is that of real-time data collection, analysis, and alarms.
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The distributed intrusion detection system (DIDS) is an example of proactive
network-based IDS. DIDS is UNIX-based IDS that includes both agent software
running on network hosts and a central security management console (the DIDS Di-
rector), where data is fused and alarms are generated in a graphical user interface.
Developed by students at UC Davis, DIDS captures TCP/IP data traffic, in real time,
and compares the collected traffic to stored “hacker profiles”. If the system detects a
condition that appears to indicate an unauthorized intrusion, an alarm is generated at
a console, much like a traditional network management system.

It should be noted that just because an 1IDS captures raw network traffic, it still
might not provide active IDS capabilities. Many times, network-based IDS will cap-
ture packets or raw network traffic, store it to a file, and review it at a later date or
time. In a recent analysis performed by Secure Networks, Inc. of several IDS prod-
ucts, most of the current product offerings were found to be based on passive IDS
techniques.

Another approach to active intrusion detection is based on monitoring specific
characteristics at the host operating system level, such as CPU utilization, memory
utilization, input/output rates, etc. By creating a baseline (over time) of a system or
collection of systems, these parameters can be monitored and measured to identify
potential anomalous behavior. Since this data can be collected and analyzed in real
time, it can be considered a proactive form of intrusion detection.

4. Cost and management structures

In order to prepare for the next section, we present a cost and management struc-
ture for IDS implementation in Section 4.1. Using a holistic approach, we analyze
the cost aggregate for the different implementation schemes in Section 4.2.

4.1. Implementation cost

The associated cost of host-based intrusion detection systems (HIDS) deploy-
ments can vary depending on vendor and software versions. A good baseline is that
agents can cost between $500 and $2000 each and consoles may cost in the $3000—
$5000 range [16]. This does not always include OS, hardware or maintenance costs.
Network intrusion detection systems can be deployed as stand-alone hosts with a
possible management interface or distributed sensors and management console. Gen-
erally speaking, in the last couple of years commercially available sensors run in the
$5000-$20000 arca [16] depending on vendor, bandwidth and functional capabili-
ties, Management consoles can be included free as part of the cost, or sold separately
and can cost several thousand dollars depending on the vendor. This does not neces-
sarily include hardware or back-end databases.

The total cost of implementing an IDS-based security solution depends on pur-
chasing costs combined with the costs for managing the technology. Giving IDS
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Table 2
Cost of individual components [17)
Expense Value ($)
Network IDS $10000
Host IDS $1000
Management station — NIDS and HIDS $5000 (may not apply for all products)
Maintenance 15% of the cost of NIDS and/or HIDS

MSSP network 1DS management per year  $24 000 (32K per month)
MSSP host IDS management per year $6000 ($500 per agent per month)

Engineer cost §75 000 ($60 000 salary plus $15K benefits and admin)
Group manager cost $100000 ($80 000 salary plus $20K benefits and admin)
Table 3

Cost structures {17]

Single support 24 x 7 x 365 Multi-shift support MSSP support

Technology cost $24650 $24 650 $24 650
Management cost $225000 $1425000 $108 000
Total cost $249650 $1449650 $132650
Average cost per year $83217 $483217 $44217
Average cost per device per year $27739 $161072 $14739

management duties to a person not skilled in IDS technology is a poor idea. Some
standard implementation and management methods common to IDS deployments
include using a Managed Security Services Provider (MSSP), utilizing a single in-
house employee or technician, or enabling 24 x 7 x 365 multi-shift coverage in-house
with a skilled technical staff. Of course the size of the organization and its’ associ-
ated 1T budget (or lack thereof) factor in to how the IDS technology will be deployed
and managed. Tables 2 and 3 represent the generalized cost structure that we will use
for our discussion and case study.

4.2. Comparative analysis of aggregate costs for different implementation schemes

An analysis of the aggregate costs for three different IDS deployments can be
made based on the generalized cost structure in Tables 2 and 3. Tables 4 and 5 rep-
resent implementation (purchase) costs combined with life cycle management costs
over a three-year period. The three scenarios include management by a single skilled
in-house technician, management in which there are five shifts of skilled technicians
providing 24 x 7 x 365 coverage, and management provided by an MSSP. It is very
important to understand that full-service MSSPs will provide 24 x 7 x 365 coverage
just fike the multi-shift internal coverage provides. For completeness, we will review
two different IDS deployments (one small and one medium) and consider the cost
structure of implementing and managing them.
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Table 4
Impl itation and management cost of one network IDS and two host IDS [17]
Single support 24 x 7 x 365 Multi-shift support MSSP support

Technology cost $24 650 $24 650 $24 650
Management cost $225000 $1425000 $108 000
Total cost $249 650 $1449650 $132650
Average cost per year $83217 $483217 $44217
Average cost per device per year $27739 $161072 $14739

Table 5

Impiementation and management cost of 15 network 1DS and 15 host DS [17]

Single support 24 x 7 x 365 Multi-shift support MSSP support

Technology cost N/A $268250 $268250
Management cost N/A $1425000 $1350000
Total cost N/A $1693 000 $1618250
Average cost per year N/A 8564417 $539417
Average cost per device per year N/A $18814 $17981

From the numbers it is evident that in smaller IDS deployments the value propo-
sition of MSSP support is very strong relative to internal 24 x 7 x 365 muiti-shift
support. In larger IDS deployments, the cost differential between internal (highly
skilled) multi-shift coverage and MSSP coverage diminishes due to economies of
scale on the internal multi-shift coverage side. Single support coverage is not a realis-
tic option to consider when contemplating a deployment of 30 security devices. Also,
this cost model does not take into account proprietary tools development necessary
to manage several different types of technology (if that were the case) effectively.

5. A case study on cost effective management approach

In this section we will use a hypothetical case study [16] to demonstrate the effi-
cacy of the different management approaches. To do this we shall derive a value for
the return on investment of each management method. The results will then be used
to articulate a management framework.

5.1. Framework for risk analysis and ROI computation

Studies on suitable management approaches that maximize the IDS ROI are not
clearly established. Therefore, the use of this case study approach will permit in-
depth exploration of the benefits of illustrating ROI analysis in order to determine
the management technique that maximizes the IDS deployment. From the case study,
we hope to glean some general concepts about intrusion detection system ROI and
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determine the most effective management approach that will maximize the return
on investment. By developing the examples, we also hope to develop a possible
method of reasoning about IDS cost effective management approaches more gen-

erally.

The case study will be presented in the context of the risk assessment and ROI
studies given in Sections 5.4 and 5.5. In order to prepare for the studies, we set up a
hypothetical company called ABC, Inc. and through the case study present the threat
and incidence scenarios needed to calculate ROI — which is the indicator for effective
implementation and lifecycle management of the IDS deployments.

Table 6
ROl variables and risk equations

Variable Formula or expression

Asset Value (AV) AV = hardware + comm. software + propri-
etary software + data

Exposure Factor (EF) EF is the % estimation of the exposure of the ini-

Underlying Exposed Assets (UEA)
Secondary Exposure Factor (EFs)

Cascading Threat Multiplier (CTM)
Single Loss Expectancy (SLE)
Annual Rate of Occurrence (ARO)

Annual Loss Expectancy Without [DS (ALE1)

Annual Loss Expectancy with 1DS using auto-
response (ALE2)

Annual Loss Expectancy with IDS using auto-
response and incident response (ALE3)

Annual Cost (T) of IDS Technology and Mgmt
Annual Recovery Cost ('R) from Intrusions
without IDS

Annual Dollar Savings (E) gained by stopping
intrusions with 1DS

Traditional Return on Security Investment
(ROSI) equation

ABC, Inc. ROl of 1IDS with auto-response
(ROI1)

ABC, Inc. ROl of IDS with auto-response and
incident response (ROI2)

tial compromised asset

UEA is the estimation of the $ value of the assets
behind the compromised initial asset

EFs is the % estimation of the exposure of the
UEAs

CTM =1 + ((UEA x EFs)/AV)

SLE = EF x AV x CTM

ARQO is estimated number, based on available in-
dustry statistics or experience

ALE!l = SLE x ARO

ALE2 = conservative 50% reduction of ARO
when IDS is managed skillfully with auto-
response

ALE3 = conservative 25% reduction of EF and
EFS when IDS is managed skillfully with auto-
response and incident response

T
R = ALElL

E = ALE1 — (ALE2 or ALE3)

ROSI =R — ALE, where ALE= (R -E)+T

ROI1 = ALE} — (((ALE! — (ALE1 — ALE2))
+T

ROIZ = ALE1 — (((ALE1 — (ALE1 — ALE3))
+T
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5.2. Risk assessment

A risk assessment (analysis) study [16] was conducted to quantify the loss asso-
ciated with the occurrence of an incidence or a threat at ABC, Inc. In the analytical
approach leading up to the calculation for ROI, commonly accepted formulas and
definitions (Table 6) are used to calculate Asset Valuations (AV and UEA), Expo-
sure Factors (EF and EFS), the single loss expectancy (SLE) and the Annual Rate
of Occurrence (ARO). To fully explore the risk factors, three different scenarios of
possible asset compromises were considered.

Procedurally, once the Asset Valuations (AV and UEA) and Exposure Factors (EF
and EFS) have been calculated, the single loss expectancy (SLE) and the Annual Rate
of Occurrence (ARO) are then computed. The Annual Rate of Occurrence (ARO) is
computed based on the analysis of the annual frequency of threats and the computa-
tions for Asset Valuations (AV and UEA), and Exposure Factors (EF and EFS) and
(ARO). The results of these calculations for our case study are shown in Table 7.

One of the results of the study is the recommendation to implement IDS technol-
ogy to complement other security devices as a counter measure to future attacks.
We now incorporate into our case study the different IDS implementation schemes
described in Tables 4 and 5 in Section 4 in order to delineate the effect of each imple-
mentation scheme on the return on investment (ROI). The ROI will be the ultimate
gauge of the effectiveness of the IDS management approach.

Consequently, in Section 5.3 we calculate the ROI using the data derived from the
risk assessment study and IDS implementation management costs (for both single
and MSSP support schemes) discussed in Section 4.

5.3. Return on investment

The formulas used for the ROI calculations are shown in Table 6. The support
costs ($83 217/year for single support coverage and $44 217/year for MSSP support
coverage) taken from the Table 4 are used in the ROI calculations. The results of the
ROI calculation for the different IDS implementation are shown in Table 8.

5.4. Analysis of results

Auto-response affects primary mitigation windows, which has a direct impact on
partially reducing the Annual Rate of Occurrence (ARQ). This is illustrated [16] in
the ROI Table 8 above, where a beneficial conservative reduction in A<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>