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Summary

The work presented in the thesis concerns the design and development of a novel thruster
fault diagnosis and accommodation system (FDAS) for overactuated, open-frame
underwater vehicles. The remotely operated vehicles (ROVs) considered in this thesis
have four thrusters for motion in the horizontal plane with three controllable degrees of
freedom (DoF). Due to the redundancy resulting from this configuration, for the case of a
partial fault or a total fault in a single thruster it is possible to reallocate control among
operable thrusters in order that the ROV pilot is able to maintain control of the faulty
ROV and to continue with missions.

The proposed FDAS consists of two subsystems: a fault diagnosis subsystem (FDS) and a
fault accommodation subsystem (FAS). The FDS uses fault detector units to monitor
thruster states. Robust and reliable interrogation of thruster states, and subsequent
identification of faults, is accomplished using methods based on the integration of self-
organising maps and fuzzy logic clustering. The FAS uses information provided by the
FDS to perform an appropriate redistribution of thruster demands in order to
accommodate faults. The FAS uses a hybrid approach for control allocation, which
integrates the pseudoinverse method and the fixed-point iterations method. A control
energy cost function is used as the optimisation criteria. In fault-free and faulty cases the
FAS finds the optimal solution, which minimises this criteria. The concept of feasible
region is developed in order to visualise thruster velocity saturation bounds. The FDAS
provides a dynamic update of saturation bounds using a complex three-dimensional
visualisation of the feasible region (attainable command set), such that the ROV pilot is
informed with the effects of thruster fault accommodation, incorporated in the new shape
of the attainable command set. In this way the ROV pilot can easy adapt to newly created
changes and continue the mission in the presence of a fault.

The prototype of the FDAS was developed in the MATLAB environment as a Simulink
model, which includes a nonlinear model of an ROV with 6 DOF, propulsion system and
a hand control unit. The hand control unit was simulated in hardware using a joystick as
input device to generate command signals. Different fault conditions are simulated in
order to investigate the performance of the FDAS. A virtual underwater world was
developed, which enabled tuning, testing and evaluation of the FDAS using simulations
of two underwater vehicles (FALCON, Seacye Marine Ltd. and URIS, University of
Girona) in a ‘realistic’ underwater environment.
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The performance of the FDAS was demonstrated and evaluated via tank trials of the
FALCON ROV in QinetiQ Ocean Basin Tank at Haslar, where the existing control
software was enhanced with the FDAS algorithm. The results of real-world experiments
confirmed the effectiveness of the FDAS in maintaining vehicle manoeuvrability and in

preserving the vehicle mission in the presence of thruster faults.
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Nomenclature

Symbols

Neural networks:

I

u(k)
y(k) -
F(,...,) -
W -
NNG,....) -
(3
r(k) -

Input vector

Actual output vector

General non-linear function

Weight matrix

System order

Neural network-based non-linear functional mapping
Predicted output vector

Residual vector

Direct control allocation:

Generalised inverse:

B —_
P -

Attainable Moment Set
Moment vector
Set of control constraints

Desired moment vector

Scaling factor
True control vector
Control effectiveness matrix

Number of rows of B

Control effectiveness matrix

Right generalised inverse
Moore-Penrose pseudoinverse of B
Positive definite, weighting matrix

Weighted pseudoinverse of B
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a — Scaling factor

Y, ~ Desired virmal control input
Optimisation based methods:

y — Virtual control input

{1 SN | N - Control constraints

u, — Preferred true control vector
B ~ Control effectiveness matrix
J - Criteria

L3 —~ Adjustable parameter

Fault-tolerant system design of AUV:

X
Y
z
T= K -~ Generalised vector of total forces and moments exerted by thrusters
M
LN
TCM — Thruster control matrix
f —  Vector of individual thruster forces
) ~ sin45°
R, — Radial distance from centre to the centre of the vertical thruster
R, — Radial distance from centre to the centre of the horizontal thruster
HT, — ™ horizontal thruster
VT, —  i® vertical thruster
x — Surge direction in body-fixed frame
y — Sway direction in body-fixed frame
Vv — Input voltage
F, ~ Thruster force
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Fault tolerant control of an AUV under thruster redundancy:
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Optimal distribution

Generalised position and orientation vector in the Earth-fixed frame
Linear and angular velocity vector in the body-fixed frame

Inertia matrix, including the rigid body and the added mass terms
Matrix of centrifugal and Coriolis terms, including the rigid body
and the added mass terms

Matrix of hydrodynamic drag terms

Vector of restoring forces (gravity and buoyancy)

Vector of generalised forces, exerted by thrusters

Number of thrusters

Vector of thruster forces

Thruster configuration matrix

Substitution for C(w)w + D(w)w + G(q)
Transformation matrix

Position and orientation vector in task space
Dimension of task space

Jacobian matrix

Thruster control matrix

Vector of non-linear terms

Moore-Penrose pseudoinverse of p
Weighted pseudoinverse of p
Weighting matrix

Thruster fault matrix

of propulsion and control forces:

Number of control inputs (thrusters)

Number of controllable DOF

Control vector

Propeller angular velocity

Vector of forces and moments exerted by thrusters
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ROV model:

Thruster control matrix

Weighting matrix

Criteria (Control energy cost function)
Lagrangian

Lagrange multipliers

Weighted pseudoinverse of B

Desired vector of forces and moments exerted by thrusters

Body-fixed frame
Earth-fixed frame

Origin of body-fixed frame
Centre of gravity

Position and orientation vector

Position vector

Orientation vector

Linear and angular velocity vector

Linear velocity vector

Angular velocity vector

Vector for attitude representation using Euler parameters



Vector for attitude representation using

parameters

Transformation matrix ®v,—°q,
Transformation matrix ®v,—%%,
Quaternion

Real parameters

Real parameters

Imaginary units

Principal unit vector

Principal angle

Point in 3D space
Transformation matrix ®v,—*%,

Transformation matrix ®v,—>%é

Vector of Cayley-Rodrigues parameters

Vector of Modified Rodrigues parameters

Transformation matrix ®v,—®%,
Transformation matrix *v,—%&

Rigid-body inertia matrix

Position of CG

Position of O

Inertia tensor

Moments of inertia about X,, ¥, and Z,-axes
Products of inertia

Mass density

Inertia tensor about CG
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Rigid-body Coriolis and centripetal matrix
Mass of the ROV

Generalised vector of external forces and moments (including

control and hydrodynamic forces and moments)

Added-mass matrix

Inertia matrix (including added mass)

Added-mass Coriolis and centripetal matrix

Coriolis and centripetal matrix (including added mass)

Total hydrodynamic damping matrix

Vector of restoring (gravitational and buoyant) forces and moments
Vector of environmental forces and moments

Vector of propulsion forces and moments (exerted by the thrusters)
Acceleration due to gravity

Fluid (water) density

Volume of fluid (water) displaced by the ROV

Weight of the ROV

Buoyant force

Number of thrusters in the general case

General thruster

Propeller thrust (force)

Propeller torque (moment), generated by rotation

Propeller torque (moment), generated by ‘T
Total torque (moment), exerted by thruster

i ™ horizontal thruster

i ™ vertical thruster

Position vector of the thruster ‘Th relative to O
Orientation vector of the thruster ‘Th

Spin direction coefficient

Distance between thrusters 'HT &*HT (*HT & HT) (X-shaped
thruster configuration)
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b - Distance between thrusters 'HT &*HT (*HT &*HT ) (X-shaped
thruster configuration)

a ~ Angle between horizontal thruster and positive direction of x, axis
(X-shaped thruster configuration)

R ~ Radial distance between horizontal thruster and O (cross-shaped
thruster configuration)

Propeller shaft speed models:

a] ’ az 4 IBI ’ ﬁZ
Lot T, > Pt
O,

+
|

Propeller shaft speed
Propeller thrust

Axial flow velocity

Control input (shaft torque)
Forward speed

Propeller torque

Coefficient of linear laminar skin friction
Coefficient of non-linear quadratic drag
Coefficient of linear damping
Coefficient of quadratic damping
Ambient water velocity

Wake fraction number

Non-dimensional thrust and torque coefficients

Propeller diameter
Water density

Advance ratio
Open water propeller efficiency
Positive non-dimensional coefficients

Positive coefficients of the bilinear thruster model

Coefficient Tnlnl for n>0
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Tl‘"| — Coefficient an for n<0

n|

u ~ Control variable

i ~ Auxiliary control variable

K — Average coefficient 7,

Full thruster model:

n, - Desired angular velocity

n, ~ Desired angular velocity (reduced by GR )
n — Actual angular velocity

n — Actual angular velocity (reduced by GR)
GR — Gear ratio

L, — Armature inductance

R, -~ Armature resistance

U, — Armature voltage

K, — Motor torque constant

I — Moment of inertia of motor and thruster
] - Angular velocity if the motor

0, -~ Load from the propeller

General control allocation:

v — Virtual control input

V4 — Desired virtual control input

u —~ True control input

A - Total control effect

k — Dimension of the virmal control space

m — Dimension of the true control space

g ~ Mapping from the true to the virtual control input, performed by the
actuators

B —  Control effectiveness matrix
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a . .a_ — Limits for actuator position constraints

P in > P — Limits for actuator rate constraints

T — Sampling time

X ~ Intersection of hyperplanes defined by Bu = v

Q — Constrained control subset

o(Q) — Boundary of Q

Q ~ Normalised constrained control subset

Q) —~ Boundary of Q

L — Attainable command set

o(®) - Boundary of @

@ — Normalised attainable command set

a(®) — Boundary of &

3 — Solution set (intersection of X and Q)

N —~ Normal vector to the plane

1 — Line

t — Parameter of the line

u, — Preferred position of the actuators

W, W — Weighting matrices

¥ — Set of feasible control inputs that minimise Bu—v
B* — Pseudoinverse of B

r — Radius of sphere

l, — Norm

b -~ Elementof B

J — Criteria

£ — Parameter used in J

Q,.Q,, H, - Temporary parameters used in the fixed-point iterations method
n

u, — Initial iteration the fixed-point iterations method
tol — Threshold for stopping the fixed-point iterations method
G —  Substitution for W, (BW,')
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$, — Virtual control space

Q, ~ Image of ®,, obtained by applying B*

Q, - Image of &, obtained by applying B~

P, — Feasible region for pseudoinverse

Q, ~ Image of @, obtained by applying B*

By, — Weighted pseudoinverse of B

u - Approximation of unfeasible u=B"v

v — Approximation of v

e — Approximation error

u; ~ T -approximation of unfeasible u=B"v

u - § -approximation of unfeasible u =B"v

u} - Approximation of unfeasible u=B"v obtained by fixed-point
iterations

g — Direction error of approximation

||e||2 — Magnitude error of approximation

f — Scaling factor for § -approximation

P — Generalised inverse of B

Direct control allocation:

v — Virtual control input

A\ — Desired virtual control input

v, —  Unit vector in the direction of v,

u — True control input

a — Scaling factor for direct control allocation

Daisy chain control allocation:

v ~  Virtual control input

v, - Desired virtual control input
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m

u

u, ..., u¥
1500 By

Number of true control inputs
True control input
Partitions of u

Partitions of B

Dimension of v

Control allocation for underwater vehicles:

AT o=

=

LB -

=

Ty,Ty,T7

1K’TM ’1N

Number of thrusters

Thruster configuration matrix
Vector of control forces
Force coefficient matrix
Control vector

Thruster control matrix

Total vector of propulsion forces and moments
A b . a
Substitution for -z—sm a+—cosa

Surge, sway and yaw force

Roll, pitch and yaw moment

Maximum thruster force

Maximum auxiliary control variable

Maximum surge force

Maximum sway force

Maximum yaw moment

Normalised true control input (horizontal plane)
Normalised virtual control input (horizontal plane)
Control effectiveness matrix (horizontal plane)

Normal vector to the planes 7, , 7y and 7, , respectively
Intersection of the planes 7, , 7, and 7, (horizontal plane)

Normalised constrained control subset (horizontal plane)
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g —  Solution set (intersection of X™ and Q" , horizontal plane)

ol - Attainable command set (horizontal plane)

ol — Virtual control space (horizontal plane)

o ~ FPeasible region for pseudoinverse (horizontal plane)
wi ~ Weighting matrix (horizontal plane)

s,.HT - Normalised saturation (constraint) bound for ‘HT (horizontal plane)
wiT ~ Weight for ‘'HT (horizontal plane)

ﬁﬁn ~ Weighted pseudoinverse of B*" (horizontal plane)
Tym — Maximum heave force

W ~ Weighting matrix (vertical plane)

w,” —~  Weight for 'VT (vertical plane)

B” — Control effectiveness matrix (vertical plane)

B, ~ Weighted pseudoinverse of B"" (vertical plane)

Fault diagnosis and accommodation system;

T, - Desired vector of propulsion forces and moments, generated by the
HCU

T, ~ Filtered 1,

f ~ Total fault indicator vector

f - Fault indicator (output of the FDU for ‘Th)

i — Partition of 1, (horizontal plane)

T, — Partition of 1, (vertical plane)

u’ — Pseudoinverse solution (horizontal plane)

u"’ — Pseudoinverse solution (vertical plane)

u ~  Approximation of u'"

u” - Approximation of u""

u” — Composition of g'*HT and y_'*w
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LTy Tz:Tn

1%

Normalised vector of desired thruster velocities
Transformed n

Actual velocity of the motor shaft

Desired velocity of the motor shaft

Motor current

Feature vector

Logical function

Number of closest BMUs to x from each SOM prototype
j" BMU in SOM &

Euclidian distance between x and“BMU,

Matrix of distances “d i
Vector of minimum values in columns of M
Mean of m

Vector of indices of minirnum values in columns of M

Buffer

4
Substitution for ) w/

i=1
Normalised surge, sway and yaw force and yaw moment

Volume
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Acronyms & abbreviations

Al
AMS
ANN
ATC
AUV
CG

HCU

HT

IFAC
IMPROVES
IMU

LDV

MMP
NEROV
ODIN

PCA

Artificial Intelligence

Attainable Moment Set

Artificial Neural Network
Advanced Thruster Control
Autonomous Underwater Vehicle
Centre of Gravity

Diagnosis Part

Degree of Freedom

Extended Kalman Filter
Engineering Physical Science Research Council
Fault Accommodation Subsystem
Fuzzy C-Means clustering

Fault Code Table

Fault Diagnosis and Accommodation System
Fault Detection and Isolation
Fault Diagnosis Subsystem

Fauit Detector Unit

Fixed-Point Iterations

Fault Tolerant Control
Generalised Inverse

Hand Control Unit

Horizontal Thruster

International Federation of Automatic Control

IMproving the Performance of Remotely Operated VEhicleS

Inertial Measurement Unit
Laser-Doppler Velocimeter

Model Matching Part

Norwegian Experimental Remotely Operated Vehicle

Omni Directional Intelligent Navigator

Principal Component Analysis
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PIvV
ROV

SISO
SNAME
SOM
SUT
TCM
TCU

VRML
VT

Particle Image Velocimeter
Remotely Operated Vehicle
Redistributed Pseudo Inverse

Single Input Single Output

Society of Naval Architects and Marine Engineers
Self-Organising Map

Society for Underwater Technology
Thruster Control Matrix

Thruster Control Unit

Unmanned Underwater Vehicle
Unmanned Robotic Vehicle

Virtual Reality Modelling Language

Vertical Thruster
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Chaptel? 1: Intreduction

T begin my story for nothing, wethout benefit for myself or anyone else, from a need stronger than benefit or
reason. 1 must leave a record of myself, the chronicled anguish of my inner conversations, in the vague hope
that a solution will be found when all accounts have been settled (if they may ever be), when I have lkft my

trail of ink on this paper, which lies in front of me like a challenge.”

Mesa Sehmovié, Death and the Dervish
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Chapter 1: Introduction

1.1 Background
This thesis is a partial contribution to the IMproving the Performance of Remotely
Operated VEhicleS (IMPROVES) project. The IMPROVES project is an Engineering
Physical Science Research Council (EPSRC) funded collaboration between three UK
universities and Seacye Marine Ltd. of Fareham, UK. The Universities involved are:
University of Wales College, Newport, University of Southampton and University of
Plymouth. IMPROVES intends to improve the dynamic performance of advanced, multi-
mission remotely operated vehicles (ROVs) used for submarine tasks by the offshore
industry. Improvements are made through the design and development of a new and
robust predictive control system, enhanced with the on-line fault diagnosis and
accommodation features. Performance is currently limited by the harsh nature of the
environment, the dynamic properties of the vehicles and the delay introduced by the
distance between the vehicle and operator. The part of the IMPROVES project
undertaken by the research fellowships in Newport addresses the following issues:

s modelling the underwater vehicle,

o design of the fault diagnosis and accommodation system,

e development of the thruster test rig.
This thesis is focused on the design of thruster fault diagnosis and accommodation system
for underwater vehicles. In order to avoid any misunderstanding with the terminology, it
is necessary to give some basic definitions. In the Encyclopaedia Britannica, submerged
vehicles are defined as following:
Submarine:  "any naval vessel that is capable of propelling itself beneath the water as
well as on the water’s surface. This is a unique capability among warships, and

submarines are quite different in design and appearance from surfuce ships."
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Underwater Vehicle: "small vehicle that is capable of propelling itself beneath the water

surface as well as on the water’s surface. This includes unmanned underwater vehicles
(UUV), remotely operated vehicles (ROV), autonomous underwater vehicles (AUV) and
underwater robotic vehicles (URV). Underwater vehicles are used both commercially and
by the navy. "

Hence, submarines are clearly distinguished from underwater vehicles. The same
separation is kept throughout this thesis: when the term underwater vehicle(s) is used, it
excludes submarine(s).

A large number of open-frame underwater vehicles have no other actuators except for
thrusters. This thesis introduces a new approach associated with thruster fault diagnosis
and accommodation for this class of underwater vehicles. Torpedo-shaped vehicles are
not covered in this thesis, since they use control surfaces as well as thrusters, but the same
fault diagnosis and accommodation concept can be extended to cover this class of
underwater vehicles by including new actuators into control architecture and
reformulating the control allocation problem.

Underwater vehicles are liable to faults or failures during underwater missions. Thrusters
are one of the most common and most important sources of faults. In all but the most
trivial cases the existence of a fault may lead to cancelling the mission. The implication of
small faults can be very expensive and time consuming. Although good design practice
tries to minimize the occurrence of faults and failures, there is a certain probability that
faults will occur. Recognition that such events do occur enables system designers to
develop strategies by which the effect they exert is minimised. A large number of open-
frame underwater vehicles represent overactuated control systems, i.e. they have four or
more horizontal thrusters for the motion in the horizontal plane in three DOF (surge, sway

and yaw). This thesis demonstrates that, for this class of vehicle, in the case of a partial or
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operations. In a few cases the propeller was jammed by seaweed, kelp or rope. In other
cases the water penetrated inside the thruster control electronics. In the last case, thruster
fault occurred during the operation with FALCON (spring 2003, South Africa), when a
defect in manufacturing of the gearbox produced a failure that damaged the Hall sensors.
In most cases the mission was aborted and the vehicle was recovered for repair. In many
cases spare parts were not available on the mothership, leading to a total abortion of the
mission. In some cases the ROV pilot tried (unsuccessfully) to navigate the faulty vehicle
and continue the mission.

The main motivation for this thesis is to overcome these problems by designing a system
that is able to detect and isolate thruster faults, automatically redistribute the control
energy among operable thrusters in the case of a fault in a thruster and inform the ROV
pilot or the main controller about changes and their effects. In such a way, the risk of
more serious damage is minimised and the framework for mission continuation and

completion is provided, with a minimal loss of control performance.

1.3  Aims and objectives

The aim of the rescarch is development of thruster fault diagnosis and accommodation
system for overactuated, open-frame underwater vehicles, which fulfil the following
requirements:

e In fault-free case, optimal control allocation must be guaranteed for all possible
command inputs, which minimises a control energy cost function, the most
suitable criteria for underwater applications. Minimising control energy means
maximising operational battery life, which is very important issue for future
development of autonomous underwater vehicles.

e In faulty situations, any malfunction of a thruster must be immediately recognised
and remedial actions must be performed to isolate the fault and to prevent further
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damage. At the same time, the control allocation must be automatically updated to
accommodate the fault and to provide a framework for continuation of the
mission, with a minimal loss of control performance.
The specific objectives of the thesis are:

* Explore the existing methods for fault diagnosis and accommodation in dynamic
systems.

o Identify which of these methods are applicable to meet requirements and specific
implementation issues, defined in the IMPROVES project.

¢ Develop module for detection of thruster faults.

s Formulate and solve the control allocation problem for fault-free case.

» Extend the algorithm to cover faulty situations.

e Develop the simulation model to test the algorithm.

e Verify the performance of the algorithm with real-world applications.

1.4  Overview of chapter contents

Chapter 2, "Literature Review”, provides an overview of traditional and modern
approaches to fault diagnosis and accommodation of dynamic systems. Different
approaches for fault diagnosis and accommodation are presented in a systematic way.
Due to similarity between the control allocation problem for underwater vehicle and
aircraft, this chapter includes recent advances in the field of controi allocation for aircraft.
Previous work on fault diagnosis and accommodation for underwater vehicles is
discussed in more detail at the end of the chapter.

Chapter 3, "Models for ROV & Propulsion System”, provides background into modelling
and simulation of ROVs. The development of a non-linear ROV dynamic model in 6
DOF is described, including three different attitude representations. This chapter ends

with the discussion of different models for thrusters and thruster control units.
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Chapter 4, "Control Allocation”, is devoted to gaining insight into the geometry of the
general control allocation problem. The general formulation of the control allocation
problem is used to establish the criteria for separation of the system control architecture
into two independent tasks (control law and control allocation), thereby allowing the
control allocation to be considered separately from the control law. Existing methods for
solution are presented and their performance is compared using the same example, where
the control allocation problem is formulated for the two-dimensional virtual control space
and the three-dimensional true control space, enabling easy visualisation and geometric
interpretation. The hybrid approach for control allocation, based on the integration of the
pseudoinverse and the fixed-point iteration method, is gradually introduced, providing an
easy extension of the concept to higher-dimensional cases.

Chapter 5, "Fault Diagnosis and Accommodation System”, proposes thruster fault
diagnosis and accommodation system (FDAS) for overactuated, open-frame underwater
vehicles. The hybrid approach for control allocation, introduced in Chapter 4, is extended
for the case of the three-dimensional virtual control space and the four-dimensional true
control space and used as a foundation to build an enhanced control allocator, with fault
detection and accommodation capabilities. The feasible region concept is developed in
order to visualise thruster velocity saturation bounds. Implementation issues are discussed
at the end of the chapter.

Chapter 6, "Testing and Evaluation of the FDAS", evaluates the performance of the
FDAS and highlights its key features using simulation and real-world application. In
essence, this chapter effectively combines the material presented in previous chapters into
a collection of representative examples, in order to examine the behaviour of the FDAS in
fault-free and faulty conditions. The FDAS was used in a real-world application, where

the performance of the FALCON ROV was examined in different, artificially generated
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fault conditions in the thrusters. Preliminary results from these tests are presented at the
end of the chapter.

Chapter 7, "Conclusions and Further Work”, reviews the thesis, lists and describes the
contributions and makes suggestions for further work.

The approach adopted in most chapters is to present "overview-type” material in the main
body and to cover more detailed explanations and analysis of particular aspects through
the use of appropriate appendices, which are included at the end of the thesis. Description
of individual appendices is given in the following.

Appendix A contains technical details and specifications for FALCON and URIS.
Appendix B provides some results from optimal control theory.

Appendix C presents some results from 3D geometry.

Appendix D describes the ROV simulator.

Appendix E contains a list of published and submitted papers produced during the course
of the work described in the thesis and a list of awards received in international

conferences. Copies of published papers are also included.

1.5 List of main contributions
The main contributions of the work presented in this thesis are summarised as follows:

¢ Development of the on-line fault detector units, able to detect external and internal
thruster faults.

e Development of the hybrid approach for control allocation, able to allocate
optimal solutions of the control allocation problem in fault-free and faulty
situations.

e Visualisation of thruster velocity saturation bounds using the feasible region
concept.

¢ Formulation of the control problem in normalised form.
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* Development of a method to compensate for non-symmetrical propeller T -curve,
* Design of a simulation model with virtual reality display.

These contributions are discussed throughout the thesis and summarised in section 7.3.
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“With a shriek birds flee across the black sky, people are silent, my bivod aches from waiting...”

Mesa Sehmovié



Chapter 2: Literature Review

2.1 Introduction

This chapter provides an overview of classic and modern approaches to fault diagnosis
and accommodation of dynamic systems. The purpose is to present a subset of different
approaches for fault diagnosis in a systematic way, such that the reader could obtain a
global picture about a palette of possible methods. The problem of fault accommodation
for underwater vehicles is closely related to the control allocation problem for aircrafts.
The latter problem has gained much wider interest in the research community than the
former. Because both problems can be solved using the same techniques, outlines of the
main methods and recent advances in the field of control allocation for aircraft are given
in this chapter, while a full mathematical description of these methods, with numerical
examples, can be found in Chapter 4. Previous work on fault diagnosis and
accommodation for underwater vehicles is presented at the end of the chapter.

The chapter is organised as follows: section 2.2 introduces a basic concepts of fault
diagnosis. Section 2.3 describes fault diagnosis terminology, and fault diagnosis
methodology is described in section 2.4. General classification of the fault diagnosis
methods is given in section 2.5. A short overview of recent fault diagnosis approaches is
given in section 2.6. Section 2.7 addresses the usage of fuzzy logic in fault diagnosis.
Pattern recognition methods used in fault diagnosis are presented in section 2.8. Control
allocation techniques for aircraft are described in section 2.9. Special attention is devoted
to fault diagnosis approaches applied for underwater vehicles, which are described in
section 2.10. The concluding remarks are presented in section 2.11 and a list of
references, used for the compilation of the chapter and cited in the text, is provided in

section 2.12.
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2.2 Basic concepts of fault-tolerant control

Faults in dynamic systems can cause undesired reactions and behaviour of a plant, and the
consequences could be damage to technical parts of the plant, to personnel and/or the
environment (Blanke, et al., 2000b). One way to cope with faulty situations is to use
Fault-Tolerant Control (FTC). Blanke (2001) defines FTC as a set of techniques
developed to handle faults autonomously, prevent that simple faults develop into serious
failure, increase plant availability and reduce the risk of safety hazards. The FTC
combines fault detection, isolation and identification (fault diagnosis) with control
methods (fault accommodation) to handle faults in an intelligent way. The first stage in
this process is fault diagnosis. The early detection of the occurrence of a fault and its
isolation and identification is critical in avoiding product deterioration, performance
degradation, major damage to the machinery itself and damage to human health or even
loss of lives (Gertler, 1998). Fault diagnosis is followed by fault accommodation, which
includes automatic condition assessment and calculation of appropriate remedial actions
to avoid certain consequences of a fault. Fault diagnosis and accommodation techniques
have been the subject of research over the last two decades, and this field has gained wide
interest in the research community (Patton and Chen, 1999; Gertler, 1998; Isermann,

1997; Koppen-Seliger and Frank, 1996; Pouliezos and Stavrakakis, 1989).

2.3 Fault diagnosis terminology

The terminology in the literature of the field of fault diagnosis is not consistent. This
makes it difficult to understand the goals of the particular contributions and to compare
the different approaches. The terminology used in this thesis is consistent with
SAFEPROCESS terminology, established by the IFAC Technical Committee:

SAFEPROCESS (Blanke, et al., 2000b; Patton and Chen, 1999).
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States and signals

Constraint: A functional relation between variables and parameters of a system.
Constraints may be specified in different forms, including linear and non-linear
differential equations, and tabular relations with logic conditions between
variables.

Fault: An unpermitted deviation of at least one characteristic property or
parameter of the system from the acceptable (usual, standard) condition.

Failure: A permanent interruption of a system’s ability to perform a required
function under specified operating conditions. The term "failure” suggests
complete breakdown of a system component or function, whilst the term "fault”
may be used to indicate that a malfunction may be tolerable at its present stage.
Residual: A fault indicator, based on a deviation between measurements and
model-equation-based computations.

Symptom: A change of an observable quantity from normal behaviour.

Systems

Controlled system: A physical plant under consideration with sensors and
actuators used for control.

Fail-operational system: A system, which is able to operate with no change in
objectives or performance, despite of any single failure.

Fail-safe system: A system, which fails to a state that is considered safe in the

particular context.

Functions

Fault accommeodation: Change in controller parameters or structure to avoid the

consequences of a fault. The input-output between controller and plant is
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unchanged. The original control objective is achieved although performance may
degrade.

* Fault detection: Determination of the faults present in a system and the time of
detection. Produces a binary decision — either that something has gone wrong or
that everything is fine. -

o Fault isolation: Determination of the kind, location and time of detection of a
fault. Follows fault detection.

¢ Fault identification: Determination of the size and time-variant behaviour of a
fault. Follows fault isolation.

¢ Fault diagnosis: Determination of the kind, size, location and time of detection of
a fault. Includes fault detection, isolation and identification.

* Fault tolerance: The ability of a controlled system to maintain control objectives,
despite the occurrence of a fault. A degradation of control performance may be
accepted. Fault-tolerance can be obtained through fault accommodation or through
system and /or controller reconfiguration.

o Reconfiguration: Change in input-output between the controller and plant
through change of controller structure and parameters. The original control
objective is achieved although performance may degrade.

e Supervision: The ability to monitor whether control objectives are met. If not,
obtain/calculate a revised control objective and a new control structure and
parameters that make a faulty closed-loop system meet the new modified
objective. Supervision should take effect if faults occur and it is not possible to

meet the original control objective within the fault-tolerant scheme.
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2.4  Fault diagnosis methodology

As mentioned in section 2.2, a wide range of fault diagnosis approaches have been
proposed in the literature. Patton, et al. (20002) suggest that these approaches can be
divided into model-based techniques, knowledge-based methods and signal processing
techniques.

There are two main classes of model-based approaches. In the first class, quantitative
models are used, such as differential equations, transfer functions, state-space methods,
etc. These methods are based upon parameter estimation, state estimation or parity space
concepts. The core of the approach is that a fault will cause changes to certain physical
parameters and measurements, which will lead to change in some model parameters or
states. Fault detection and isolation is then possible by monitoring the estimated
parameters or states. In order to apply this approach, it is essential to have a priori
knowledge about the relationships between the system, faults and model
parameters/states. This is not easy task, since comprehensive theoretical models for
complex systems (e.g., chemical processes) are difficult to obtain and in some situations
impossible to derive. Artificial Intelligence (Al) methods are used in the second class of
the model-based techniques. Some methods use qualitative reasoning and qualitative
modelling. Essentially, qualitative models of the process are used to predict the behaviour
of the process under normal operating conditions and also during various faulty
conditions. Fault detection is then performed by comparing the predicted behaviour with
the actual observations. Other methods within the AI domain, applicable to dynamic
systems, use neural networks, fuzzy decision-making and neuro-fuzzy methods. These
methods are attractive, since explicit mathematical model of the monitored plant is not
required to be known in advance. Implicit models of the plant (“data-based models”) are

provided by applying soft-computing techniques (the neural network training and fuzzy
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rule design) to raw plant data. The relationship between faults and their causes can be
identified and stored as network weights during training phase of the neural network.
After training, the network can be used to diagnose faults by associating the observed
malfunctions with the corresponding fault. Fuzzy-logic methods, which belong to Al rule-
based approaches, extract diagnostic rules from process structure and unit functions
(Patton, et al., 2000a).

Knowledge about the process structure, functions of the process units and their qualitative
models under various faulty conditions are required for knowledge-based methods. A
disadvantage of this approach is that the development of a knowledge-based diagnostic
system demands considerable time and effort to be really effective. To reduce the
development time, a large amount of research effort has been dedicated to integrate
knowledge-based and neural networks-based approaches.

Signal processing methods belong to model-free methods, i.e. methods that do not require
a process model. Different tests on the statistical properties of signals are applied in order
to detect faulty situations. In practical applications, process control charts are used for

monitoring the statistical state of a process.

2.5 Classification of fault diagnosis methods
The methods of fault diagnosis may be classified into two major groups, as shown in
Figure 2.1 (Patton and Chen, 1999; Gertler, 1998; Gertler, 1997; Frank 1990):
e those which do not utilise the mathematical model of the plant (Model-Free
Methods),

e those which utilise the mathematical model (Model-Based Methods).
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standalone or may interact with a human operator in such a way that operator supervise

the entire logical process and make decision how to cope with particular symptoms.

2.5.2 Model-based methods

Model-based fault diagnosis methods utilise an explicit mathematical model of the

monitored plant. There are two main trends of quantitative model-based fault detection

and diagnosis methods, namely analytical redundancy and parameter estimation.
Analytical redundancy. Most of the model-based fault detection and diagnosis
methods rely on the concept of analytical redundancy. These methods share the
common characteristic that determination of faults is obtained from the comparison of
available system measurements with a priori information represented by the system’s
mathematical model, through generation of residual quantities and their analysis. Plant
measurements, provided by sensors, are compared to analytically computed values of
the corresponding variables. This is in contrast to physical redundancy, where
measurements from parallel sensors are compared to each other.
Figure 2.2 illustrates the hardware and analytical redundancy concepts (Patton and
Chen, 1999). The major problems encountered with hardware redundancy are the extra
equipment, weight, maintenance cost and the additional space required to
accommodate the equipment. The concept of analytical redundancy uses redundant
analytical (or functional) relationships between various measured variables. In
analytical redundancy scheme extra hardware is not required and, therefore, additional
hardware faults are avoided.
Figure 2.3 shows a schematic description of the model-based fault diagnosis scheme
(Patton and Chen, 1999). The process model is 2 quantitative or a qualitative
description of the normal (fauli-free) process dynamic and steady behaviour, which is

obtained using well-established process modelling techniques.
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process modelling is possible, the residual should be zero-valued when the system is in
normal (fault-free) state, and should diverge from zero when a fault occurs in the
system. No one technical process can be modelled exactly and there often exist
unknown inputs. This means that a further processing of residuals is necessary to
distinguish the fauits from the model uncertainty and unknown inputs.

The general structure of a model-based fault diagnosis system consists of two main
stages: residual generation and residual evaluation.

* Residual generation: Its purpose is to generate a fault-indicating signal —
residual, using available input and output information from the monitored
system. The algorithm used to generate residuals is called a residual generator.
Hence, residual generation is a procedure for extracting fault symptoms from
the system, with the fault symptom represented by the residual signal.

o Residual evaluation: The generation of residuals is followed by residual
evaluation, with the goal of fault detection and, if possible, fault isolation. The
residuals are examined for the likelihood of faults, and a decision rule is then
applied to determine if any faults have occurred. A decision process may
consist of a simple threshold test on the instantancous values or moving
averages of the residuals or it may consist of methods of statistical decision
theory.

The commonly known approaches for residual generation can basically be divided into
two categories of signal-based and model-based concepts with a further subdivision as
shown in Figure 2.4 (Képpen-Seliger and Frank, 1999). The main research emphasis of
the last two decades has been placed on the development of model-based approaches
starting from analytical models and leading to the recently employed data-based

models, such as neural networks.
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redundancy methods, but it is also more demanding in terms of on-line computation

and input excitation requirements (Gertler, 1998).

2.6  Some of recent fault diagnosis approaches

Fault diagnosis has received great attention in the research community during the last two
decades. Recent developments in communication and instrumentation technologies have
made possible to collect a large amount of real-time plant data. The existing control
systems can be enhanced with fault diagnosis and accommodation modules, able to utilize
this wealth of information in an intelligent way, to minimise plant downtime and to
optimise plant operations. This section provides an overview of the recent approaches and
new concepts in fault diagnosis. The main ideas are given herein, while more details can
be found in referenced papers.

A sensor fault diagnosis and accommodation method, based on analytical redundancy, is
proposed in (Theilliol, et al., 2000). This method makes it possible the compensation of
additive or multiplicative sensor faults in closed-loop control. When a sensor fault occurs,
the control law tries to cancel the static error created by the corrupted output. Sensor fault
tolerance control is achieved by computing a new control law using a fault-free
estimation of the faulty element. In addition, a robust residual generation using unknown
input observer is used for fault isolation. The performance of the approach was tested
using simulated non-linear process (a three-tank system). Results showed that the
proposed method was successful in detection, isolation and compensation of sensor faults.
An approach to sensor fault detection and isolation, based on using Principal Component
Analysis (PCA), is proposed in (Harkat, et al, 2000). PCA is a statistical modelling
technique, which finds the directions of significant variability in the data by analyzing the
eigen vectors of the correlation matrix. PCA is used to model normal process behaviour

and faults are then detected by referencing the observed behaviour against this model.
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Process fault detection using PCA is performed by monitoring the residuals. An abnormal
situation is flagged whenever this residual is statistically significant. A sensor validity
index is calculated for isolation purpose. A test on the last principal components is
proposed for the detection and the localisation of sensor failure, in order to overcome
sensitivity to model errors. The proposed approach was successfully applied to air
monitoring networks in Lorraine, France.

A model-based method for the detection and isolation of faults in an industrial gas turbine
system is presented in (Patton, et al, 2000b). The diagnosis system uses an output
observers designed in both deterministic and stochastic environments. Identification
procedures are used to obtain a model of the process under investigation. Residual
analysis and statistical tests are used for fault detection and isolation, respectively. The
proposed designs have been evaluated using non-linear simulation, based on gas turbine
data.

Jakubek and Jorgl (2000) proposed an observer-based approach for sensor fault diagnosis
that utilizes only one observer (Kalman filter). A parity check is performed on the
observation errors such that even in the case of multiple simultaneous sensor faults
correct fault detection, isolation and identification can be achieved. The method has been
evaluated on industrial turbo-charged combustion engine power plant.

A combined qualitative and quantitative approach for fault isolation in continuous
dynamic systems is proposed in (Manders, et al.,, 2000). This scheme uses qualitative
fault isolation to marrow down possible fault hypothesis and then uses a focused
quantitative parameter estimation scheme to identify the true fault. The authors claimed
that this approach provides a number of advantages over purely quantitative Fault

Detection and Isolation (FDI) scheme.
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The method for process condition monitoring, based on integration of fuzzy inference
system and Self-Organising Map (SOM), is proposed in (Cuadrado, et al., 2001). The
method identifies regions in the SOM visualisation space, corresponding to different
conditions of a monitored process by means of a fuzzy rule system, which incorporates
expert knowledge about the process in the procedure of region identification.

The majority of papers in the literature, related with the problem of fault diagnosis,
concern linear systems and far fewer non-linear dynamic systems (Zhirabok, 1997,
Seliger and Frank, 1991; Zhirabok and Shumsky, 1987). The FDI of bilinear systems (a
special class of non-linear systems) is considered in (Shields, 1996). The author proposes
two main methods: Bilinear Fault Detection Observer (focused on the problem of
decoupling the unknown inputs from the residuals) and Parity Space Method for Bilinear
Systems (robust, but computationally expensive).

An interesting approach to observer-based fault diagnosis of a certain class of non-linear
dynamic systems is proposed in (Zhirabok and Usoltsev, 2002). The main idea is
replacing the initial non-linear system by certain linear logic-dynamic system, obtaining
the bank of linear logic-dynamic observers, and transforming these observers into the
non-linear ones. The authors developed the procedure of the linear logic-dynamic
observer synthesis.

Another recent paper that addresses the fault diagnosis problem of non-linear systems is
(Szigeti, et al., 2002). The main contribution of the paper is an algorithm, which can be
used for the calculation of the system inverse. Using the idea of input reconstruction by
means of dynamic inversion, the authors first discuss the properties of fault observability
in linear systems. The results are extended to non-linear systems, together with a
mathematical framework, which provides calculation of the inverse system in finite

algorithmic steps.
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2.7  Fuzzy logic in fault diagnosis

A disadvantage of the analytical approach to fault diagnosis is that under real conditions
no accurate mathematical models of the system of interest can be obtained. The robust
analytical techniques described, for example, in (Patton and Chen, 1999) can overcome
this deficiency only to a certain degree and with great effort. This consideration, together
with the evolution of fuzzy and neural techniques, has led to the development of
knowledge models and data-based models. In both approaches fuzzy logic can be
integrated as depicted in Figure 2.4, In contrast to the qualitative approach, which utilise a
rule-based model, a data-based fuzzy approach consist of a fuzzy relational module. The
parameters of this module are trained by input-output data following a given performance
criterion. Fuzzy logic tools can also be applied for residual evaluation in the form of a
classifier as shown in Figure 2.5. One possibility is the combination of this qualitative
approach with a quantitative residual generating algorithm. In the following section two

different approaches using fuzzy logic in a fault diagnosis system are described.

2.7.1 A Fuzzy filter for residual evaluation

In practice, analytical models often exist only for parts of the plant - submodels. In
general, the connections between the submodels are not specified analytically, and the
analytical model-based methods cannot be used as a fault diagnosis tools for the entire
plant. However, there always exists some useful qualitative or heuristic knowledge of the
plant, which may not be very detailed but suitable to characterise, in linguistic terms, the
connections between the existing analytical submodels. This means that, for ti]e
submodels, quantitative model-based techniques can b;: used, while the qualitative and

heuristic knowledge of the connections can be used for the fault symptom generation of
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representation of the residuals in terms of fuzzy sets, for example, "normal” and
"not normal”.

* Inference: The process of inference includes determination of indication signals
for the faults from the given rule base, with the aid of an inference mechanism.
The result of inference is a fault indication signal found from a corresponding
combination of residuals as characterised by the rules. This fault indication signal
is called Fuzzy Fault Indication Signal (FFIS) and is in a fuzzyfied format.

* Presentation of the fault indication: The final task of the proposed FDI concept
is the proper presentation of the fault situation to the operator, who has to make
the final decision about the appropriate fault handling. Each FFIS is, by its nature,
a singleton, the amplitude of which characterises the degree of membership to
only one, preassigned fuzzy set "fault,". This degree is characterised by the FFIS,

i.e., the signal obtained as a result of the inference.

2.7.2 Fuzzy model-based parity equations for fault isolation

In this approach, a local linear fuzzy model of the process is used for the generation of
structured parity equations (Ballé, 1999). The model is run both in parallel and in series-
parallel to the process, which leads to residuals with different sensitivities. The
sensitivities of the parallel and series-parallel residuals are compared, and the most

sensitive residuals are selected for fault detection and isolation.

2.8 Pattern recognition in fault diagnosis

Many data-driven, analytical and knowledge-based fault diagnosis methods incorporate
pattern recognition techniques to some extent (Chiang, ef al., 2001; Russel, ef al., 2000).
Some pattern recognition methods use the relationship between the data patterns and fault

classes without modelling the internal process states or structure explicitly. These
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approaches include Artificial Neural Networks (ANN) and Self-Organising Maps (SOM).
Reviews of pattern recognition approaches are given in (Micheli, 1999; Schalkoff, 1992).
Two of the most popular pattern recognition approaches (artificial neural networks and

self-organising maps) are described in more detail in the following subsections.

2.8.1 Neural networks

This section discusses how artificial neural networks can be used in FDI. A neural
network is used to model a multi-input and multi-output non-linear dynamic system.
After training, the neural network can give very accurate estimation of the system output.
Using the residual generation concept developed in model-based fault diagnosis, the
weighted difference between actual and estimated output is used as a residual to detect
faults. When the magnitude of this residual exceeds a pre-defined threshold, it is likely
the system is faulty. In order to locate faults in the system (fault isolation) reliably, a
secondary neural network is used to examine features in the residval. A particular feature
would correspond to a specific fault location. Based on feature extraction and
classification principles, the second neural network can locate (or isolate) faults reliably.
Neural networks as models of non-linear dynamic systems

The feed-forward neural network is a static non-linear mapping from input to output
space. Without modification, the feed-forward network cannot be used to represent
dynamic systems. The simplest approach in representing non-linear dynamic systems is to
use a combination of a feed-forward network with some time delay units (Patton and

Chen, 1999). Assume that a non-linear dynamic system is described as:
y(&)=Flylk -1),....y(k —n)u(k)...ult ~n)) @2.1)
where u(k)e R” is the input vector, y(k)e R™ is the output vector and F(,...;)

represents a general non-linear function. A feed-forward network with weight matrix W
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Figure 2.8 shows decision-making mechanism, based on pattern classification. The input
representing a pattern is known as the measurement or feature vector. The function
performed by a pattern recognition system is the mapping of the input feature vector into
one of the various decision classes. In fault diagnosis, these decision classes are the
different types (or locations) of faults occurring in the system. One of the advantages of
neural networks is their ability to partition the pattern space for classification problems.
Hence, a neural network can be used as a classifier (or pattern recogniser) to partition
residual patterns and activate alarm signals. It can therefore detect and isolate the faults
accordingly. In the training of neural networks to classify faults, output node values of 0.1
and 0.9 are typically used to indicate fault-free and faulty cases, respectively. In the
application to fault diagnosis, output values above 0.5 indicate a fault. If fault patterns are
known to occur for specific faults, this information could be stored in the neural network
by choosing the training set of the neural network to coordinate with known faults,

Fault diagnosis scheme based on neural networks

The neural networks-based FDI scheme, taken from (Patton and Chen, 1999), is
illustrated in Figure 2.9. This scheme comprises two stages: residual generation and
decision-making. The residual generation scheme described here is based om the
comparison of actual and anticipated system responses. The anticipated system response
is generated by a neural network-based prediction model, shown in Figure 2.7. The
difference between actual and predicted outputs gives rise to a residual vector
r(k)= y(k)- 5(k), where y(k) is the actual output and $(k) is the predicted output,
defined by equation (2.2). The residuals gencrated in this way should be independent of
the system operating state under nominal plant operating conditions. In the absence of
faults, the residual is only due to unmodelled noise and disturbance. When a fault occurs

in the system, the residual deviates from zero in characteristic ways.
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¢ powerful non-linear mapping properties,
* noise tolerance,
® self-learning,

e parallel processing capabilities.

2.8.2 Self-organising maps
Neural network models can also be used for unsupervised learning using a SOM, in
which the neural network learns some internal features of the input vectors. A SOM maps
the non-linear statistical dependencies between high-dimensional data into simple
geometric relationships, which preserve the most important topological and metric
relationships of the original data. This allows the data to be clustered without knowing the
class memberships of the input data.
Process monitoring using SOM
Figure 2.10 shows how the input vectors of the SOM are formed and manipulated when
the monitored process is an industrial process (Alhoniemi, et al., 1998; Simula and
Kangas, 1995). Input and output measurements as well as process parameters are
collected into a data buffer, where data is processed. Inputs, outputs and process
parameters are concatenated to form a feature vector, which is used as an input to the
'SOM. Due to the topology preserving property of the map, similar features corresponding
to similar states of the process are mapped close to each other resulting in clusters on the
map.
In process monitoring, two different approaches can be distinguished:

1. The SOM may be applied in on- or off- line process analysis. In this case, the

SOM provides analysis of normal operation of the process, without fault diagnosis

capabilities.
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2. to isolate the fault.
In practical applications, it is possible to distinguish between two different situations:
whether measurements of the faulty situations are a priori available or not. In the learning
space, the map is trained to recognise only those states of the process that are covered by
the measurements. Thus, the state space is divided into two parts:

e the possible operation space,

* its complementary space.
Therefore, only the situations included into the training data can be recognised by the
labelled map. In the case when the training data contains no measurements from faulty
situations, the operation space on the map covers only normal situations. Fault detection
can now be based on the quantisation error. A faulty situation can be detected by
monitoring the quantisation error (distance between actual feature vector and its Best
Matching Unit (BMU)). If the quantisation error is greater than a predetermined threshold
the process is in a faulty situation i.e. the operating point belongs to the complementary
space, not covered by the training data. Therefore, the situation has not occurred before
and something is possibly going wrong.
The problem of fault detection and isolation is more difficult. The SOM should be trained
using all possible data describing the process: both normal and abnormal situations should
be present in the training data set. If necessary, measurements describing simulated faults
may be added. Map units representing faulty states of the process may be marked
(labelled) according to known samples. In these cases, clusters corresponding to certain
faults are created on the map and these clusters can be considered as "forbidden” areas.
The fault can now be easily identified by following the trajectory of the operating point. If
the trajectory moves to a forbidden area the fault will be identified. Hence, location of the

operating point on the map indicates the process state and the possible fault type.
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2.9  Control allocation techniques for aircraft

Significant efforts have been undertaken in research community over last two decades to
solve the control allocation problem for modern aircraft. Different methods for problem
solution are briefly described here, while more details with precise mathematical
formulation and examples can be found in Chapter 4. These methods are important,
because the control allocation problems for an aircraft and an underwater vehicle are very
similar. In both cases, the control allocation problem can be defined as the determination
of the actuator control values that generate a given set of desired or commanded forces
and moments. Publications on control allocation problem are almost exclusively
application driven, which results in different notion and terminology, depending on
particular application. In aerospace applications, the term control effector is used as a
common name for control surface (elevator, ailerons, rudder, etc.) or force/moment
generator (for example, thrust vectoring vane) of the aircraft. In order to reflect the ability
of the control effectors to generate effects in addition to moments, a set of desired
(commanded) forces and moments is referred as a set of objectives (Beck, 2002). A
typical modern aircraft has many more effectors than objectives and the control allocation
problem has many solutions. Multiple solutions provide the extra freedom and
redundancy in the case of damage in one or more effectors. The similar case appears in
solving the control allocation problem for underwater vehicles with overactuated control
system in the horizontal plane, where the number of effectors (thrusters) is four and the
number of objectives (desired“surge and sway forces and yaw moment) is three. Some
kind of criteria must be employed to extract the best solution from the infinite set of
solutions. Bordignon (1996) summarised much of the history and early work on the
control allocation problem in his dissertation. He described several methods, including

various ad hoc schemes, direct control allocation methods, methods that belong to the
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general group of generalised inverse methods and methods which daisy chain groups of

controls. In the following, these methods are briefly reviewed.

2.9.1 Ad hoc methods

The common characteristic of the ad hoc methods, cited by Bordignon (1996), is that the
control designer uses engineering judgment to assign individual control effectors to
specific moment commands. The serious drawback of these methods is that these systems
are unable to make use of the individual effector’s capabilities to generate moments in

axes other than that chosen by the designer.

2.9.2 Direct control avllocation.

Direct control allocation, proposed in (Durham, 1994a; 1993), is an approach based on
the concept of the Attainable Moment Set' (AMS). The AMS (denoted by @) is the set of
all moment vectors, m, that are achievable within a set of control constraints (denoted by
Q). The motivation behind this method was the recognition that current solution methods
to the control allocation problem, although sometimes computationally simple, were
restrictive, i.e. the full set of moment-generating capability of the aircraft controls was not
realisable by existing schemes. In contrast, direct control allocation, while
computationally expensive, allows the entire attainable moment set to be used. The vector
u is called a control vector and its components are called controls. Direct control
allocation solves the problem employing the following steps (Leedy, 1998):

1. Determine the actual AMS,

2. Search and solve for the intersection m” =am, of the AMS and the half-line in

the direction of m,,

! Durham uses the term moment because he discusses the problem from the aircraft control perspective.
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3. Find unique vector of controls u”, which produce the vector m”,

4. Scale the result by the inverse scaling factor from step 2. i.e. compute

1 .

—u, a>1
R=4g .

u, a<l

The method is based on the fact that, for overactuated systems, the linear mapping

m=Bume ®,ue & is many-to-one on the interior of ® and one-to-one on the

boundary of @, under assumption that any k columns of the control effectiveness matrix
B are linearly independent (linear independency condition), where k is the number of
rows of B. The equivalent interpretation of this condition is that no & actuators produce
coplanar vectors. The direct control allocation concept can be extended to cover the
systems that do not satisfy the linear independence condition (see Petersen and Bodson,
2000). Another difficulty of the direct allocation formulation is that the construction of
solution requires that the lower and higher constraints of the control vector have opposite
signs. This condition could be violated in the case of rate-limited actuators (see section
4.3.1). The original algorithm (Durham, 1993) was slow and difficult to implement. An
elegant approach, proposed in (Durham, 1994b) reduced considerably the number of
computations. Petersen and Bodson (1999) proposed a fast implementation using

spherical coordinates and look-up tables.

2.9.3 Generalised inverse

For systems with equal number of effectors and objectives, the obvious method to solve
the control allocation problem is to invert the control effectiveness matrix, B. The
extension of this approach for overactuated (under-determined) systems is to use a

Generalised Inverse (GI) matrix. A right generalised inverse of a matrix B is any matrix

P satisfying

2-30



Chapter 2: Literature Review

BP=1I (2.3)
A solution of the control allocation problem m = Bu can be found using P as follows:
m=Bu=BPm=Bu=u=Pm 2.4

The most common choice for a GI is the Moore-Penrose pseudoinverse,

P=B" =BT(BBT)_l (see Appendix B). In the absence of constraints on the control

vector, this inverse minimises the /, norm of u, i.e. ||u"2 Control efforts of individual

effectors can be weighted by minimising the weighted norm, [ju],, = vu"Wu , where W
is a positive definite, weighting matrix, usually diagonal. The resulting pseudoinverse

matrix has the form B}, = W™'B” (BW"BT )_1 (see Appendix B). Fossen (1995) used this

approach to determine optimal distribution of propulsion forces with the minimal control
effort (see page 2-52). GI solutions have the advantages of being relatively simple to
compute and allowing some control in distribution of control energy among available
effectors. However, handling of constrained controls is the most difficult problem for GI
approach. In some cases, the solution obtained by generalised inverse approach is not
feasible, i.e. it does not belong to Q. Durham (1993) demonstrated that, except in certain
degenerate cases, a general inverse cannot allocate controls inside  that will map to all
of @, i.e. only subset of ® can be covered. Bordignon (1996) suggested two methods to
handle unfeasible solutions, i.e. cases where attainable objectives cannot be allocated?.
The first approach calculates a GI solution and truncates any controls which exceed their

limits. The second approach maintains the direction of the objective command by finding

the largest scaling factor, a (0<a < 1), which satisfies u=aB"y, without violating the

2 The FDAS uses terms truncation and scaling for the first and the second type of approximation,

respectively.
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control constraints. Even if the controls do not saturate, care must be taken in choosing
the GI. When weighted pseudo-inverse solutions are used for problems where the control
effectors are measured in different physical dimensions, the elements of the weighting
matrix must be chosen carefully if the resulting solution is desired to be invariant to
changes in units and coordinate systems (Doty, et al., 1993). The FDAS overcomes this
problem by performing normalisation, such that all physical parameters are removed from
the B matrix and included in limit constraints, which are used during normalisation

process to scale individual components of vectors on interval [—- L1].

2.9.4 Daisy chain method

In the general case the standard GI approach is not able to yield admissible control for all
AMS. This means that there is some control power available to improve the accuracy of
solution, even when some of the effectors are saturated, i.e. instead of using any of two
GI approaches mentioned in the previous section, it is possible to find even better
solution, which uses this additional power (Beck, 2002; Bordignon, 1996). A daisy chain
allocator partitions the control effectors into two sets, so that objectives unattainable by
the first set are allocated with the second set. The method can be used for any type of
control allocation scheme, although it was firstly proposed as improvement of GI method.
The main idea of the daisy chain method is partitioning of control effectors into two
groups using prioritising scheme, where a second set of effectors is used only when the
first set is unable to meet the demands. Figure 2.11 illustrates the daisy chain approach.
Primary set of controls is allocated first, and then the secondary set is (optionally)

allocated using the residual objective y,, =y, —Bu,. Daisy chaining control allocation

enables limiting the usage of certain control effectors. The most important drawback is

the inability to allocate controls for some portions of & (Bordignon, 1996; Durham,

1993).
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to pick, among all these solutions, the solution with minimum deviation from the
preferred position.

The mixed optimisation problem combines the error and control minimisation problems
into a single problem through the use of a small, weighting parameter £. If the parameter
€ is small, priority is given to error minimisation over control minimisation, as desired.
Often, the combined problem can be solved faster than the error and control minimisation
problem solved separately and with better numerical properties.

Recently, some authors reformulated the constrained control allocation problem as a
Quadratic Programming (QP) problem. QP generally refers to the numerical solution of
the optimisation problems with an I, norm. An explicit solution approach is developed by
Tendel, e al. (2001). An on-line algorithm is presented in (Tgndel, er al. 2003), while the
application to marine vessels is given in (Johansen, ez al., 2002). An alternative to the
explicit solution is to use an iterative solution to solve the QP problem. The drawback
with the iterative solution is that several iterations may have to be performed at each
sample in order to find the optimal solution. An advantage of the iterative approach is that
there is more flexibility for on-line reconfiguration. Computational complexity is also
greatly reduced by a "warm start”, i.e. the numerical solver is initialised with the solution

of the optimisation problem from the previous sample (Fossen, 2002).

2.10 Fault diagnosis and accommodation for underwater vehicles

Recent advances and approaches in fault diagnosis and accommodation for underwater
vehicles are given in this section. The approach adopted is to use the key words from the
title of the paper as subsection heading. Approaches proposed by Yang, ef al.., (1999;
1998), Podder, e? al., (2000) and Fossen (1995) are described in more detail, because the
main ideas of these approaches were used as a foundation for development of the novel

thruster fault diagnosis and accommodation system, described in Chapter 3.

2-35



Chapter 2: Literature Review

Model-based approach for self-diagnosis of AUV (Takai and Ura, 1999)

Takai and Ura (1999) proposed a model-based approach for self-diagnosis of an AUV.
The performance of the proposed system was examined through tank tests using a test-
bed AUV called a "Twin-Burger”, with two horizontal thrusters (HT1 and HT2) and one
vertical thruster (VT). A key element of the self-diagnosis scheme was a recurrent neural
network representation of the dynamics of the AUV. The proposed self-diagnosis system
consists of two subsystems (see Figure 2.12): Model Matching Part (MMP) and
Diagnosis Part (DP). The MMP includes a dynamic model that represents the
characteristics of the vehicle’s motion. The MMP produces index values that result from
the comparison between sensor and model outputs. In the DP, the index values from the
MMP are used to identify the defective component of the vehicle. When the information
for accurate identification of the defective component is insufficient, the DP selects an
appropriate predefined control sequence for the vehicle ("Active Diagnosis”), in order to
acquire more information for identification. When a sensor failure is identified, then the
outputs of the dynamics model are used instead of sensor outputs for control purpose
("Substituting Control”).

As shown in Figure 2.12, the proposed self-diagnosis system introduces two diagnosis
procedures ("Routine Diagnosis” and "Mission Diagnosis”) in accordance with the
situation when the diagnosis is carried out. The vehicle executes the routine diagnosis
before starting a mission in order to check the hardware. A predefined control sequence,
called "Diagnosis Motion Sequence”, is applied to drive the actuators. The mission
diagnosis is introduced to supervise the hardware condition of the AUV during the
mission. The MMP continuously compares the model outputs with the sensor outputs
during the mission and the DP verifies whether a fault exists or not. The example of a

pattern table, used in the Diagnosis Part, is given in Table 2.1.
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integrating all the available information, such as the external conditions of the
environment or information related to the dynamics but not included in the model of the
residual generator (Zhuang and Frank, 1997). For instance, the revolution rate and the
current absorption of the propulsors are useful in monitoring the performance of the
vehicle in cases of thruster malfunctions. If a leakage occurs in the canister containing

one of the DC motors, an abnormal increase in the current is measured.

Fault-tolerant system design of AUV (Yang, ¢t al., 1999; 1998)

A fault-tolerant system for use in an experimental AUV was outlined in (Yang, er al.,
1999; 1998). The system was subdivided into individual fault-tolerant subsystems for
dealing with thruster and sensor failures separately. The thruster subsystem consisted of a
rule base for detection and isolation purposes, and an algorithm for reconfiguring the
thruster control matrix by eliminating the cormresponding column to accommodate the
failure. Only a total fault (failure) of the thruster was considered. The authors used a
constraint-based method instead of the pseudo-inverse method to compute the inverse of
the thruster configuration matrix. An experimental investigation was conducted on a 6
DOF AUV, Omni Directional Intelligent Navigator (ODIN) at the University of Hawaii
to evaluate the performance of the proposed approaches and experimental results showed
that the overall system was capable of performing effectively. More details about these
interesting works are given in the following.

ODIN is 6 DOF spherically shaped, underwater vehicle with four horizontal thrusters
(HT1, HT2, HT3 and HT4) and four vertical thrusters (VT1, VT2, VT3 and VT4, see
Figure 2.15). The vertical thrusters allow instantaneous coupled motions of pitch, roll and
heave. The four horizontal thrusters allow instantaneous coupled motions of sway, surge

and yaw. From the eight-thruster configuration, the vehicle possesses inherent thruster
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s -5 -5 5 0 0 0 0
5 s -5 -3 0 0 0 0
60 0 o 0 -1 -1 -1 -1
TCM = is  thrust trol
0 0 0 0 Rs Rs -Rs -Rs is ruster  contro.
0 0 0 0 Rs -Rs ~Rys Ry
\R, -R, R, —-R, O 0 0 0 |
matrix,
s=sin45°, -

R, is the radial distance from centre to the centre of the vertical thruster,

Ry, is the radial distance from centre to the centre of the horizontal thruster.
To calculate the required input voltages for the thrusters, the force requirement for
individual thruster must be obtained by inverting thruster control matrix

f=TCM™'t (2.11)
Matrix TCM is non-square 6x8 matrix and cannot be inverted in standard way. Instead
of using the pseudo-inverse method for a non-square matrix TCM, the authors
introduced the constraint-based method. Firstly, the TCM is separated into two 3x4

matrices (separated relationships for horizontal and vertical thrusters):

HT,
X s -5 -5 5
N HT2
horizontal TCM : Y| = s 5 -5 -8 HT. (2.12)
3
N R, -R, R, -R, AT,
VT,
zZ -1 -1 -1 -1 VI
vertical TCM : K|=|Rs Rs ~Rs —Rys VT2 (2.13)
3

M R,s -R,s —Rys Rys VI,

During normal operation, without any thruster failure, each of 3x4 matrices can be
modified to a 3x3 matrix by applying a proper constraint to one of the thrusters (one

horizontal and one vertical thruster).
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constraint on horizontal thrusters (normal operation): HT, =-HT, (2.14)
constraint on vertical thrusters (normal operation): VT, = VT, (2.15)
These constraints were chosen based on the fact that minimising the yaw capability by
allowing only two thruster involvement is more efficient than minimising thruster
involvement for the local x (surge) or local y (sway) directions. After introducing the

constraints (2.14) & (2.15) in (2.12) & (2.13) respectively, modified relationships are:

[ x s —-25s -5 O :Zf

modified horizontal TCM: |Y |=| s 25 -5 0 HT2 (2.16)
N| [R, O R, Of
L 0 ]
[z [-1 -2 0 -1 VVIT,‘

modified vertical TCM : Ki=|Rs 0 0 -Rs 02 (2.17)
(M| [Rs -2Rs 0 Rvsjm

The fipal relationships for the force requirements are

[ HT, s =25 -s|'[X
HT,i=ls 2 -s{|Y|, HI,=-HT, (2.18)
HT,| |R, 0 R,||N

- -1

VT, -1 -2 -1 4
VI, |=|R,s 0 ~-Ryss| | K|, VI, = VI, (2.19)
VT, R,s -2R,s Rys M

To obtain the relationship between the input voltage and the output force of the thruster,
an experiment using the single-thruster system set-up was conducted (Tsukamoto, et al.,

1999) and the following relationship between input voltage V and thruster force F, was

obtained (for both rotation directions);
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453,
53.6F, +18.978’ F. >0
V= 505.05 (2.20)
453.6F, — 48312 F <0 :
624.7 ’ T

The thruster fault detection subsystem was built with the following assumptions:

* The maximum number of failed thrusters during the mission is two: one horizontal

and one vertical thruster.
® Once a faulty thruster is detected, the thruster is assumed to be completely out of
service throughout the operation.

The first assumption guarantees that fault accommodation will not produce the loss in
controllable DOF i.e. after accommodation the vehicle will still possess 6 controllable
DOF. Each thruster is equipped with a Hall-effect sensor for measurement of shaft
velocity. The main premise for the fault detection is that if errors between the input
voltage (desired voltage calculated by the controller and TCM ) and output voltage
(measurement of Hall-effect sensor) do not stay within a tolerable limit inside predefined
tolerance time, the thruster is concluded to be faulty. Values for tolerance 0.06 and
tolerance time 3.0s were obtained by experiments. After the first stage, where the fault
detection-isolation scheme detects and isolates a fault, the next stage is thruster fauit
accommodation, based on reconfiguration of the TCM . Because of inherent thruster
redundancy, accommodation is performed by eliminating the corresponding column of
the TCM . For example, if V7, is detected to be faulty, the control program reconfigures
the vertical TCM (2.13) by eliminating corresponding (first) column in the matrix and
reducing it to a 3x3 matrix. The reduced matrix is non-singular and can be inverted in
the standard way. Hence, in the case of fault in a thruster, it is not needed to apply any
constraints to obtain an invertible matrix, as in the normal (fault-free) case (2.18) &

(2.19). Hence, proposed thruster fault-tolerant algorithm involves these steps:
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1. Obtain fault signal from detection scheme,

2. Eliminate the corresponding column in the TCM,

3. Invert the resulting matrix to obtain the required thrust for each thruster,

4. Calculate the voltage input signal (2.20).
In order to evaluate proposed thruster fault-tolerant system, test trials were undertaken at
University of Hawaii. Fault in a vertical thruster 2 was realised with a pre-programmed
Hall-effect sensor to generate zero output in the case of fault. When the output reads 0V
and the error residual exceeds its tolerance limit 0.06 for tolerant time 3.0s, the
detection scheme decides that the thruster is faulty. The fault signal is sent to the control
program and the proper accommodation automatically takes place. In the first experiment
the fault was injected during the steady-state and after some fluctuation the control
system stabilized the vehicle with two thrusters and maintained the desired depth.
Vertical thruster 4, symmetrical to faulty thruster 2, is immediately switched off after the
accommodation period and voltage inputs to thrusters 1 and 3 become doubled compared
to time before fault occurred, to compensate the loss of force of thrusters 2 and 4. A
similar experiment was repeated but this time a fault was injected in vertical thruster 1
during a depth-changing manoeuvre. The behaviour of the proposed thruster detection,
isolation and accommodation system was similar as in steady-state case, except for the
larger oscillations in roll and pitch motions that caused a large deviation from the desired
trajectory. This was expected since a thruster failure during the diving motion would
result in increased roll and pitch motions due to the moments created by the water
turbulence; when two thrusters are switched off, the external moments cannot be
immediately counterbalanced, resulting in oscillations. However, at steady state, ODIN
retained the desired depth. The authors developed a voting technique with redundant

sensors for accommodation of sensor faults, which compares the signals of two actual
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sensors and signal of a virtual sensor. Experimental results demonstrated that the
presented approaches could effectively detect, isolate and accommodate thruster and

sensor failures, thereby allowing the vehicle to accomplish the initially given task.

ROV actuator fault diagnosis through servo-amplifiers’ monitoring (Bono, et
al., 1999)

A fault detection, isolation and accommodation system, based on operationally
experienced faults in ROV actuators, is proposed in (Bono, ef al., 1999). The authors
designed a fault management system for underwater vehicles, able to satisfy the basic
requirement of handling experienced faults (e.g. flooded thruster) and conventional zero
output failures treated in the literature. In addition, the fault management system had to be
casily integrated within the hierarchical control architectures. The authors published
experience from the sea trials, when the water penetrated inside the thruster and modified
the internal electrical connections in such a way that the actual angular speed was higher
than the desired one, and current consumption was higher than normal. Tn particular, the
salt water caused a dispersion, which reduced the feedback signal of the motor revolution
rate from the tachometer to the servo-amplifier. Fault detection was performed by
monitoring the servo-amplifiers residuals, while fault isolation required the vehicle to
execute steady-state manoeuvres. Actuator fault accommodation was performed by
inhibiting the faulty thruster and by reconfiguring the distribution of the control actions

cancelling the corresponding column in the Thruster Control Matrix (TCM).

Fault tolerant control of an AUV under thruster redundancy (Podder, et al.,
2000)

The problem of optimal distribution of propulsion forces for overactuated underwater
vehicles is addressed in (Podder, et al., 2000). The authors investigate how to exploit the
excess number of thrusters to accommodate thruster faults. First, a redundancy resolution
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scheme is presented, which takes into account the prese