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Abstract

Augmenting the level of integration for a lower tasd enhancing the performance of the
optical devices have turned out to be the focusnahy research studies in the last few
decades. Many distinct approaches have been pmposesignificant number of researches
in order to meet these demands. Optical planar gtagdes stand as one of vital employed
approach in many studies. Although, their low pggieon loss, and low dispersion, they
suffers from high power losses at sharp bends.tlisrreason, large radius of curvature is
required in order to achieve high efficiency anchpoomise the high level of integration. For
the purpose of this research, in this thesis differways to improve the performance of
optical microcavity ring resonators (MRRs) have rbébkoroughly investigated and new
configurations have been proposed.

The Multiresolution Time Domain (MRTD) technique svlurther developed and employed
throughout this thesis as the main numerical modglechnique. The MRTD algorithm is

used as a computer code. This code is developecemimanced using self built Compaq
Visual Fortran code. Creating the structure and-paxessing the obtained data is carried
out using self built MATLAB code. The truncating/&as used to surround the computational
domain were Uniaxial Perfectly Matched Layers (UBMLhe accuracy of this approach is
demonstrated via the excellent agreement betweenebults obtained in literature using
FDTD method and the results of MRTD.

This thesis has focused on showing numerical efiicy of MRTD where the mesh size
allowed or the total number of computed points ®w half that used with FDTD.

Furthermore, the MRR geometry parameters such @gling gap size, microring radius of




curvature, and waveguide width have been thorougilyglied in order to predict and
optimise the device performance.

This thesis also presents the model analysis sestili parallel-cascaded double-microcavity
ring resonator (PDMRR). The analysis is mainly ®on the extraction of the resonant
modes where the effect of different parameterfiefstructure on transmitted and coupled
power is investigated.

Also, accurate analysis of 2D coupled microcanitg resonator based on slotted
waveguides (SMRR) has been thoroughly carried amuthiie purpose of designing optical
waveguide delay lines based on slotted ring reso(S8CROW).

The SCROW presented in this thesis are newly dedigmfunction according to the

variation of the resonance coupling efficiency alatted ring resonators embedded between
two parallel waveguides.

The slot of the structures is filled with SiO2 ahid that cause the coupling efficiency to vary
which in turn control both the group velocity anelal/ time of SCROW structures results
from the changing the properties of the bent stottaveguide modes which strongly
depends on the slot’s position.

Significant improvements on the quality factor @mdater delay time have been achieved by

introducing sub-wavelength-low-index slot into centional waveguide.
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Chapter 1 Introduction

1.1 Future Trend of Optical Communications

Optical communication is one of the greatest admn@nts accomplished in the last
century. This is due to its capability to introduem excellent solution for the
information flow. The rapidly growing volume of arhet services has led to conversion
from telecommunication to data communication [1Y], 4

Since the digital data traffic has been quartemewear, fibre-optic communication
technologies have quickly expanded in order to ettpghis revolution. Compared to
their counterpart twisted-pair and coaxial-calhese sophisticated techniques have not
only provided higher speed but also larger capdtgy.

Hence, twisted-pair and coaxial-cables are beiraglypally displaced. Following the
establishment of long distance fibres, the checktpof the optical communication
system is progressing towards functional photoomimmonents that are utilised to link
the terminals and the customers. Diverse functia®lices such as, optical power
splitters, optical switches, and optical (de) npiixers, are needed to either add or drop
signals [33].

Planar Lightwave Circuits (PLCs) play an essentadé in optical communications
networks. Conventionally, PLCs suffer from a variet problems such as polarisation
dependence and optical losses. In addition, theye weamperature sensitive and were
restricted to only two dimensions. However, in récgears, many of these problems
have been solved, making PLCs in particular aftractiue to their properties of
compactness, low losses, improved functionalityd @fso have potential for mass
productivity [73, 58]. With merit to the recent ahces in material technology and

fabrication techniques, fabricating PLCs with coexplfunctions has been made
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possible. The requirements of conforming to the @wis on integration with as many
functions as possible, for the lowest cost as ptessas well as computing and signal
processing devices to complement or competitivedplace their microelectronic
counterparts in integrated circuits, make it esaktitat PLCs be explored [73, 58].

In PLCs the signal is carried using optical sigmatber than electrical once. This is due
to the high frequency of light that, not only petsra very large bandwidth transport, but
also allows huge amount of information to be madaff3]. High bandwidth and
multiplexing capacity, reduced weight, immunity éectromagnetic interference, low
transmission loss, high thermal and mechanicallgia®, and low power consumption
are considered as figures of merit distinguishingC® based devices over their
counterparts based on previous technologies [34]sRare designed to carry out certain
function such as the generation, guiding, splittingultiplexing, amplification,
switching and detection of the light signals [73].

A variety of devices based on PLC technology hasenbdeveloped, including arrayed
waveguide gratings [70, 36], matrix switching [93}ar and multimode interference
couplers [108, 72, 95]. An optical waveguide playsessential role in constructing the
photonic components in the same way that the aattwire is used for electronics
[52]. To a certain extent, photonics can be comsii@s the equivalent to electronics
with the signal being carried using light instedcelectric current. Whilst an electrical
signal exists in the region of high electrical coativity, an optical signal is travelling
along in medium of high refractive index. By meafdotal internal reflection (TIR) of

light, several of geometrical structures have hessd to realise the optical waveguide.
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Common examples include embedded waveguides, grdtandielectric waveguides,
dielectric strip waveguides, rib waveguides, skopded waveguides and ridge
waveguides [66]. Different materials have been usedonstruct optical waveguides
including polymer [48], Silicon on Insulator (SGB], InP [72], SiQ [5], and LiINbG
[83].

Each material has advantages and disadvantagegedyi specific required functions.
Due to the outstanding advantages of providing ksprabagation loss as well as low
cost, SiQ stands as an ideal option for passive devices.leAM®DIl can be a good
platform for high density integration this is dweits ability for providing high-index-
contrast. However, as the silicon is indirect bapdgnaterial, it is difficult to obtain
light emission. Whereas, InP can be best selectechbnolithic integration because of

its ability to support both active and passive agitfunctions [58].

1.2 Optical Microcavities

Optical microcavities can be viewed as photoniciakss in which the light can be
resonantly trapped in structures of physical dinenscomparable to optical

wavelength. Optical microcavity ring resonatorsndtaas the most commonly used
example, where light can be travelling in mediunco€ular geometry with curvature
radius of few tens of microns. Owing to high refrae index of guiding materials, the
confinement mechanism is performed by means of totarnal reflection. Generally,

optical microcavities play a significant role in nyaapplications ranging from quantum
electrodynamics to telecommunications componetitsh@ way to optical sensors [6,

50].
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A basic property of optical microresonators hasnbagsen from their size-dependent
spectral response. The light, once the interfer@ooglition takes place, is particularly
stored in the resonator at precise frequency vahascan be used to design filters for
optical communication applications [22]. In additichese modes can resonate with
high quality factor Q) in the cavity where the long photons lifetimeoals the field
within the cavity to be built from a considerablgaker input. This property makes the
optical cavities an ideal platform not only to isaloptical sensors and studying light-
matter interaction [27, 85] but it also allows f@w kinds of laser devices [104].
In the last few years, research interest has beengdy directed to the design of optical
ring resonators based on high-index-contrast serdiector materials [10, 25, 37, 62].
These research efforts have clearly demonstratgdtitose structures naturally permit
realisation of small-radius microcavities with ngdlle bending losses resulting in large
longitudinal mode spacing. For this reason, théyathe integration of a bulky number
of devices on optical circuits foreseen for vemgéascale integrated (VLSI) photonics
[10]. Since the MRRs have been recognised as coatpll structures, hence, realistic
simulations that accurately predict their perforeeare of major importance.
There are many benefits of these simulations, Sootede:-

1. Saving time and cost of re-fabrication

2. Accurate analytical simulations lead to modiiimas and enhancements of the

MRRs device that in turn leads to improved devetiogesigns
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1.3 Existing Approaches for Modelling MRRs

Since 2D MRRs have been considered as complicatadtiwes, both analytical and
numerical techniques have been adopted in ordewastigate the properties of MRRs.
Although analytical techniques can be used to stbdyphysical effects of the structure,
they are incapable of predicting experimental sadion [46].

Therefore, a number of numerical techniques hawn lskeveloped for such complex
electromagnetic structures. There are mainly twonerical techniques by which
Maxwell's equations in an electromagnetic system loa analysed; frequency-domain
(FD) and time-domain (TD). The FD techniques havansed significant progress [54];
however, even the most advanced FD schemes arestgtaby several volumetrically
complex structures of interest. Alternatively, TRetimods hold many advantages over
their FD counterpart. One of the main advantagethas one simulation of MRRs
devices in time-domain results in broadband infdromethat can be analysed.

In this research, Multiresolution Time Domain scleems successfully extended to
accurately model optical devices based on MRRs.idé&a behind this technique is to
apply multiresolution analysis in the context ok tMethod-of-Moment (MoM) to
discretise Maxwell's equations, where electromagni@ld components are expressed
as weighted sums of specific scaling and wavelgttfans in space and in time domain.
Substituting these expansions into Maxwell’s equeti and following the wavelet-
Galerkin method, an arbitrary high-order time damscheme is derived [9, 62, 68],
[106]. This scheme has proven in literature to lghllg accurate if compared to most
used FDTD techniques, which strongly suffer frommeuical dispersion at fixed

resolution in space [28, 82, 98].
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1.4 Aims and Objectives

Recent years have witnessed a flurry of activiiesed at development of techniques
that can lead to a significant support of the esipi® expansion of high-density, ultra-
fast and efficient systems in the telecommunicatiorarkets. In order to support this
revolution, all-optical systems have been developadidly to meet the high
performance characteristics required by today axd generation telecommunications.
The progress in integrated optical technology mgmpificantly have an effect on the
future rate of development of optical networks.shiould be noted that despite the
advances in integrated optical devices they lacthéscale of integration and level of
sophistication when compared to their integrateelctebnic counterpart. Therefore
integrating as many functions as possible is neéaleldw cost devices. In particular, it
is desirable when the devices can be created watidard processes in mass production
scale.

In addition, versatile building blocks that can woly be utilised for optical functions
such as filtering, sensing, and switching, but asgable for integration are of high
necessity. Recent advances in micro and nanofaiomceechnology have brought a new
interest in building optical devices with physiadilmensions comparable to optical
wavelength. Optical microcavities play an importardle in modern optical
communications. It can serve as flexible passive active components in photonic
integrated circuits. The requirements of achieviigher performance for the future of
optical communication devices, as well as compuéngd signal processing devices to
complement or competitively replace their microgigaic counterparts in integrated

circuits, make it essential that novel optical mstructures be explored. Since the
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microcavity resonators have been recognised as laatgnl structures, their fabrication
requires ultra-high degree precision in addition highly complicated laboratory
facilities. Hence, the characteristics of theseiakss usually necessitate a full- wave
numerical simulator that can allow for design ojgiation before fabricating the device.
Furthermore, accurate computations can be capdblaedlicting complex physical
phenomena inherent in these devices.

This research work has been focused on the nurhenigdelling of microcavity ring
resonators from time-dependent Maxwell’s equatidine goal and novelty of this work
is to investigate the electromagnetic wave intévactvith linear Si and Si@based
semiconductor microring resonators and demonstihatese of such passive devices for
optical filtering and photonic delay lines.

In order to choose a particular simulation approagnerally two criteria have to be
taken into account. Firstly, the desired resultsdnt® be accomplished with available
resources and secondly, CPU simulation time haeg toptimised to obtain these results.
Since the first aspect is related to the convergaate of the used techniques, large
computational problems can be studied with a higblyvergent algorithm. On the other
hand, the execution simulation time not only rebesthe cost of time per time step but
also depends on the number of time steps that bauge carried out. Among the
existing full-wave techniques, Finite Differencem@ Domain is known as a popular
framework for low-cost feasibility studies and pérndesign optimisation before
fabricating the device [10]. Although this methadsimple and flexible, it puts a heavy
burden on computer resources particularly when tlindecomplicated problems with

large computational domain.
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For this research, the multiresolution time donmagthod has served as the basis for the
computational studies and algorithm developmenice&it was introduced in 1996 for
the microwave ranges [68] and has since been eadealdo for the optical range [82].
This method uses a high order approximation of dbgvative in space in order to
reduce the numerical phase error of FDTD. By deimgMRTD does not require the use
of very fine mesh size to discretise the strucggemetry, thus high numerical accuracy
can be achieved while mitigating the computatidmaiden. The possibility of saving
CPU running time makes MRTD an efficient alternatimumerical scheme to the

commonly used FDTD for the design of optical migrgrstructures.

1.5 New Contributions to the Knowledge

Optical microcavity ring resonator is an opticalweguide that forms a ring shaped
structure whose circumference is in the range md tf hundreds microns. Light in this
manner can be coupled into and out of this strechy placing it in close proximity
between another two straight waveguides.

The design and simulation play a very importane riol the development of photonic
devices. With appropriate simulation tools, theiglef such devices becomes much
more efficient. The cost for product developmentildobe reduced dramatically by
using efficient designs that give good performaaice compactness. Thus this research
aims at implementing a numerical, yet accurate @rdprehensive model that can be
utilised to explore a detailed study of the MRRBisTaim has been fulfilled through the

following objectives:-
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Review of optical microcavity ring resonators

Develop MRTD simulation of MRRs

Numerically provide detailed study of the singleRR geometry
parameters

Model the double MRR systems and assess the sysw&nance mode,
where the effect of different parameters of thectire on transmitted
and coupled power is investigated

Investigate slotted MRRs with two different slottersls

Analyse optical delay lines based on slotted MRRd assess their

performance

In order to meet these aims, the following milestohave been pursued:-

Create UPML — MRTD

Numerical assessment of the UPML-MRTD through camspa with
results in literature

Investigation of the performance of MRRs based igh-index-contrast
waveguides

Modelling the performance of SMRRs

Suggest and demonstrate a novel design of optelalydines based on

SMRRs

All the work and results related to the accomplishinof the objectives stated above

will be discussed in detail in the next chapterthid thesis

10
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1.6 Outline of the Thesis

Since the initial proposal of microcavity ring restor [26], both analytical and
numerical techniques have been adopted. With tihreque properties and the potential
to significantly build up a higher field from a wea input field, MRRs may find
applications in many fields of science and engingerThis thesis brings MRRs into
higher numerical precision realm that can not legljgted analytically to provide a full
framework to understand and explain the light pgapi@n in MRRs and to optimise the
device performance before fabrications.

Chapter 2 the features of optical microcavity rigonators in wavelength division
multiplexing are described and their many beneéixplained. This covers all the
necessary general concepts and relevant basicytisdoch are all well established in
literature. The optical properties of MRRs are giadly analysed — starting with a form
of single microring resonator that is useful fodarstanding their properties such as the
power exchange phenomena. Also, the electromagdetigations based on the single
ring resonator can be extended and applied in rlag/sis of more complex structures
including the two rings configuration.

In chapter 3, MRTD technique has been proposedHerfirst time for analysis of
MRRs. The MRTD method relies on applying multiregimin analysis in context of
method-of-moments to discretise Maxwell’'s equatiomghere electromagnetic
computational field components are expressed aghtesl sums of specific scaling and
wavelet functions in space and time domain. Thieste has proven in literature to be
highly accurate compared to the more used FDTD oadethich strongly suffers from

numerical dispersion at fixed resolution in space.

11
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In chapter 4, several examples have been analysemder to assess the Uniaxial
Perfectly Matched Layer for the MRTD in the contekbptical slab waveguide as well
as MRRs.

Chapter 5 presents MRR based on high-index-contvaseguide. The effect of the
structure geometry parameters such as the gap éetiee ring and input/ output
waveguides, the ring radius., and the width ofitipait/output and the ring resonators is
thoroughly investigated.

In chapter 6, an accurate analysis of two-dimerai@oupled microring resonators
based on high-index-contrast waveguide is carried dhe normalised transmission
spectra for a single-ring and double ring configiores have been investigated by using
robust and accurate MRTD technique in conjunctiotin WPML absorbing boundary
condition the rigorously terminate the computatlonaindow. Two different
configurations are considered in this chapter, Ishngg resonator, and double-ring
resonator in parallel. The major physical charasties of the waveguide-coupled MRR
have been numerically investigated, including tlesonance wavelength, the free
spectral range, the coupling and rejection ratadl, he resonance-mode quality factor.
Slotted microcavity ring resonators are analysechapter 7. The performance of these
devices in terms of coupling efficiency and normeedi transmission spectra has been
accurately investigated by means of MRTD techniqueconjunction with UPML
absorbing boundary conditions that rigorously temite the computational window.
Two different slot filling materials, air and SiCGare considered for comparison. The
variation of coupling efficiency and quality factwith the slot design specifications,

such as position and width of the slot, has beerotighly investigated.

12
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In chapter 8, a novel design of coupled-resongbtical waveguide delay line based on
slotted ring resonator (SCROW) is proposed andyardl Coupling efficiency can be
reduced to control both group velocity and delayetiby changing the geometry of the
bent slotted waveguide which strongly affects thepprties of the propagation modes.
The coupling efficiency between the multiple coubiesonators plays an essential role
in the determination of the SCROW performance ardle controlled by changing the
effective refractive index of the ring. Due to thmesence of curved materials
interference and greatly different length scal&duohwith the sub-wavelength sized slots
and the waveguide-resonators coupling region, tyjécal system offers important
challenges to both direct numerical solution andnismalytical methods. The
simulations are carried out using MRTD scheme injwaction with UPML boundary
conditions that rigorously truncate the computalomindow.

Finally, in chapter 9, conclusions and final rensadf the present research are drawn,

and a view of the potential future topics is given.
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2.1 Introduction

Microcavity resonators based on Whispering-Gallgdes (WGMs) play a significant
role in many applications ranging from quantum ttetynamics to telecommunication
devices and optical sensors [101]. In recent yeasgarch has dedicated great attention
to optical microcavity ring resonators. This is dtee their attractive features of
compactness and functionality. Consequently, theld tpromise for future modern
Wavelength Division Multiplexing (WDM). This chaptgives rigorous overview of the
microring resonators and their properties. The tdragovers some essential background

theory, and applications, which in turn shed lightthe versatile of such structures.

2.2Microring Resonators Based WDM

2.2.1 Overview of WDM

The optical fibre in optical communication netwottkas significant bandwidth which,
unless exploited properly, would be exhausted aigaal channel being sent via the
fibre. This is where optical WDM can be practic8b]. According to the different
wavelengths (colours) of laser light, this techmigsi based on dividing the light in the
optical fibre into distinctive channels. Each chalntonveys the same amount of data as
a single fibre that has not been overlapped. Tis&chdea behind of optical WDM can

be illustrated in figure 2.1.
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Transmission Receiver

Figure 2.1 Simplified point-to-point WDM transmisn system with amplifiers

Transmitters, multiplexer, optical fibre link wihkerhaps amplifiers, and demultiplexers
are basic connection components in point to poibt\WV For extra nodes in the middle
of WDM, optical add-drop multiplexers (OADM) areguered. At the transmitter side a
WDM multiplexer combines a number of different saggrto a single optical fibre.
While at the OADM, specific wavelength can be dreghand another one with new data
can be added. The signals reaching at the denaxépwill be split and directed to one
of the N receivers. Ideally, such a system would have atchwig device that
simultaneously broadcasts and receives signals.telacommunication, the key
advantage of WDM is its capability to increase tapacity of the network without
changing its backbone. This is often done by empfpfiltering devices and deploying

optical amplifiers all over the optical network |81

2.2.2 Optical Microcavity Ring Resonators in WDM

Integrated optical filter in WDM system can be used(de)multiplexer and add-drop
components. In general, there are different tydedewices that can be employed as
add-drop filter and (de)multiplexer. This is inciod the Arrayed Waveguide Grating
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(AWG), Bragg gratings, and thin films filters [7{lowever, more often than not these
devices are bulky and relatively hard to be incosed in compact devices with multi
functionality. Recent advances in micro and nanstesy technology have brought a
new interest in building optical devices with plogdidimension comparable to optical
wavelength [10]. In particular, integrated optiddters based on microcavity ring
resonators can become as small ach and can be promising candidates in the future
of VLSI photonics.

Low-index-contrast and high-index-contrast are telasses of microring resonator
devices that can be utilised in WDM applicationee Tconventional low-index-contrast
resonators have the advantage of showing low padjmagloss [10]. On the other hand,
since a very large bend radius is required to aehehigh efficiency bend, resonators
based on such waveguides involve a very large saftiu the design of the circular
waveguide which build the ring. As a result, theer@ll size of the ring resonator is
increased while the Free Spectral Range (FSR) wisichversely proportional to the
diameter of the ring is limited [10]. Research #fohave been directed towards
designing new structures to achieve a wide FSRowitllecreasing the diameter of the
ring. Different approaches in literature includeuble-ring and triple-ring resonators
[10, 51, 94]. Thanks to the recent advances in mahtéechnology and fabrication
techniques, microring devices with physical dimensicomparable to optical
wavelength have been made possible to be fabriegtbdhegligible bending loss [10].
The requirements of achieving higher performance foe future of optical
communication devices, as well as computing arghadi processing devices to

complement or competitively replace their microgigaic counterparts in integrated
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circuits, make it essential that novel optical rstructures be explored. High FSR, high
extinction ratio, small size, and selectivity olupding to the output ports are considered

as figure of merits defining the good performanthese kinds of structures [10].

2.3Microcavity Ring Resonators Devices
2.3.1 MRRs Shape
MRRs are a ring-shaped waveguide evanescently edugil particular points vertically

or horizontally to one or two straight waveguideshown in figure 2.2.

Drop Port Add Port

g
g

Input Port Through Port

Figure 2.2 Schematic drawing of a microcavity niegonator

At particular wavelengths, the amount of power d¢edgo and from the ring can be
determined by either the effective index of the aguide, the distance between the
waveguides, or the length of the ring. If, for &egi frequency, the optical length of the

ring is equivalent to a multiple of the frequentwert constructive interference takes
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place and light can be stored in the cavity an@ assult the waveguide transmission
will be decreased [81, 97].
The shape of the MRRs is basically not constratoedircle. The racetrack is another

optical resonator geometry [80] which is shownigufe 2.3.

Drop Port Add Port

g
g

Input Port Through Port

Figure 2.3 Schematic diagram of racetrack resonator

Due to the long and straight coupling path, thepting between semi-circle resonator
and the straight bus waveguide can be controllémvadg longer interaction length
which in turn not only reduces the coupling loss dgo permits the enlargements of the
distance between the semi-circle resonator andstitaéght bus waveguide. However,
they are counterbalanced with some drawbacks abdaoting transition losses at the
transition between the curved and straight portiemsddition, due to longer coupling
length, FSR will be reduced [57].

An additional common configuration is illustratad figure 2.4, is known as the disk

resonator [86].
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Drop Poxt Add Port

g
g

Input Poxt Through Port

Figure 2.4 Schematic diagram of disk resonator

Although higher lateral contrast can be achieveshgared to the circular resonators,

thus lower losses can be gained, potentially higieromodes can be arisen.

2.3.2 Coupling Scheme of MRRs
Lateral and vertical coupling scheme are mainly approaches in which the light can
be coupled from the input waveguide to the ring &man the ring to the output

waveguide. This section is devoted to discussiegehwo schemes in details.

2.3.2.1 The lateral Coupling Scheme
When the input and output bus waveguides are siuatthe same plane with ring, the
coupling between the waveguides takes place hda#tgnthis is recognised as lateral

coupling as shown in figure 2.5.
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yoJ mebag
Ho dogg

Hogd ppe

Figure 2.5 Schematic layout of single microcavitgrresonator in top view and craossetion;
lateral coupling

The coupling efficiency can be controlled by thehed gap between the input/output
waveguide and the ring [86, 12]. As the strengtithef coupling extremely depends on
the distance between the input/output waveguide thedring, this scheme is very

sensitive to the lithography and engraves procedtivat construct the gap. For high-
index-contrast structures, as semiconductors, dipesgge requires to be in the range of
100 nm in order to achieve a considerable coupfmgthis reason, e-beam lithography

IS necessary.

2.3.2.2 The vertical Coupling Scheme

This configuration is based on placing the inpud antput bus waveguides either on top
or bottom of the ring as illustrated in figure 2¥Where the coupling between the
waveguides occurs vertically; this is known asieattcoupling scheme.
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Cladding Cladding

"Stﬁi ght }i ne

Figure 2.6 Schematic layout of single microcavihgrresonator in top view and crossetion;

vertical coupling

Although this scheme presents superior couplinigieffcy owing to larger region under
interaction, it is harder to fabricate. This is &ase of the input and output waveguides
are placed in different levels [55]. In this catbes coupling strength is calculated by the

thickness of the layer between the ring and wadsgui

2.4 Cascaded Multiple Microcavity Ring Resonator Dewes

Optical microcavity ring resonators can be madeittfer single or multiple resonators.
Figure 2.2 shows a configuration of horizontal dogpsingle ring resonator. This kind
of device has shown promising functionality in gfitical PLCs such as delay signal
devices. A specifically tailored delay line resperwith an increased performance as
required in applications such as synchronisationlmachieved by cascading multiple

microcavity ring resonators and selecting apprao@nearameters.
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Serial and parallel are two configurations in whictultiple ring resonators can be

arranged. In the following section, both arrangeti@nll be explained.

2.4.1 Serial Configuration
The schematic diagram of multiple cascaded resohatoserial configuration, known

as Coupled Resonator Optical Waveguides (CROWS8s$rated in figure 2.7.

Dirop Port &dd Port

Q
Q

Inpott Foxt Thronugh Port

Figure 2.7 Schematic diagram of multiple cascaésdmators in serial configurat

The key point is that a number of coupled resosatoe placed between two straight
bus waveguides acting as input and output ports. ddupling between the input and
output waveguides and the ring as well as betwbkerrihgs takes place by means of
directional couplers with coupling efficiency, The microring radius and separation
distance are indicated loyandg respectively [24].

Referring to figure2.7, the light in this mannemdae exited through the input port
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where part of it, on-resonance case, couples h€ditst ring and starts to travel along
the ring. After one round trip inside the cavitynstructive interference occurs with the
light that has just joined to the ring leading ttherent build up within the ring. After

that, a substantial portion of power will be coupte the neighbour ring and carry on
until is coupled ultimately to the drop port. Iniglcase, all the rings required to be
resonate at the same wavelengths. Therefore, amaaecontrol in terms of fabrication

process is extremely needed to ensure identic@raations between the nearest
neighbour cavities. At off-resonance, the portiéright remains uncoupled and keeps

propagating along the input waveguide where itlmadetected at through port [24].

2.4.2 Parallel Configuration
Figure 2.8 shows the schematic layout of parallglipie ring resonators configuration,

also known as Side Coupled Integrated Spaced SequéiResonators (SCISSORS).

Dirom Port Add Port

| j

—

Inpod Pot Throngh Port

Figure 2.8 Schematic diagram of multiple cascaéedmatorsn parallel configuratio

As shown in figure 2.8, the ring are arranged ichsa way there is no straight coupling

between them, but they are indirectly coupled k@lus waveguide. Thus, the light can
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travels within unique direction preventing from oter propagation. This kind of
configuration is found to be more flexible in terofdabrication process than serial one.
On the other hands, due to the possibility of pl@dmeging in the connecting length,
between the rings which optimised only for narrovavelength range, the useful
wavelength range of these rings is limited [24]c&eding this range could lead the
output at drop port to be largely varied in unfees way owing to interference of light
coupled from each individual resonator.

The coupling between each ring and the straightdmweguide is taken place by means
of directional coupler. Since each resonator isragtarised by the following
parameters: ring diameter, the gap distance betweernings and bus waveguides, and
the distance of centre to centre between the rteaegghbour rings that needs to be
carefully chosen in order to achieve the requirgdrference at the specific wavelength

range [24].

2.5Microcavity Ring Resonators Applications
Over the last decades, optical microcavity ringnegors have attracted a great attention
in the scientific community. Since then, they foutiekir way in a wide range of

applications. This section highlights some of thagplications.

2.5.1 Dispersion Compensation
Optical ring resonator can be used as flexibleaspn compensation components in
WDM [16, 32]. Figure 2.9 shows the block diagram wiultistage dispersion

compensator using microcavity ring resonator.
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Figure 2.9 Schematic diagram of microcavity ringsomator as multistage dispers

compensator

The variation in the group velocity of light proaimg along optical fibre with alters in
optical wavelengths can leads to chromatic disparsi

A spectrum of wavelengths are associated within data pulse propagates along
optical fibre, in this manner, the shorter wavetengomponents are likely to be
travelled faster than the ones with longer wavdlengomponents. This leads to
broadening the pulse and consequently, interfereéakes place with neighbouring
pulses which cause distort the transmitted sighmalthis case, practical dispersion
components that can limit tenability and have umifansertion loss upon tuning of
dispersion and multiple wavelength operation ardreexely required. Optical

microcavity ring resonators have the ability to rmegt the physical length by means of

forcing the light to pass through the physicalafise many times.

2.5.2 Notch Filters and (de) mulitplexers
By means of strategic coupled of microring anach-Zehnder interferometer as in figure

2.10, it has been possihie design many optical devices in a very easy @mpact way.
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Examples include notch filters [76], and a periddie)multiplexer [67].

Figure 2.10 Schematic diagram of microcavity rieganator coupled to one arm of a Mach-
Zehnder interferometer [76]

2.5.3 Add-Drop Filters

It has been possible to design add-drop filtergth@as microcavity ring resonator using
either double or triple ring resonators integratéith Semiconductor Optical Amplifiers
(SOAs) for the flexible use of WDM channel in wasedith division multiplexing

networks [23]. The schematic diagram of add-drtprfis shown in figure 2.11.
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Figure 2.11 Schematic diagram of -drop filters irtegrated with SOA using MRRs []

2.5.4 Millimetre Wave Generation

The use of soliton pulse propagates within systéwptcal microcavity ring resonator
can leads to a new design of a simultaneous shenrevand millimetre-wave generation
[90].

MRER MRER NER

Bright Soliton i R
Pulse 1

e | Eout
Ein >

Dark Soliten i Fa
Pulse H

Eout

Figure 2.12 Schematic diagram of cascaded ringnegecs used for generation of mm-wave
signals [90]
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By means of suitable parameters such as inpubaghiower, coupling coefficients, and
ring radii, a novel system of micro and nano rieganators can be designed in such
way that can generate broad bandwidth [90]. A similonfiguration can also be used

for chaotic communication [77].

2.5.5 Biosensors

Optical microcavity ring resonators have found ity even in biology applications as
biosensors [21]. The design principle of this devikbased on monitoring the change in
transfer characteristics of the microring cavityemtbiological materials drop on top of

the ring resonator.

2.5.6 Optical Logic Gates

Photonic logic gates are vital components for sgadi optical signal processing and
computing systems. In this regard, optical micratyanng resonators have been found
to be possible candidates for the realisation atqiic logic gates such as NOR gate

[101] and ultra fast all-optical AND logic gate |89

2.5.7 Optical Delay Lines

The slow light can play an important role for apgtions where the dynamic control of
the delay is needed for synchronisation purposedtjptexing, and data storage [8]. In
this context, optical microcavity ring resonatossone of the most important building
block for more complicated nano-waveguide basedctires which can support slow

light operations [30, 71, 3, 4].
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These are only some of the applications which camdalised with microcavity ring
resonators. The following section presents the aifmer principles of microcavity ring

resonators.
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2.6 Microcavity Ring Resonators: Theory and Operation Rinciples

Circular integrated optical micocavity ring resanat are increasingly utilised as
compact and versatile wavelength filters. The ratms are functionally represented in
terms of one or two directional couplers with sbliégaconnection using bent and straight
bus waveguides. This section is dedicated to désadd-drop model of microavity ring

resonators.

2.6.1 Add-Drop MRRs Theory
The typical layout of the add-drop microcavity riresonator is shown in figure 2.13. It

consists of ring waveguide and two bus waveguides.

A
Do -— by +—— Coupler2 [+—ay ~—— ]
k2. T2
.\33
d >
/ b
Aow  AoFF .1 AOFF
I — al—w| Couplerl b w1111 21

Figure 2.13 Schematic diagram of add-drop micrdgaing resonator

Similar to any resonator, the working principleshut kind of resonator is based on the

following main quantities, firstly the coupling &fiency, which determine the amount
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of power coupled to/from the ring, secondly the pargation losses, which have an
effect on the quality of the resonator, ultimatehe roundtrip phase, which determines
the resonance condition.

The structure in figure 2.13 is designed to dropoptical signal at drop port if proper

phase matching conditions exist [21].

Ng 77 d=m A (2.1)
wherel is the signal wavelength inside the mediugg,ig the effective refractive index
of the mediumd is the ring radiugnis an integer.

When a defined spectral range is injected as acsptiie frequencies that can resonate
inside the ring are coupled to the second waveg(odeesonance case) via the ring,
while the others, for which the relation (2.1) & satisfied, carry on propagating inside
the first waveguide and can be found at through fuff-resonance case). After one
roundtrip the field inside the ring is decreasedsby €*?, wherea is the propagation
loss inside the ring. The coupling of the fieldvbe¢n the input bus waveguide and the
ring, and between the ring and output bus wavegcaaebe explained by means of the
coefficientsx; and 7. As it is illustrated in figure 2.13¢ is the amplitude coupling
coefficients, whilez; is the amplitude transmission coefficients acrdss ¢oupling
region [11, 44]. Assuming lossless coupling, telationk; + 7;=1 holds. Using these

definitions, the intensity at through port can Bpressed by:

1.-207T,T, COS@) +0°1}
1-201,1, cCOsS@) +0°1/1}

2
IThrough = ‘%‘ = (22)
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The intensity at the drop port is proportionallte intensity inside the ring at second

coupling region:

2
l Drop == = 0-/(22 l Ring (23)
where
— bZ ’ — K:L2 2 4
IRing__ _1_20_ 2. 2.2 ()
a I,7, COS@)+o°r, 1,

2.6.2 Add-Drop MRRs Performance Parameters

The design consideration is based on taking intm@at the performance of the ring.
Thus, several parameters are significant in therge®n of resonators, this including
the free spectral range, the spectral width, thalityufactor, and the finesse. This
section is devoted to discuss these terms thaifgtia performance of the microcavity
ring resonator.

According to Equation 2.2, the typical transmissgpectrum of add-drop microcavity

ring resonator is shown in figure 2.14.
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Figure 2.14 Typical transmission characteristicei@rocavity ring resonator at through port

At precise wavelength values, an essential propdroptical microcavity ring resonator
can be stemmed from this size-dependent spectrima.fdllowing quantities can be

commonly used to describe the microcavity ring nesor behaviour.

2.6.2.1 Free Spectral Range
A parameter that is inversely proportional to tlesanator diameter is the FSR. It is
defined as the spacing between two adjacent resovearelengths. By differentiating

the equation 2.1 with respect to the wavelengh RBR can be expressed as [24]

AZ
WA, = 2 .

FSR = A

where the group effective indexy which contains the material dispersion can be

defined as
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(2.6)

It is obvious from equation 2.5 that the ring di&enes basically having an effect on the
FSR, where large FSR requires small resonatorekample, A ring diameter ofufn

(ng C3)implies FSR=50 nm.

2.6.2.2 The Spectral Width

The spectral width determines how fast optical data be processed by microcavity
ring resonator and can be defined as the full wattialf maximum (FWHM) of the
transmission spectrum peak as shown in figure 2Jsfhg equation 2.3 for drop port,

the intensity can be written as [24].

2, 2 2,2
OK K| 05 ok;kK;

= 2.7
1-20r1,71, cos(p) +o’r/r? 1-20r,1, +0°1/71; .7)

where

¢ = A w (2.8)
2
Equation 2.7 can be rewritten as
1-2071,1, cos@) +o’r/ 1} =2 (1-201,1, +0°171%) (2.9)
By means of Euler formula, for smal| cos@) =1- (¢2/2) thus
1-o0or,1,)°?
¢ 2 - ( 1 2) (210)

or .7,
Taking into account equation 2.8 and equation 2cb@sidering symmetric coupling,
and after mathematical manipulations the FWHM o¥elength is derived as
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1-o0r? FSR
Mo = = (2.11)

It is obvious that the roundtrip loss and the dimgpefficiency influence the FWHM.

2.6.2.3 The Quality Factor
The quality factor of the microcavity ring resonmatpives details of the ratio of the
energy stored in the resonator to the energy ksbpe roundtrip [24]:

stored power

=93
Q= lost powe

(2.12)

The quality factor is an important quantity for maicavity ring resonator that measures
the sharpness of the resonance relatively to itstrale wavelength and can be

analytically expressed in other way as [24].

mLn Wi
Q=-—An - s VI (2.13)
A A i A l1-or1

m

2.6.2.4 The Finesse
The finesse can be defined as the ratio of FSRAap@Hv and can be expressed

as [24]

E - FSR _ T ~NOo rz (2.14)
A A cwnm l1-o0r1

This relation is very important to balance betw#en FSR which has to be preferably
high and AArwnum Which has to be rather low to differentiate betwdbe adjacent
resonance peak and the shift in the working resmmaeak. Thus, higher finesses mean

better sensitivity and selectivity [55].
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2.7 Summary

This chapter has covered the essential backgrdweatyt of microcavity ring resonators.
This included highlighting their capability to maniate the flow of light. The operation
principles was explained starting from brief ovewiof WDM followed by reviewing
MRRs as WDM components, and then the applicatidndRRs were presented. The
phenomena of coupling and controlling the flowight through MRRs structures were
covered.

In order to successfully model and simulate theg&RMtructures, the MRTD numerical

modelling method was used. This technique is ptesen details in chapter three.
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Multiresolution Time Domain (MRTD)
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3.1 Introduction

Since 2D MRRs have complicated structures and d¢ahaoanalysed using simple
techniques, several numerical methods have beeelap@d for such complicated
electromagnetic structures. Therefore, this morggaresents techniques that can be

used to model such complex structure in MRTD.

3.2 Background

Introduced for the first time by Krumpholz and Kaiten 1996 [68], MRTD is a known
techniqgue for the simulation of microwave devices terms of mitigation of
computational burden and low numerical dispersi2B, 2, 98]. Recently Letizia and
Obayya [82] have successfully extended this tealeitpr the accurate analysis of
photonic devices for linear and nonlinear applmadi proving to be a flexible, powerful
tool for electromagnetic computation in optics.

The field expansion in space of MRTD is based an @ohen-Daubechies-Feauveau
(CDF) scaling basis function of order (2, 4) whigbing chosen from the family of
biorthogonal interpolating functions, have provedgive good compromise between
increased number of computations and improved acguf62, 98, 107]. Haar pulse
functions are instead applied to the field expam&iotime leading to a leapfrog scheme
similar to the one used in FDTD. Furthermore, UP8theme has been implemented at
the boundaries to rigorously terminate the computat domain. Being time domain
technique, it is capable of obtaining a wide ranfdrequencies with one simulation
using Fast Fourier Transform (FFT) post-processinthe temporal data. In particular,

for problems involving complicated structures sashMRR that cannot be analysed
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using simple techniques, the complicated electroraig structures are more efficiently
modelled numerically in time-domain instead of #hasperate in frequency-domain.
Hence, this research is mainly concerned with thmee-tlomain computational

techniques and specifically the MRTD.

The MRTD algorithm is used as a computer code ithaeveloped and enhanced to
analyse the propagation characteristics of MRRcaires. The following section

provides a detailed review of the MRTD.

3.3 Multiresolution Fundamentals

3.3.1 MRTD Analysis overview

The MRTD method was introduced in [68] in which th&sis of the MRTD technique

for solving Maxwell’'s equations (see Appendix A)time-domain on space grid was
explained. Their technique relies on using wavelgiansion followed by Method-of-

Moments (described in Appendix B) as a new waynodase both accuracy and
efficiency of numerical techniques for solving irtetion of electromagnetic wave

problems. The scheme that they initially propose{6B] is proving to be flexible and

capable of providing a general discretisation tegpm to be utilised with diverse kinds
of wavelet basis. In a typical manner, the wavsystem used in MRTD is orthonormal
not only with scaling function but also with motheavelet. In this scheme, the scaling
functions are used firstly to develop the mothenction which in turn is used to

generate all the other wavelet basis functions. &higal accuracy of MRTD stems from

the levels of wavelet resolution terms. Each leggitains a set of functions that can be
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added to the expansion in order to increase theracg of the discretisation. The

scaling functionsp, (x) can be written as [74]
_ X .
¢i(X)—¢(U 'j (3.1)

At the same time as a wavelet coefficieplitp(x) is represented by

wir,p(x)z 2r/2w0(2r/2(AX_X—ij— pJ (3.2)

wherer is the wavelet resolution amdis an integer in the range [0;2]. Each level of
resolutionr consists of 2wavelets that are offset in spacefxy2" .

The following relationships describe scaling fuans and wavelet coefficients [74, 75]

I¢i(x)¢i(x):5i,j (3.3)

Jow (=0 djrp (3.4)

[wl,(3,()=0, 6,9, (3.5)
g =/t 1= (3.6)
U0 i#

From the space of square integrable functioifR), all wavelets of resolution r form a

set of subspace/ }_ which fulfil the following properties [109]

i0z
{0}yO..0v,0V,0V,0V,0V, 0.0 L%R) (3.7)

ThatisV, 0OV,

s+l

for all s in Z ( nested subspaces)
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limv, = JV, (dense inl%(R)) (3.8)
5 0z
lim V, =V, ={0} (coarser to zero) (3.9)

i0z
whereZ stands for the set of all integers.
The accuracy of MRTD scheme relies on either irgtrepor decreasing of the wavelet

resolution.

3.3.2 MRTD Scheme

In order to develop a MRTD scheme to solve Maxwed#ijuations, the electric and
magnetic fields have to be represented as expaimsiscaling and wavelet functions in
space and time and then to apply the MoM.

For the simplest case based on one-dimensionahsghie expansion of each field
component in scaling and wavelet functions withteaby order of resolution up tQnax

is expressed as [74]

(3.10)

FOEDIHO PLRTIOTD b WLHING

r=0 p=0

where | F.*? and  F% are the expansion coefficient which represents the

magnitudes of the scaling and wavelet functions iaimdlicate the position in space
alongx-direction. It is obvious that the discretisatisrcarried out together in space and
in time. In order to ensure the causality, pulsections m(t) are employed in time.

These functions in actual fact, do not overlapsepresenting a given time step and

therefore a new event is independent of a past one.
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For any wavelet basis utilised, the number of egman coefficients for a given
maximum resolution can be determined using theWotg formula [74]

. D+ D Tma (3.11)
Number of coefficients 2 i=xye

where D stands for the dimensionality of the systerier investigation.

Once the number of basis functions has been detednising the above formula, the
number of grid points can be also calculated [B3imilar to Yee-FDTD scheme, the
filed coefficients in [68] are misplaced by a hadfl to construct a system in space.
Similar to FDTD, the new generated equations in N\dRiFe entirely explicit. Although
the simplicity of implementation, time steps hawebe selected under a stability limit,
which is described in full detail in Appendix D.rReularly, discretisation in time relied
on pulse functions brings to a leapfrog arrangerikatthe one in FDTD witle andH
fields that are offset of half a time step. Once fikld offset is chosen and by means of
method of moments, the MRTD update scheme (covargtbre details in Appendix C)

is then obtained.

3.4 MRTD Based on Scaling Function

The accuracy and efficiency of the MRTD method #@sdability to simulate a wide

variety of devices for a large of frequency, fronicrowave to optical regime, have
made this method one of the most popular in theares environment. MRTD is
suggested as a good solution to the numerical digpe and multi-grid problems

associated with other numerical technique suchAED: The MRTD is employed by

discretising the differential Maxwell’'s equationrdnigh method of moments, with the

field expanded in terms of a family of wavelet awhling functions. The employ of

43



Chapter3 MRTD

variety levels of wavelet functions in addition $galing function lead to a natural
method of describing different levels of resolusomhus, the choices of the field
expansion that produce a good approximation ofidie play a crucial role in reducing

the numerical dispersion error of the algorithmdagiven grid discretisation.

This section is devoted to review the wavelet espanand motivate the choice of the

basic functions then details on the MRTD formulatvall be presented.

3.4.1 Cohen-Daubechies-Feauveau based MRTD

The MRTD method has been demonstrated as an diterrsolution to minimise the
number of grid points without deteriorating the @ecy of the results. In other word,
producing a better approximation of the field byame of accurate wavelet expansion
can provides a good solution to the numerical d&pe error of the logarithm for a
specified grid discretisation.

In terms of wavelet basis functions, a smooth ommedsional signalf can be
approximated by [98]

(3.12)

f = Zm: <f,¢7m>§;m +Zm: Zm: <f’[/jl,m>¢7l,m

ms=—w =0 m= -

whereg ¢7 . are the scaling function and its dual respectively |,

¢, , are the wavelet function and its dual respectivelys the index representing

the shift of scaling/wavelet function, amhds the index representing the scale of the

wavelet function with shifts performed in incremenf 1/2 .
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To obtain an approximation for functidnthe wavelet basis function has to satisfy the
following properties:-
- Orthogonality, the scaling/wavelet functions dgttee following relationships:
W\ Wy )y=0(1-175(m=-m’)
(@' @) =S (m = m') (3.13)
Wi 0n) = (00l ) = 0

If %:(Zﬂ andy, . =, ,the expansion will be orthonormal, otherwise itlwil

be biorthogonal.
- Regularity (smoothness) which is the degree ofdifferentiability of the basis
functions.

- Maximise number of vanishing moments wherekhmoment define by
m, (k) = [ x g (x)dx (3.14)

- Minimal support: the smaller the support of the wlavis the less of the signal it
picks up in a certain wavelet coefficient. For at@i@ number of vanishing
moments, there is a minimum, nonzero pefioeh) of the suppor{a, b) of the
mother wavelet.

The choice of any family of wavelet/scaling funasodepends on fulfilling the above
properties. The conventional Haar basis functions ane of the most popular
scaling/wavelet family applied to MRTD scheme whalgorithms comparable to Yee
FDTD scheme can be created [31]. This kind of fimmcholds the advantages of not
only to preventing the overlap between the oneard its neighbour due to their finite

domain, but also the simplicity of carrying out igative and integral calculations
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owing to their pulse nature. However, their maiavaoack is the lack of smoothness
that poses problems in terms of numerical dispersiontrasted to other existing
wavelet families.

The MRTD technique that is based on Battle-Lemadaling/wavelet functions and
derived from B-spline functions is proposed in [6&]though they possess good
regularity properties, they suffer from having uobded support. This gives,
theoretically, rise to an infinite number of MRTRrins in the update equations.
Consequently, truncating of the sequence of MRTBfftments to a rational number
(more often than not 8-12 on each side) generatelslgms in terms of arithmetic
precision that could vitiate the properties of thavelet functions imposed by design
[39].

By means of maximising the number of vanishing muaisie compactly supported
orthonormal wavelets have been achieved by Daueg¢hD6, 61]. Through this work,
MRTD analysis based on Cohen-Daubechies-Feauver)(®iorthogonal scaling

functions is presented. It was found in literattirat the use of this family of functions
can fulfil well the requirements of MRTD schemen@& for a given support, it

demonstrates maximum number of vanishing moments.

Moreover, a good regularity, and compact suppoatdileggy to an update equation

involving a small number of proximate field compatse[98]. The notation CDFp, p)

is adopted to indicate the lengths of the reconstrm and decomposition filters of the

family. In this work, ¢ for the field expansions, has been selected adrof@l 4) from

the CDF family. This order of functions is deperntden a total number of coefficients
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equal to 5 (compact support) and demonstrates d gompromise between higher-
order accuracy and increased number of operatieeded.

An extensive investigation of numerical dispersicmaracteristics of CDF-MRTD
contrasted to other wavelet families is carriediny®8]. Dogaru and Carin demonstrate
that numerical dispersion relies on many factorsirfigstance the Courant number, the
spatial resolution, the number of level of wavelesed to expand the fields and the
angle of electromagnetic propagation. On the otteerd, it is found in general that
MRTD technique permits a grid resolution at leagté coarser than FDTD when the
same level of accuracy is needed.

Another significant aspect underscore is that dspe performances are heavily
influenced by the adopted Courant number. The sefetor a Courant number smaller
than the required limit for stability means betsults in terms of numerical dispersion.
As a result of this, when the same Courant numbeaken, the low-order CDF(2,4)
family can attain better accuracy than the casehith both scaling and first level of

wavelet are included that implies a stricter stgbiimit on the time step size.

3.4.2 Derivation of scaling MRTD scheme
Starting from Maxwell’'s equations and for the twioadnsional problems ir-z plane,
the transverse electric (TE) mode with compondgtsH.and H; is derived under

assumption that-axis is the homogenous direction a@dxis as propagation direction.

oH, _ 1 0E, (3.15)

ot U, 0Z
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OH, _ _ 1 0E, (3.16)
ot Mo OX

0E, _ 1 (aHx_asz (3.17)
ot &,6,\ 0z 0X

wherepO is the permeability of the free space, anid the relative dielectric constant of

the medium.

Figure 3.1 Electric and magnetic expansion coiefiis as placed inside 2-D MRTD unit cell in
the case of scaling functions (S-MRTD)

With respect to the unit cell shown in figure 3He electromagnetic fields are expanded

in terms of scaling functions in space and Haactions in time as following:-

Rl 3.18
H(xz)= 3 HA 6 (6, (2, 0) ©19
o 3.19
Ho(xz)= 3 H 0008 (20 0) =19
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o (3.20)

£ (xz)= 3 L€ 0 0 L (0 ,0)

n+=  i+>=j+

1
R +=
ni,j=- 2 2 2 2 2

where n, i, j, are the discrete indexes in time and in spaqetsely, ¢ is the scaling

function chosen from the CDF(2,4) familly,is the Haar function and represents the

sampling in time, and | E”? H *¢ , are the expansion

coefficients.

The discretisation in space follows a scheme thatary comparable to the Yee’s
system. As shown in figure 3.1, the componentstémtan a cell, on which the update
iteration takes place, are expansion coefficiefitshe time stef in a point ko, %), the
actual field can be determined using

oo 3.21
E, (%0 20rt0)= > wEX: (%), (¥0) (3.2)

i j=—o
wherei’,j’ andn’ are the indexes in space and time respectively.

With recognition of the finite support of CDF saal functions, only a few terms of the
previous summation have to be considered.

Substituting the field expansion in the form of agons (3.18- 3.20) into the scalar
Maxwell's equations and testing them with pulsections in time and the dual of the

biorthogonal scaling functiong,, (with m=i, j) in space, by applying the MoM, lead to

the discretised update equation [82]

A ([l (3.22)
H*Y = H* - a(l) ,E”?
n+l i+%,j n i+%,j ,UOAZ I:ZS ()n+l i+%,‘—|—%
At [t (3.23)
ZH = H™ 4 a(l) ,E”*
M N e M AX |:Z_:S ( )”+f I—l—;ﬁij
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L1 3.24
R e [za(u)[-l R B (3:29
: : !

Az" i+%,j+|+l Ax" i+|+1,j+%

where up, o are the permeability and permittivity of the frggaese respectively,is the
relative dielectric constant of the medium, is time step, andx , Az are the spatial
increments in the direction afandy respectively.
The ‘stencil sizels stand for the effective support of the basis fiomcthat determines
the number of expansion coefficients in the sumomasind it is equal to 5 for CDF (2,
4), while a(l) represent the connection coefficients that camueerically calculated
using [98]
o 08 (X)L (3.25)
_J; 9, (x)%dx = |:ZLSa(I)JH"i'
The value of the connection coefficierstfl) for the case of CDF (2, 4) are given in

Table 3.1 [98].

Table 3.1 Connection Coefficients and Courant Numalbéhe Stability Limit in Two

Dimensions

I CDF(2,2) CDF(2,4)
1 1.229166 1.291813.
2 -0.093750! -0.137134
3 0.028761 0.028761
4 0 -0.003470
5 0 0.000008
S 0.530( 0.483¢
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The CDF functions have the virtue of making use fiafte number of nonzero
coefficients in MRTD scheme (compact support), thus
a(l)=0 O I<-Liand I>L, -1 (3.26)
a(-l)=-a( -1) O |1 <0 (symmetry relation) (3.27)
Because of their Interpolation attribute as biogibnal wavelets, the expansion
coefficients for CDF families on which the updatitake place can be considered as
physical field value with insignificant error [98For example, at arbitrary point in space

(x, = Ax z, = jAz) at timet, = nAt, the field E, is given by:-
, (%o, 20,1, j E,(xz1)d(x - %,)d(z - 2,)0(t - t, )dxdzdt=, E” (3.28)

Thus, this permits the field coefficients to beenkas actual field value and allows a
simple simulation algorithm to be built in whichetitomputational overhead of the
whole reconstruction is saved.

A sketch of the update process in a 1D spaceustilited in Fig. 3.2. The component

,E? at positioni is computed from a number of componentsH? in a range
"2

i+¥2-L;i-¥2+L.] thatis carried out by the stencil sizeand are weighted by the

connection coefficients(l ).
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n—1/2 H®

i+1/2-L, p = = - i-3/2 i-1/2 i+1/2 = = - - i-1/2+L

Figure 3.2 Scheme of the update process in a Heesfor S-MRTD with compact basis

functions determined by the stencil size Ls

With the purpose of ensuring the numerical staboitthe MRTD method (covered in

more details in Appendix D), the time intervdlhas to be smaller than a certain limit as

follows:-

A (3.29)

1 (3.30)
N2y e

whereA is spatial step size in a uniform mesp,ische speed of the light.
The Courant number s represents the stability faotdwo dimensions and is equal to

0.4839 for S-MRTD with CDF (2, 4), (Table 3.1). Nerical experiments revealed that
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even though this value is enough to ensure theligtabf the algorithm, it cannot
guarantee a good accuracy of the results with eoarseshes. Smaller value of s,
typically 5 times less the stability limit, can sificantly improve the accuracy of the
scheme even for coarser spatial step size.

In the spirit of the numerical comparison perfornied68], it has been found that the
value s=0.1 is the most suitable to ensure not puaiyerical stability but also high level

of accuracy.

3.4.3 UPML boundary condition in S-MRTD

The two dimensional S-MRTD scheme has been usewnjunction with the UPML
scheme, first introduced by Gednay 1996 [87], that rigorously truncates the
computational domain. Starting from the traditiosehlar equations of UPML reported
in literature for FDTD [10, 87], they are now (s&ppendix E), discretised by means of
testing them with the scaling functions in spacendm through Galerkin’s method.
Second-order central difference is adopted in timmain. It leads to a two-steps update
scheme for each field component.

Considering the TE propagation and geometry ofghe (figure 3.2), the following

discretised equations are obtained

y .
BX¢ BX¢ A ot (l) n‘% Ei)-:-%,j+|+% (3 31)
4= B _AtS a
g T |;S Az
Het o 280708 Lo (2040801 g (2650 M) 1 by (3.32)
Vg \ 25 o AT g (286,400 " g0 | 28+ OB 1" iy
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£V (3.33)

2¢, - o, At 2e M )&\ n3 bk
nB.Z’."j 17 P n—1B.z’.¢j 1 ¥ Py Z a(l T
i+ 2, + o At Li+s 26, + oAt I=-Ls Ax

Ho =, o, o 2T oo (26" OANL g (3.34)
" H+E_n_l il*’} 2 i +l 2 _'i
b+ %5 & ,UO v & ,Uo i 2
X9 2,
2e, -0, 2¢,At L1 nHi+1,j—|—1 nHi—l—1,j+1 (3.35)
1Dy'f 1:¥HDY? L H—— a() 2 + 2
o Bl (28 F AL iy (28, + 0,0 )T Az Ax

(3.36)

28, - o M 2¢
. —| 0 X y.é 0 y.é - y.é
NEL _(25 +o At]” SRS e L (2g, + o, xt) [ml ROESI R Dw#}
2 27 2 0 X 27 2 0™, 1’ 27 2 2 27 2
2
wheree¢ is the permittivity of the mediumyy , o, are the electric conductivity of the

UPML layers whose geometric grading profile takesfollowing form.

(3.37)

o, (|)— —”“"‘X i

where i =x, y, d is the depth of the UPML, anth stands for the order of the polynomial
variation. The selection af,axthat minimises the reflection from boundaries9@][

(m +1) (3.38)

7 m = T80 A (/€

whereA is the uniform spatial discretisation adopted.

3.5 Excitation Methods
3.5.1 Hard source and soft source
Two types of internal sources can be used with MRd@[2xcite the electromagnetic

propagation inside the simulated structurard sourceand soft source Setting up a
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hard source means simply to assign the value dttloe H- field at one or more MRTD
grid points in space equal to a desired functiortime. It becomes like the initial
condition of an electromagnetic problem in whick Bz or H- field is known at a point
and the values of the radiated fields at the otred points need to be calculated.
Depending on how many points values are assigneghace, the source can be point
wise or a plane wave. As an example, in a 1D systégth propagation ix-direction, a

point wise hard source can be imposed as follows

n

z |
[ source

E = E, sin (27f,nAt) (3.39)

where a sinusoidal hard source (continuous wave) EM& assigned at the grid point
isource@nd it starts at the time stap= 0. As a result, the wave will propagate in bdté t
directions backs;x, and forward;+x, from the starting point.

Another commonly used wave source is the low-pamss€an pulse that is centred in

time at the stepy and has Hcharacteristic decay of a numlvggca,of time steps

[ n=ng

" = E.e (”“Q“‘YJ sin (271f,nAt)

Zli
source

£ (3.40)

This function presents a finite direct current camgnt and its Fast Fourier Transform
(FFT) is centred at frequen&y

An important aspect of hard source condition i¢ tbaa source like the Gaussian, after
a total simulation time greater tham ¢ nqgecay, the hard source acts as an electric mirror
or Perfect Electric Conductor (PEC); the total eamgnl E-field is equal to zero.
Therefore, it cannot take into account the movenoénteflected waves through the

input sectionseurce Also, in the case of a CW, when the tangentifiel value at the
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excitation does not come to zero at a certain titrie,demonstrated that a spurious and
nonphysical back-reflection of the waves toward txedirection of propagation is
caused. This happens in any kind of imposed timetfan because at the source section
a particular value of E-field is specified withaidnsidering in any way the effect of an
incident field eventually occurring at the sametisec

A way to avoid this effect can be to switch off therd source after its time function has
decayed to zero by replacing the equations@tce with the standard FDTD update
equations. However, this strategy can be adoptédiorcase of pulse wave forms that
evolve in time only for a certain interval and f@t continuous interacting sources such
as a sinusoidal wave.

Alternatively, a soft source consists in the introiion of an electric current. It adds the
value of the source time function at the FDTD cotrealue of the field at the point
isource AS a result, the effect of the radiated propagghields at the source interface will
be considered and spurious reflections avoided.sbiftesource is imposed through the

following

E, =E,['" +source|", foreveryn, (3.41)

I source I source

An existing problem with soft source is that it geattes a nonzero DC component in the
solution. This variation on the amplitude of thelds has to be considered in order to
achieve correct results. A solution of this probleas been proposed by Fuegeal, in
2000, [17]. It consists in applying a modified soaeifunction as

r (t)sin (wt) (3.42)

wherer(t) represents a turn-on function defined by
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0
_ _ a O<st<aT
r(t) = 0.5{1 co{zﬂ e (3.43)
1

The soft-source technique has been utilized tooyeffie source in the computational
domain [66]. The soft-source technique relies odiragithe value of the source at each
computational domain point to the value of the wiediled at the same point; this is

repeated for every time step. The effective indesthmd was used to obtain the mode

profile of the waveguide. In the TE-modes for gaideodes the formulas are:-

E, =E exp~ y,(x~h)],h < x (cover) (3.44)
E, = E; cos(kfx —¢S),O <x<h (film) (3.45)
E, = E;exp(y.x),x <0 (substrate) (3.46)

where h is the core thickness[100]

3.6 Summary

This chapter has covered the essential numerichhigue with its derivations, starting
from the Maxwell's equations, looking at the mu#olution analysis, and the MRTD.
Numerical dispersion and numerical stability coamisiis were discussed, and the
appropriate choice of basic function in the formtlod S-MRTD. Since this numerical
method is applied to electromagnetic wave intesactin optical waveguides with
infinitely extended computational domains, it ispontant to apply boundary conditions
surrounding the computational domain to emulate Bpace in computer simulations.
Ultimately, the source excitation techniques weategorised as hard and soft sources,

and these sources were discussed.
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In order to assess the performance of the suggddidD technique, optical slab
waveguide and microcavity ring resonator are prieskim chapter four as examples for

numerical assessment of the developed technique.
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4.1 Introduction

This chapter makes extensive use of the literatakgew covered in the previous
chapters. This is by applying the review and suggktechnique in new designs and
simulating these new designs. In order to demoatestifee ability of any numerical

techniqgue on modelling optical devices, it is omaost importance to validate its
accuracy. This chapter presents the work accongdisin studying the reflection

coefficients from the UPML boundary in optical pdeirwaveguide using MRTD. Also,

the results of the simulations that study numeramivergence in the case of MRR
based on high-index-contrast are presented.

All numerical simulations have been carried ouhgsself built Compaq Visual Fortran

code, Appendix F, in conjunction with MATLAB codappendix G, which is used to

construct the structure and post-process the teahptata. Moreover, commercial

software Full-Wave based on FDTD is used with awvvi® validate and test the

accuracy of the developed MRTD.

4.2 Assessment of UPML-MRTD: test and code validation

4.2.1 Planar waveguide: As Numerical Assessment Exale

The first model analysed is a two-dimension slabegaide depicted in figure 4.1, with
core and cladding refractive indicesmfy. = 3.6, Riag= 3.42 respectively. In order to
ensure the single-mode propagation at 860 nm wagtiethe core width is selected to
bew = 450nm. The structure is discretised into a unifonesh with cell sizé&, = A, =

A = 30 nm. In order to demonstrate the robustneghefUPML boundary condition

incorporated into S-MRTD the structure is exciteithva Gaussian pulse modulated in

60



Chapter 4 Numerical Assessmei8ugfgested MRTD

time by a sinusoidal function with the shape of thedamental mode profile of the

waveguide as [82]

E,(z,t) = Eo(2) /™) sin( 27t) (4.1)

whereEy(z) represents the fundamental mode profile of theegaide to andT, are the

time delay and the time width of the Gaussian pftkesl at 6@s and 15s respectively.

i
5 \ Ned = 3.42
W= 0.45 pm 1 Newa =342 [

Figure 4.1 Configuration of planar waveguidew = 0.45uM Neore = 3.6, aNCNgag= 3.42

As shown in figure 4.2, the filed profile represeat Gaussian pulse which is given by
equation (4.1) and thus a stable field profile wiibpagate inside the waveguide and the
time domain variation of incident, and reflectedlds are recorded at the reference

point.
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Figure 4.2 Field profile inside the planar wavelgushown in figure 4.1

By means of Fast Fourier transform (FFT) of thendraitted and reflected recorded
time-dependent fields, the reflection coefficierasacalculated. The study was carried
out by surrounding the computational domain withe fidifferent humbers of total

UPML cells, 2, 5, 10, 15 and 20 respectively. Thtamed reflection coefficients are

illustrated in figure 4.3.

62



Chapter 4 Numerical Assessmei8ugfgested MRTD

e
% 1[]1'3. ............ ............. ..... ,..,.-""M# ............ -
73 ? . : : : :
E 1[]1'7. ............ .............. ........ P LT OO SO OO POOPUOOS SOPSOPTPTE NP J
@ i 7
8 : 7
= 10" e B e -
o A
Iy
% 1[]1'5. ....... .f...f .............................................................................................................. -
/o : :
“ |\,
14 : : : : : : : :
1[] { L K 1 1 1 L i i
2 4 6 8 10 12 14 16 18 20

No. Of Cells in UPML

Figure 4.3 Effect of no. of UPML cells on the retien coefficient

As may be observed from figure 4.3, the reflectomefficients obtained are about -
25dB, -40dB, -61dB, -71dB, and -78 dB respectivélycan be noted from obtained
results that the UPML is affected mainly by thel sede and the minimum reflection is
achieved when the number of UPML cells is equélGand therefore is considered for

the rest of the simulations in this research study.

4.3 Study the Numerical Convergence of MRTD

Having established the effectiveness in terms aogitions of the proposed UPML
scheme, this UPML scheme is then employed in catijpm with the MRTD technique
for analysis of optical microcavity ring to studyet numerical convergence of MRTD
method which in turn emphasis the validation of tigchnique. The single MRR whose

schematic diagram is shown if figure 4.4, with caidthw = 0.3 um, ring diametet =
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5 um, gap sizg = 218 nm, and core and cladding refractive indimes...= 3.2 and

Nclag= 1 respectively.

a1
.........
.........

Figure 4.4 Schematic diagram of a microcavity niagonator excited with a Gaussian pulse at

1.5 um in order to study the convergence of MRTBegte

In order to cover the frequency range of interastE Gaussian pulse with parameter
fixed totp = 80fsand To= 20 fswith central frequency of 200THZ4 = &/ fo=1.5uM)
has been injected in the input waveguide.

As shown in figure 4.4, a different cross-secti@tedtor is placed at the source section
of the input waveguide (A) in order to record timag-domain variation of the incident
field; another one is located inside the ring redon(C), one-quarter of the way around

from the input waveguide, in order to investigdte toupling efficiency. By means of
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fast Fourier Transform (FFT) of the time-dependéetds, the poynting vectors
densities along cross-section A, and B have betmuleted and used to evaluate the

coupling coefficients; between input waveguide and ring as:-

K = (4.2)

The coupling efficiency provides an estimation oiwhmuch power is coupled into and
from the cavity. In order to estimate about 99%hef full modal power, the integration
for the power densities is carried out along aaeghat is three times bigger that the
core width of the waveguide. In figure 4.5, the muital convergence of MRTD
method is studied for calculating the coupling aincy from WG1 and the ring
resonatok,, for four values ofA, equal to 13.60nm, 21.8nm, 27.25nm, and 30nm

respectively.

6 L] L] L] L] L] L] L] | |
———A=13.60nm
® A=21.80nm
; A A=27.26nm §
g I‘ 4 A=30Nnm
moal e -
g’ ,\y@,
e
& 3r K\;‘ I
S ERY
o LS
£ > 3
_Q. 2- *i T
3 *
) g *
1}F l‘*ﬂwﬁ:‘-*;&--g .;

L L L L L L [ L L
q75 180 185 190 195 200 205 210 215 220
Frequency (THz)

Figure 4.5 Coupling Efficienc;’l(l as a function of frequency with different meshasgf = 218

nm and 5um-diameter ring of Fig. 4.4

65



Chapter 4 Numerical Assessmei8ugfgested MRTD

In order to determine the coupling efficiency oé tMRR, the simulation needs to be
terminated before the field inside the ring comgats first round-trip. As it can be seen
from figure 4.5, due to very small deviation foetthree cases and thus are hard to be
distinguished. This simulation results reveal tremmproperty of the MRTD technique
and its ability to reduce the expense in the coatprial domain by allowing the use of
coarser grid resolution. Therefore, for the resthef simulations in this research study,
usingA = 27.25 nm is considered to be the best choiderims of low computational
burden and saving CPU running time. Figure 4.6 shtve electric field pattern in
different time intervals, once the pulse has bedaly inserted, the frequencies that can
resonate inside the ring are coupled to W@&résonance ) via the ring, while the
others ¢ff-resonance) will carry on propagating along WG1liluetaches the UPML
edge in the longitudinal directior)( At this point, it rapidly reduces to negligible

values showing that the UPML boundary conditiorfgrenance stably and rigorously.

Figure 4.6 Visualization of snapshots in time of MP-computed Ey field of a pulse circulati

around a 5 um-diameter ring of Fig. 4.4 witlr 27.25 nm and = 218nm
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4.4 Assessment of MRTD against FDTD Method

The coupling efficiency between the input/outpgight bus waveguide and the ring
resonator plays a very important role in determamabf the MRR performance [10],
and can be controlled by several parameters suaflapswidthg, coupling length,
diameter of the ringl, and waveguide widtlv [86]. For further assessment of MRTD
scheme, the same MRR presented in figure 4.4 & use

The variation of coupling coefficient from WG1 arttle ring resonatok,; with

frequency wherf = 200THz andd = 5um is calculated for three different valuesgof
equal to 0.191um, 0.218um, and 0.245 pum respegtiviéie results are shown and

compared in figure 4.7 to those obtained on theesstnucture when the FDTD is used.

6 . : . . r T T T L]
_ — FDTD(4= 13.60nm(g6])
~~g=0.191 pm
» o MRTD(a= 27.25nm
g=0.218 pm ( )

¢~ g=0.245 um

n
T

HCS

Coupling Coefficients, K, (%)
M [ %)

—
T

195 200 205 210 215 220
Frequency (THz)

975 180 185 190
Figure 4.7 Variation of the coupling coefficientsttwfrequency and gap sizg, using bott
MRTD and FDTD methods for straight waveguide codpte 5 pm-diameter ring

microcavity.

67



Chapter 4 Numerical Assessmei8ugfgested MRTD

It can be observed the excellent agreement betwle=results reported here using
MRTD and their counterparts reported in [86] udiigTD approach. As noted from this
figure, MRTD is accurate for the analysis of thiass of devices. With the intention of
emphasis the validation of the suggested technitiigegxecution times of developed
MRTD is compared with the one obtained with the owrcial software Full-Wave
based on FDTD for the same structure. The exectitives of MRTD and conventional

FDTD are then compared in Table 4.1.

Table 4.1 comparisons between MRTD and FDTD in sesfrcomputational time

Method | A (nm) | Run Time (mints

MRTD 27.25 77

FDTD 13.60 129

From table 4.1, it is evident that, allowing thesieaize to be about half the one adopted
by FDTD, MRTD scheme can achieve same level of raoyuwhile the overall smaller
execution time (by factor of approximately 2) igueed. The possibility of saving CPU
running time makes the MRTD an efficient alternatimumerical scheme to the

commonly used FDTD for the design of MRR structures

4.5 Summary

This chapter has presented a detailed numerica@sss®ent of MRTD scheme in
conjunction with UPML boundary condition. The assasnt was firstly performed on a
planar waveguide with emphasis on investigatingetifiect of the number of cells used
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for the UPML structure. Since the suggested UPMk baen assessed on optical
waveguide, it will be used in the design and analgé MRRs. Next, the developed
MRTD code has been tested for MRR. A number of &tians have been carried out
with a variety of mesh size in order to investigéte numerical convergence of MRTD.
From this simulation results, MRTD provides highherical precision without the strict
limitation on the space discretisation. After that,comparison was made between
conventional FDTD and the newly suggested MRTDemmts of coupling coefficient. It
was found that the newly suggested MRTD outperfothes conventional FDTD by
allowing bigger mesh size. Since the newly developRTD has been assessed on
different optical devices, it will be used in thesthn and analysis of MRRs in more
detalil in the following chapters, where in chagtee single microcavity ring resonator
devices are presented, and in chapter six doublgooavity ring resonators are

investigated.
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5.1 Introduction

In the recent years, the research has dedicated gttention to develop optical fibre
networks to support the increasing bandwidth demainfl many applications.
Wavelength division multiplexing is found to be yeattractive and promising for
increasing the bandwidth of installed and futuréiaap fibre system in point-to-point
transmission links. Since optical filters are keyvides for WDM systems, this chapter
proposes to investigate a compact optical filtethveidd/drop ability without changing
the signal quality using semiconductor optical MRRs

In this chapter, the developed MRTD code has bessd uo analyse the MRRs,
exploring the effect of different structural paraere on both coupled and transmitted

power.

5.2 Design Considerations of Optical Microcavity Rig Resonators

5.2.1 Introduction

Recently, optical MRRs based on high-index-contmaaveguides gained increasing
attention because of their potential as buildireck$ for optical wavelength filters [15,

22, 35, 81 77], optical switches [105], opticalters [20], all the way to optical sensors
[21], and optical logic gates [101, 89]. The cortie@mal low-index-contrast waveguides
have the advantages of showing low propagation [lb3s On the other hand, since a
very large bend radius is required to achieve & fifficiency bend, MRRs based on
such waveguide involve a very large radius for dlesign of the circular waveguide

which builds the ring.

As a result, the overall size of the ring resonasoincreased while the free spectral
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range (FSR) which is inversely proportional to themeter of the ring is limited [12].
Research efforts have been directed towards degjgréw structures to achieve a wide
FSR without decreasing the diameter of the ring.

Different approaches in literature including doubiey resonators and triple-ring
resonators [12], [65, 94]. Thanks to the recentaades in material technology and
fabrication techniques, MRRs with physical dimensiocomparable to optical
wavelength have been made possible to be fabrigathdegligible bending loss [12].
The requirement of achieving higher performancefddure of optical communication
devices, as well as computing and signal processiegices to complement or
competitively replace their microelectronic couptats in integrated circuits, make it
essential that novel optical microstructures bdaegd. High FSR, high extinction ratio,
small size, and selectivity of coupling to the autports are considered as figure of
merit defining the good performance of this kindstuctures [12]. In this chapter, the
MRTD scheme is proposed here for the first timghwbest of the author’s knowledge
for the analysis of MRRs.

In this chapter is to provide a detailed study dRRMgeometry parameters as coupling
gap size, microring radius of curvature, and waisgwvidth, in order to predict and

optimise the device performance.

5.2.2 Coupling Characteristics of MRRs
The coupling efficiency between input/output sthdidpus waveguides and the ring
resonator plays a very important role in the deieation of the MRR performance [7,

12, 13, 88], and can be controlled by several patara such as gap widgy coupling
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length, diameter of the rindj and waveguide widtiv [110, 78].
By means of MRTD technique, the performance of MRRsterms of coupling
efficiency will be discussed in this section. A tdionensional coupled microcavity ring

resonator surrounded by air with diametdr and refractive index contrast
An=n?-n2/2n? 0045, wherenge andngaq are the refractive index of the core and

cladding respectively, is coupled to parallel gfindiwaveguidesWG1andWG2 with
core widthw, to represent input and output couplers respdygtias shown in figure 5.1.
The structure is discretised with square c&lks 27.25 nm while the time step is fixed at
At = 9.0896x107"®s. All the results for the coupled and transmitpesver are obtained
by injecting a source-field along the x-directiompdulated at wavelength 1500 nm and

20 fs wide Gaussian pulse. The source-field isrga®[82]

_(t-4Tg)?

E,(z,t) = Ex, (e ™ sin(z/]nct) (5.1)

0

where E;¢ corresponds to the fundamentad, mode profile of the input waveguide; T

is the width of the Gaussian pulse angid chosen to be 20 fs aad= 1.5um is the
central wavelength. Reference points are chosédiffatent locations in the structure at

which the time variation of the field at each pastecorded.
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Figure 5.1 Schematic diagram of the MRR of diand = 5pm and widthw = 0.3um

As shown in figure 5.1, different cross-sectionegéirs are strategically placed in the
structure: the first cross-section detector is giaat the source section of the input
waveguide (A) in order to record the time-domainmiatéon of the incident field, a
second detector is inserted at the output se¢Byrso as to record the time-domain
variation of the transmitted field, another onelosated inside the ring resonator (C),
one-quarter of the way around from the input waidguin order to investigate the
resonance process around the ring and evaluatatipéing efficiency.

The last cross section detector is placed at tipubsection of the second waveguide
(D) to record the time-domain of the dropped fig.means of Fast Fourier Transform

(FFT) of the time-dependent fields, the Poyntingtee densities along cross-section A,
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C, and D have been calculated and used to evahmtupling coefficients;, between
input/output waveguide and the ring as:-

The Coupling Power from each coupler (P,,,q) -
K, =
' The Input Power to the same coupler (P, ) (-2)

The coupling efficiency provides an estimation oiwhmuch power is coupled into and
from the cavity. In order to estimate about 99%hef full modal power, the integration

for the power densities is carried out along aaedhat is three times bigger than the
core width of the waveguide. The structure in fegbrl is designed to drop an optical

signal to port D if proper phase matching conditist [21]
Ng 71d = m A (5.3)

where 4 represents the signal wavelength inside the mediwn is the effective
refractive index of the medium.

When a defined spectral range is injected as aspthe frequencies that can resonate
inside the ring are coupled to WG2 (on-resonanse)caia the ring, while the others,
for which the relation (5.3) is not satisfied, gaon propagating inside WG1 and can be

found in output at port B (off-resonance case).

5.2.2.1 Influence of separation distance on the cpling and transmission efficiency
The idea in this section is to investigate theaftd change in the separation distarge,
on the coupling performance using MRTD. The vaomatof coupling coefficient from
WG1 and the ring resonatas, with frequency wheifp = 200THz,w = wg= 0.3um and
d = 5um is calculated for three different valuesgyfequal to 0.191m, 0.21&m, and

0.245um respectively. In order to calculate the couplefficiency of the MRR, the
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simulation needs to be terminated before the fietide the ring completes its first
round-trip. The results are shown and compareyuré 5.2 to the coupling coefficients
from the ring to WG2x, on the same structure.

6 T

g=0.191um

g=0.218pm

Coupling Coefficients {%)

?75 200 225
Frequency (THz)

Figure 5.2 Variation of the coupling coefficiemtith frequency and gap size, in both side of
5um-MRR (w=w=0.3 um)

The results from this figure is summarisedffer200 THz { = 1.5um) in Table 5.1.
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Table 5.1 Summery of coupling coefficients for itiputput couplers at=1.5um for different

gap size

MRTD

g (Um) K1 () K2 (%)

0.191 2.85 2.807
0.218 1.58 1.470
0.245 0.894 0.859

The comparison betweery and k, demonstrates that the symmetry property of the
input/output coupling process is satisfied. Thisgarty will play an essential role in
achieving both good transmission and large extinctatio. Next, figure 5.3 presents

coupling and the transmission coefficients variatioth the gap widths far = 1.5um.

0.8

e
-~

o
[-1]
T

&
-y
T

Coupling Coefficients, Ky
[=] =
(2 (3]

[—]
[4)]
Transmission Coefficients, 1

o
[0

1 = 1 = L - o — =Y %
150 200 250 300 35
Gap Width (nm)

0 50 100

Figure 5.3 MRTD-computed coupling and transmissioefficients as function of the gap width
for ring diameted = 5um atA=1.5um (w = wg = 0.3um).
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As figure 5.2 and figure 5.3 suggest that whengaje size is increased, the amount of
power coupled to the ring resonator rapidly de@sashile the transmitted power
increases. At fixed gap size, the coupling efficiealso significantly decreases towards

higher frequencies as a result of the correspornidergased effective gap size.

5.2.2.2 Influence of the waveguide width on the cpling efficiency

Following, the influence of waveguide width on cbng efficiency is considered here.
In this case, the variation of coupling coefficié&mm WG1 and the ring resonatat,
with frequency wherfy = 200THz,g = 191 nm andd = 5um is calculated for five
different values ofw, equal to 0.20m, 0.2lum, 0.24m, 0.27um, and 0.30m

respectively. Figure 5.4 shows the variation ofptimg efficiency with the waveguide

width.
0.22‘ | | | | | | | | L} 2.85
0z
\\ A= 1_5 I-l-m -2.8
0.18F ¢d=5pm
\\ g=191 nm 4275
n 016} \
< N
&2 <427
2
& 0.14
S 01 fo65 G
g =
= Q.
g 426
O 008
<255
0.08 -
-
-
0.0 "‘--..,__-.-‘-‘ =25

00 L L L L L L L L L 45
%.2 0.21 022 0.23 0.24 025 0.28 0.27 0.28 0.29 0.3
Waveguide Width (um)

Figure 5.4 Variation of coupling coefficients antfeetive refractive index as function of
waveguide width for ring diametér= 5um, g = 191nm af. = 1.5um
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It is clear that the increase of waveguide widthl ¥&ad in turn to increase in the
effective refractive index Thus, the modes in thaight waveguide and the curved
waveguide which form the ring are not well phasdemed. Therefore, the coupled
power decreases.

Figure 5.5 shows the effect of symmetrical chargfdsoth ring and straight waveguide
width on the coupling efficiency. As evident frongdre 5.4, the effective refractive
index is a function of the waveguide width. Thus tlee waveguide widttv andwg are
increased, the cross coupling between the straightguide and the bent waveguide
which builds the ring decreases. Moreover, the @hagsmatch between the straight
waveguide and the ring resonator can be improveddaycing the width of the

waveguide which in turn lead to increasing the tiogpcoefficients.

60 | | | L] L] L] L] L] L]
=-W=0.20pum

50 --W=0.21pm
——W=0.24pm

408 ——W=0.27um |

—&—W/=0.30pm

Coupling Coefficients, 1c1(%)

?75 200 225
Frequency (THz)

Figure 5.5 MRTD-computed coupling coefficients asdtion of frequency and waveguide
width (w = wg) for ring diameted = 5um, g = 191nm ak = 1.5um
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Due to strong optical confinement of the wavegutte,separation distance between the
input/output straight waveguide and the cavity isetm be very narrow in order to
accomplish the required level of coupling strengthkey step in the direction of
practical production and commercialisation of théseices is the development of a new
design that is probably capable of alleviating tequirement for such narrow gap.
Following, the structure is modified to improve tplase matching condition and
eliminates high-order mode components that canroietbe field in the cavity. This is
assumed to be achieved by reducing the width oktiteeght waveguide while keeping
the ring waveguide. A comprehensive study of caupicoefficients variations with
frequency and gap size is presented in figure Sa@nwthe width of the straight

waveguides and the ring waveguide are 0.2 and Q.8ggpectively.

6 L L] L L] L L] L 1 L
-6-g=0.27um
-8-9=0.29um

SF ——g=0.30pm

o

[t

Coupling Coefficients, K_1(o/o)
[ 2]

—

200 225
Frequency (THz)

37
L4

Figure5.6 MRTD-computed coupling coefficients andiion of frequency and gap sigefor
5um- diameter ring W = 0.2um, wg= 0.3um)
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The results from these simulations prove the pa@katlvantage in allowing wider air

gap while providing the desired coupling level.

5.2.2.3 Influence of the ring size on the couplingfficiency

For further study, the consequence of the ring simethe coupling efficiency is
examined in figure 5.7. The variation of couplingefficient from WG1 and the ring
resonatork;, with ring diameter is computed at= 1.5um for three different values of
g, equal to 0.191m, 0.21&m, and 0.24pm respectively. In this case, the value of both

straight and bent waveguide width is chosen to.Bgu.

—6—-g=0.191pum
=8-¢=0.218um
——g=0.245um

[2)]

=9

Coupling Coefficients, 1<1(%)

2
e el
— = —
1’__—’——"07 _
05 6 7 8 9 10

Ring Diameter (um)

Figure5.7MRTD-computed coupling coefficients as function of ridigmeterd, and gap sizg

atA = 1.5um (W= wg = 0.3um)
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It can be seen that the coupling coefficients@alty depends on the ring diameter. The
amount of power coupled to the ring resonator igpittreases when the ring diameter
is increased. This can be explained as a resuhlieotorresponding increased effective
gap size. Although the coupling coefficients inseavhile increasing the ring diameter,
the interaction length for the larger diameter riggtill short to avoid the back coupling

from the ring to straight waveguide.

5.2.3 Transmission Characteristics of MRRs

The transmission at port B for a 5um-diameter MRBRconsidered. The results are
obtained using developed MRTD scheme and compaittdmRTD results for the same
ring as presented in [86]. In this case the caatgt the straight waveguides have a core
of widthw =wr= 0.3um, and the separation distancgis 0.245um. The single mode
of the input waveguide is lunched with a sourcédfedong thex-direction, modulated at
wavelength 1500 nm and 20 fs wide Gaussian pulse.r&sponse of this resonator is

scanned over frequency range 185 - 211 THz.

5.2.3.1 Extraction of the Resonance Wavelengths
The power density calculated at port B and norradli® the one at the input port A is
shown in figure 5.8. In order to calculate the srartance of the MRR, the simulation

needs to be run until the energy in the cavityddexjuately died down.
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Figure 5.8 MRTI[-computed transmittance of 5-diameter microcavity ring resonatw = wg

=0.3um).

From this figure, the localised resonance peakb®MRR are derived. In Table 5.2, a
comparison between these results and once obt#inedgh FDTD analysis in [86] is

shown.

Table 5.2 Numerical values for selected resonarmeslgngths of MMR. The calculations with
MRTD and FDTD (as taken from Table 1 in [86]) avethe MRR with Parameters
d = 5pum andw = 0.3um.

Resonance wavelengtiigs (Lm)

Present 1.42585 1.46771 1.51209 1.55925 1.61080

Ref [86] 1.42798 1.47015 1.51488 1.56244 1.61310
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It is found that results are in good agreement wétiation below 1%. Following, the
orrresonance case of a continuous wave injected atle@gth ofAes= 1611.17 nm is
computed. The resulting sinusoidal steady-statd fieofile is shown in figure 5.9. As it
can be seen, the most of the energy has switch®d@2 by means of the resonance

coupling process and is collected in output at port

-
{

T
“unm‘i‘

Normalised Amplitude [a.u]

Figure 5.9 Sinusoidal steady-state of the fieldrithistion in 5um-diameter microcavity ring
resonator on-resonance case at 186.3THz.
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Similarly, theoff-resonance case for a continuous wave at wavelerigths= 1597.44
nm is carried out and shown in figure 5.10. In tbése, the figure shows that no
coupling between WGL1 and the ring has occurredtlansl nearly 100% of the signal is

transmitted at output in port B.

T

o
{

L

MNormalised Amplitude [a.u]
]

Figure 5.10 Sinusoidal stee-state of the field distribution in 5.-diameter microcavity rin
resonator off-resonance case at 187.8THz.
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5.2.3.2 Calculation of Free Spectral Range

A micrometric size waveguides exhibit significamspersion and due to the localised
resonance wavelengths that are spaced far apargftbctive index will be varied at
each resonance wavelength. In the vicinity of 16858 a typical result is revealed in

figure 5.11.

28

279 d=5um, w=w_=0.3um

n

" 278
277}
276}
275}

274F

Effective Refractive Index

2.73F

1 1 1 L L 1 1
1480 1800 1620 1540 1860 1680 1600

Resonance Wavelenghts {(nm)

L L
1440 1460

Figure 5.11 Effective index of 5um-diameter micnita ring resonator as a function of
wavelength (w = w= 0.3um).

From this figure, it is obvious that the effectixefractive index is basically a linear,
decreasing function of resonance wavelength. Th@mtian of resonance wavelength

with corresponding wave number is illustrated gufie 5.12.
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Figure 5.12 Free spectral range of 5um-diameteratawity ring resonator as a function of

mode number (w = W= 0.3um).

It may be observed that the entity of FSR decreasdke wavelength decreases due to
the large dispersion effect of the waveguide. Bekaviour agrees with results obtained
in [86]. The finesses is calculating by forming tlagio of free spectral range, FSR, to
the width of the resonance,, at the half-power points and is found to be range

between 117 and 162.
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5.2.3.3 Calculation of Q-Factor
The quality factor (Q) of the thresonance is calculated straight from the power

spectrum presented in figure 5.5 and shown in édut 3.
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Figure 5.13 Variation of Quality factor and couplinoefficients with resonance frequency of

5um-diameter microcavity ring resonator (w g w0.31um)

These rely on only the coupling efficiency whichcaases significantly at higher
frequencies, the quality factor conversely shonldease [12], it is clearly observed for
the first two resonance (m=25,26). However, them @hfalls at the higher frequency

resonances duo to side walls roughness that ctrosg scattering at high frequencies.
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5.3  Summary

In this chapter, the MRTD scheme, based on scdiingtions from CDF family of
order (2, 4) is successfully applied to the nuna@rianalysis of microcavity ring
resonator coupled to single-mode waveguides. Agpire conjunction with UPML
scheme for the rigorous truncation of the compotati window, the technique has
proven good level of accuracy in determining theptimg coefficients and resonance
behaviour of this device. While a coarse grid nesoh compared to FDTD technique is
allowed. Numerical simulation performed on a higbex-contrast microcavity ring
resonator showed improved computational efficienfythe presented approach by
allowing the mesh size to be about half that of BDBeing suitable accurate and
efficient numerical analysis of this kind of devickIRTD has been adopted to
investigate how to optimise structure parametarsh s gap width, waveguide width,
and ring diameter, in order to obtain the desiraagpting coefficients.

Microcavity ring resonator devices have provenite lup to expectations with high
potential, especially in optical regime. Here, tlvegre used to design and implement
WDM devices and in order to achieve high perforngandouble-ring resonator

configuration will be discussed in the next chapter
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6.1 Introduction

In this chapter, the MRTD approach based on thamsipn in terms of only scaling
function (S-MRTD) is extended for modelling doubllag resonator based on high-
index-contrast. In the passive microring resonattitre coupling coefficients, and the
resonant-mode quality factor and the rejectionoradiepend very much on the
characteristics of the coupled microring. The asialyis mainly focused on the
extraction of resonance modes where the effeciffgrent parameters of the structure
on transmitted and coupled power is investigatdéwe dim of this chapter is to explore
the feasibility of employing a parallel-cascadeduldle-microcavity ring resonator
(PDMRR) to realise high performance in terms oécépn ratio without compromising
the quality factor. Parameters such as gap sizelistahce between the rings have been

varied and useful concepts for the design of MR&Rdarived.

6.2 Simulation Results

The first structure analysed is the single MRR veheshematic diagram is shown in
figure 6.1, with ring diameted = 3.4um, and core and cladding refractive indices o
Neore= 3.2 and p= 1, respectively. The structure is discretised auniform mesh with
cell size 0.02725 um and is terminated by 545 nrMURb absorb the reflected power.
So as to ensure the single-mode propagation at aBb@vavelength the width of the

waveguidew is chosen to be 0.3um.
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Figure 6.1 Schematic diagram of th-D single MRR of diameted = 3.4um coupled to tw
straight waveguides wherg,d = 3.2, 3 = 1 and widthw = 0.3um.

As shown in figure 6.1, the reference points ateellad as A, B, and C in order to
record the time domain variation of incident, trawtsed, and reflected fields. By means
of Fast Fourier Transform (FFT) of the recordedetidependent fields, the coupled
power at port C and the transmitted power at powr8 calculated by dividing the
coupled and transmitted spectra by incident powepaat A. in order to cover the
frequency range of interest, all the results fa transmitted and reflected power are
performed by lunching the structure with a Gausgaise modulated in time by a
sinusoidal function with the shape of the fundarakmtode profile of the waveguide as

[82]
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_(t_to)2

E,(zt)=E (z)e ™ sin(27t) (6.1)

whereEy(z) represent the fundamental mode profile of the \gaide, § and T are the
time delay and time width of the Gaussian pulsediat 80fs and 20fs respectively, and

f is the central frequency which is set to be 2004z 1.5um).

6.2.1 Influence of air gap width on the coupling at Quality factor

The effect of the gap sizg,on coupled powek;, andQ is shown in figure 6.2.
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Figure 6.2 Variation of coupling coefficienté and Quality factoQ with gap widthg at 1503
nm
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It is apparent that the variation @fhas significant effect on both the value<péndx.

In particular, when the gap size increase, the laoyipcoefficient of the different
resonance modes decreases as a smaller fractipowadr is exchanged between ring
and waveguide, whereas the valu€ahcreases.

The results in figure 6.2 suggest that by usingliemgap size, the coupling coefficient
can be enhanced in order to reduce the losseg icathty and improve the performance
in terms of transmission. However, at smaller valoé gap size, the confinement of
field inside the ring is also affected and as alteke quality factor is lowered. For this
reason, an optimum value of a gap size need tatefuily chosen in order to achieve
both reasonable high quality factor and couplingfiicients within the desirable range.
According to figure 6.2, a good compromise can dieeved when choosing= 218nm

when the values of andQ are 1.024 % and 3098 respectively.

6.2.2 Transmission characteristics of 3.4 pum-diamets MRR

The transmission at port B for a 3.4um-diameter MiBRonsidered. The results are
obtained using developed MRTD scheme. In this dasecavity and the straight
waveguides have a core of widthm.3um, and the separation distanceis 218 nm.

The response of this resonator is scanned ovendrexy range 180 - 220 THz.

6.2.2.1 Extraction of the Resonance Wavelengths amdrresponding Q-factor
The transmission at port B for 3.4 pm-diameter andg = 218 nm is considered. The
measured transmission spectrum of the single-riegpmator around 1550 nm is

presented in figure 6.3.
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Figure 6.3 Transmission for 1.7-um-radius single RMRoupled to straight 0.3-um-wide
waveguides

From this figure, the localised resonance wavelesigind corresponding quality factor

are listed in Table 6.1

Table 6.1 Resonance data from figure 6.3 fouBMdiameter MRR and/ = 0.3um

m F (THz) Are(NM) Q

18 181.2 1655.62 1295
19 190.3 1576.45 1455
20 199.4 1504.51 3098
21 208.5 1438.84 2937
22 217.6 1378.67 3680

The quality factor of the fhresonance is calculated directly from the spectasnthe

95



Chapter 6 MRTD Analysis 6f\WRR Based on High-Index-Contrast Waveguide

ratio of the resonance wavelengthe{) to the width of the resonance pea¥.ty at

half-power.

6.2.2.2 Calculation of Free Spectral Range
The variation of resonance wavelength with corregjpy coupling coefficients and

wave number is illustrated in figure 6.4.
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Figure 6.4 Variation of mode number and couplingfficients with resonance wavelength of
3.4-pm-diameter MRRW = 0.3um)

It may be observed that the coupling coefficiengmificantly increase towards higher
wavelength as a result of the corresponding deertreseffective refractive index. The
free spectral range which is defined as the spabigtgveen two adjacent resonant

wavelengths ranges from 60 nm to 80 nm. Due tmgtdemand of WDM applications
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requiring single-channel selectivity and a high temof channels in the transparency

range of optical fibre, the FSR needs to be latigan 30nm.

6.2.2.3 Influence of air gap width on Extinction raio

The extinction ratio, also called on/off ratio, repent the ratio of the transmitted power
to the not transmitted power. As can be seen figord 6.5, the rejection ratio can be
altered by varying the gap size.
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Figure 6.5 Variation of rejection ratio with gapdih at A,.s = 1566 nm of 3.4-um-diameter
MRR (w = 0.3um)

Adopting a smaller gap size could improve the t&ecratio related to a specific
resonance mode and minimise the cross talk [10lvever, a small gap size brings also
the resonance field to be less strongly confineitlanthe Ring, decreasing the quality

factor. In some applications such as biomedicat@snwhere extremely narrow dips of
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transmitted intensity in the frequency spectrunreguired, the quality factor of the
cavity needs to be high enough [21]. Thereforegroter to increase the rejection ratio,
without compromising the performance in terms ogéldgy factor, a double parallel

MRR (PDMRR) is suggested.

6.3 Simulation Results of PDMRR

The structure, shown in figure 6.6, consists of tig resonators centred between two
straight waveguides. The structure parameterstasen as following: the diameter of
the two rings isd = 3.4um, core and cladding have refractive indmfes;qe= 3.2 and
ng = 1, respectively, the width of the ring and sthaigyaveguides igv = 0.3um, and gap

width (g1 = g2) between the outer ring and straight waveguisiset to be 218nm.

nm=3 2 IW

n.;|=1

nm=3 2

3

Figure 6.6 Schematic diagrarof the 2-D PDMRR of diameteid = 3.4um coupled to tw
straight waveguides wherg,= 3.2, ;= 1 and widthy = 0.3um (A = 10um).
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The structure is excited in the same manner aseirsingle ring case. The distance from
centre to centre of the two rings is set to 10 um. The transmission characteristics

obtained from the analysed PDMRR is shown in fighui®

Normalized Transmission {dB)
o
1

_3 1 L 1 L L 1 [ ]
t‘.IjEIO 185 190 195 200 205 210 215 220
Frequency (THz)

Figure 6.7 Transmission for -um-radius PDMRR coupled to straight -pm-wide

waveguides with\ = 10 um

The localised resonance wavelength is extracted thadquality factor of the th
resonance is calculated directly from the spectfollowing the same procedure as in

the single ring case. The numerical results atedig) Table 6.2.
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Table 6.2 resonance data from figure 6.7 fory®nddiameter PDMRR and = 0.3um

m F (THz) AredNM) Q

18 181.2 1655.62 1242
19 190.3 1576.45 1312
20 1994 1504.51 2819
21 208.5 1438.84 3284
22 217.6 1378.67 3666

As shown in this table, if compared to the singl&RIcase, no significant change is
revealed in terms of quality factor, whereas thdinekon ratio at the resonant
wavelengths is approximately 20 dB.

Figure 6.8 shows the electric field pattern recdrds results of the simulation. The
PDMRR is excited with a sinusoidal continuous wavevavelength 1655.62 nm (180.2

THz) until the steady state is reached.
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Figure 6.8 Sinusoidal steac-state amplitude distributed in -um-radius PDMRR coupled 1

straight 0.3-um-wide waveguides with= 10 pm: on-resonance case at 1655.62nm

As it can be seen in this figure, being the sodireguency one of the resonance modes
of the structure, nearly 100% of the power is shatt to the cavities and from them
coupled to the other waveguide (on-resonance case).

In the same manner, the steady state E-field ispated for the case off-resonance at
wavelength 1615.50 nm (185.7THz) and the resufigld pattern is illustrated in figure

6.9.
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-
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400 O

Figure 6. Sinusoidal steac-state amplitude disbuted in 1.-pmr-radius PDMRR coupled 1
straight 0.3-um-wide waveguides with = 10 um: off-resonance case at 1615.50

nm

As shown in this figure, no coupling occurred betwehe input waveguide and the

cavities and nearly 100% of the signal is transditit port B.

6.3.1 Influence of air gap width on the coupling ad Quality factor

The effect of changes in the gap size between fopydut waveguides and the ring is
considered focusing in particular on quality factbwo types of changes ok andg,
are discussed. In the first case, both gap sizesidantically changedg{ = g2 =
245nm), while in the second one they are asymnadiyivaried ¢, = 245nm andy, =
191 nm). The distance between two rings is sé&t $010 um in both simulations. Figure

6.10 show the numerical result obtained from the tases of symmetrical gaps and
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asymmetrical gaps on quality factor.
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Figure 6.10  Variation of Quality fact@ with frequency for symmetric and asymmetric gap
size g, and g, for 1.7-um-radius PDMRR coupled to straight 0.3-wide
waveguides with\ = 10 um

From figure 6.10, it can be noted that as expedtedyoth cases, the Quality factor
increases at the highest frequencies where theingugefficients is lower. However,
comparing the two curves obtained, it can be undedsthat by allowing a smaller gap
sizeg;, the amount of power coupled to and from the rilsggarying compared to the
symmetric gap case, and thus, the quality factahis case has degraded. While the
increase of quality factor towards high frequenagesot as much dramatic as gy =

245nm.
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6.3.2 Influence of air gap width on the coupling ad rejection ratio

The consequence of alters in the gap size betwsgmit/output waveguides and the ring
is considered spotlighting in particular on rejentiratio. Two kinds of changes gif
andg are discussed. In the first case, both gap sizglantically changedy{= g2 =
245nm), while in the second one they are asymnadliyivaried ¢; = 245nm andy, =
191 nm). The distance between two rings from cetatreentre is set td = 10 pm in

both simulations. The comparison between thesestnatures in terms of rejection

ratio is reported in figure 6.11.
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Figure 6.11 Variation of rejection ratio with freency for symmetric and asymmetric gap size

g: andg, for 1.7-um-radius PDMRR coupled to straight 0.3-wide waveguides
with A =10 um

Figure 6.11 shows the numerical result obtainehftioe two cases of symmetrical gaps

and asymmetrical gaps on rejection ratio. From filgisre, it is clear that the choice of
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asymmetrical gap size leads to an improved rejectatio over all the resonance modes
in the considered range. It can also be noted tthiatimprovement is particularly
significant for the lowest frequencies with an gase of about 60% compared to the

symmetrical gap size case.

6.4 Summary

In this chapter, optical microcavity ring resonatbased on high-index-contrast
waveguide has been analysed by using MRTD fornardtased on CDF (2, 4) scaling
function and rigorous UPML boundary conditions. Tdygproach has proved a good
level of accuracy in extracting and studying theoreance behaviour of this structure.
The optimisation of a number of important paranstarcluding coupling coefficients,
quality factor, and rejection ratio has been diseds A high-order structure consisting
of a two ring resonators in parallel with centrstaihce of 10 um has shown interesting
potential in increasing the on-off ratio wheresitdesirable to minimise the cross talk of
the device. Furthermore, by using asymmetric gapssithe rejection ratio of the device
has significantly increased of about 60 %, compaiedhe best result as in the

symmetric gap size case.
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7.1 Introduction

In recent years, a great deal of research hasdestinated to optical slotted waveguides
as they were found to be very attractive and promgifor future of modern photonic

devices. The devices include optical microring negors separating two waveguides
such that input signals propagate along the inpaveguide, couple into the ring

resonator and then sent to output waveguide, fidaicewavelengths, at selected output
port. The improved numerical accuracy provided bR scheme is successfully
applied to the analysis of slotted ring resonattwsthis type of structures, coupling

coefficients and resonant mode quality factor ddpeary much on the geometrical
characteristics of the coupled microring. The dffgfcdifferent parameters such as slot
position, slot width, and slot filling material omhe resonance modes and

transmitted/coupled power is thoroughly investidate

7.2 Background

The single microring resonator is one of the magbartant building blocks for more
complicated nano-waveguide based structures wtaohsapport slow light operations,
[26, 40, 49, 59, 69, 85]. These structures cordigteriodic spaced resonators with or
without inter-coupling, such as single-channel sidepled integrated spaced sequence
of resonators (SCISSOR), double channel SCISSORsraer-coupled resonators [6,
21, 22, 35, 41 50]. Thanks to the recent advancesaiterial technology and fabrication
techniques, MRRs with physical dimensions compardbl optical wavelength have
been made possible to be fabricated with neglidgieleding loss [10, 79]. Particularly,

MRRs based on high-index-contrast material systesush as Si/Si@or Si/air, has
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enabled the implementation of highly integratedtphi@ structures [10, 102]. In these
structures, the light tends to be strongly confiaed guided within the core region by
means of total internal reflection [84].

However, despite the high-index contrast betweea aad cladding, the guiding within
the core region can still be problematic for somppligaations. For instance, two-photon
absorption in silicon at very high optical interestmay cause high optical losses [60].
Recently work proposed by Almeida et al. shows thatuse of slotted waveguide for
all-optical data processing such as all-opticaltgvas is one of the most promising
applications of this new design technology [103].

It is known that in a slotted waveguide, the elatiagnetic field can be guided and
strongly confined inside nanometric-scale regionowf refractive index. This property
stems from the discontinuity of the normal compdr@nelectric field across material
interference. Thus, strong field can significariityost the resonance field enhancement
[53].

Thus, slotted waveguide and slotted resonator sygstge expected to play vital role in
developing a novel platform for high-performanctegrated optics. Due to the nature of
this research, and the many attributes of slottedveguides in channelling
electromagnetic waves, this slotted waveguides teen heavily investigated for the
purpose of designing, modelling, and simulatingtsiwng devices that are highly

efficient in transmission and tightly compact irsidm.
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7.3 Slotted Ring Resonator Cavity

7.3.1 SMRR filled with SiO;

The two-channel ring resonator based on slottedegaide filled with SiQ whose
schematic diagram is shown in figure 7.1, with riigmeterd = 5um and total width

Wtota| :709 nm.

Figure 7.1 Schematic diagram of theD single SMRR of diameted = 5um filled with SiG,

coupled to two straight waveguides whegg.r 3.2, Ria=1, and go= 1.47

The core is made of silicon with refractive indéxg,.= 3.2 and is micro-structured to
exhibit a slot of widthwg,; with refractive index g,=1.47. The SMRR is coupled to two
identical straight silicon waveguides that age= 0.3 um wide. The minimum separation
distance between the two bus waveguides and tigeresonator ig = 0.245 um. The

entire device is placed in an air background. Thecture is discretised into a uniform
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mesh with cell size\x = A, = A = 27.25 nm and is terminated by 20-cell UPML to
absorb the reflected powerdn order to cover the spectrum of interest in jose-go

simulation, the structure is excited with a Gaussmilse modulated in time by a
sinusoidal function with the shape of the fundarakentode profile of the waveguide as

[82]

E, (z,t) = E,(2)e” ™) sin(27#t) (7.1)

where Eo(z) represents the fundamental mode profile of theegaide, § and T are

the time delay and the time width of the Gaussialse fixed at 80 fs and 20 fs
respectively, and fis the central frequency whschket at 200 THZ\(= 1.5um).

As shown in Fig. 7.1, different cross-sections enesen in order to record the time
domain variation of incident, transmitted, andeeféd fields. By means of Fast Fourier
Transform (FFT) of the recoded time-dependent $ietie coupled powd?, and the
transmitted power {Rare calculated by dividing the coupled and trattgaispectra by

incident power R.

7.3.1.1 Influence of slot width and slot positionmthe coupling efficiency
In this section, the effect of changes in the plmtition on the coupling performance of
the entire resonator is presented for three typehanges of slot position as shown in

figure 7.2.
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Figure 7.2 From left to right, the slot position corresponditggn=0.7, n=0.5, andn=0.4

respectively filled with Si@

The slot’s location in the ring is expressed bydsgmmetry parametet, such that the

inner width of high-index ring layer ipw and that of outer high-index ring layer is (1-

n)w, wherew = Wigta- Wsiot.

Firstly, the variation of coupling efficiency, with frequency for different slot positions

and widthswgot, IS shown in figure7.3.
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Figure 7.3 Variation of coupling coefficientswith frequency and slot width for three different

SiO, slot positions of SMRR.
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From figure 7.3, it can be seen that the couplingfficients which determine the
amount of power coupled to/from the ring resonaie quite sensitive to the slot
position within the ring. This can be explainedaa®sult of the corresponding increase
or decrease of the effective refractive index whe&ch function in the waveguide width.
It can be also noted that the influence of the #hitknesswgo on the coupling
efficiency is rather small over wide range fromt8QL30 nm for all studied widths, and
therefore, its value has been fixed at 130 nm gjnout the rest of the thesim
addition, at fixed slot position, the coupling ef@incy is significantly decreased towards
higher frequencies. With the purpose of achieviagdgtransmission characteristics and
large extinction ratio, the amount of power cougliorm the input waveguide to the
slotted ring resonator should be equal to the amoupower coupled form slotted ring
to the output waveguide. Therefore, the variatidntlee coupling coefficients is

considered for different slot position as showifigare 7.4.
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Figure 7.4 Variation of coupling coefficientswith frequency and slot width for three different
SiO; slot positions of SMRR.
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The result obtained in figure 7.4 reveals that swtmynproperty of the input/output
coupling process is fulfilled. A conventional wayihcrease the resonance effect inside
the conventional MRR is to increase the distand¢edxen ring and coupled waveguides
towards higher values af or reducing the ring waveguide width [103]. Howevieom
figure 7.4, it can be seen that the use of a slatnfiguration allows varying of the

coupling coefficient in the range of interest byratg acting on the slot positian

7.3.1.2 Influence of slot position on the spectraésponse

For every MRR-based structure, an increase in theplmg coefficient causes the
resonance field to be less strongly confined intheering, decreasing the quality factor.
Suitable coupling coefficients therefore, can besem as a compromise between
transmittivity andQ-factor. In order to understand how the dependeric® on the
coupling coefficient differs in the slotted confrgtions compared to the conventional
MRR case, the transmission at throughout port fi, SSMRR for different slot

positions is considered here.
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Figure 7.5Spectral transmission for 5-um-radius sSgvtted ring resonator for different slot

position.

The measured transmission spectrum of the sloitegl nresonator filled with SiO2
around: = 1.55um is presented in figure 7.5. From this Figure,ldualised resonance
wavelengths, and quality fact@y are calculated and listed in Table 7.1. The qualit
factor of the i resonance is calculated directly from the spectasnthe ratio of the

resonant wavelengtiLf) to the width of the resonance peék)(at half-power.
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Table 7.1 Resonance data from figure 7.5 for SMiR&fwith SiO,, g = 0.245um

Ares(NM) 1629.54 1576.45 1523.611478.56 1434.72

n=0.4 Q 2671 3505 3809 3996 983

Ares(NM) 1620.74 1569.03 1519.75 47420 1430.61

n=0.5 2133 4241 3897 4914 333

Ares(NM) 1614.63 1562.50 1513.621467.71 1425.17

n=0.7 Q 4892 5388 504 4892 5278

As shown in Table 7.1, there is change in the rasoa positions, here defined as the
wavelengths corresponding to the maxima in thestratted and dropped power. It can
also be seen that the use of a slotted configuratibed with SiO2, allows varying the
coupling coefficient and the quality factor at gveesonance frequency in the range of
interest by merely acting on the slot positipn

It should be noted that the effective refractivéer will be different at each resonance
wavelength. This is due to the resonance modes $onall ring cavity which are spaced
far apart [65]. These are clearly shown in figui@ where a number of important results
can be observed. Firstly, as the slot position ghaneach resonance is shifted towards
shorter wavelength. Secondly, the wavelength deeseavith the effective refractive

index and the FSR decreases as the wavelengthadesre
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Figure 7.6 Free spectral range of 5um-diametes Siotted microcavity ring resonator as a

function of effective refractive index and slot pims

7.3.1.3 Influence of slot position on the finesses

The finesse is calculating by forming the ratiofrefe spectral range, FSR, to the width

of the resonance),, at the half-power points. Table 7.2 compare thege of the

obtained finesses for each slot position.

Table 7.2 the calculated finesses for different gtsition of SMRR filled with Si@Q g = 0.245

um

Slot Position

Range of Finess

n=0.7

142-180

68-152

87-132

e
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It is clear that the finesses can be altered byingrthe position of the slot inside the
ring and according Table 7.2 high finesses can dieeged forn = 0.7 where the
finesses ranges between 142 and 180.

The variation of the finesses with the intensitieruation coefficients of the ring is

illustrated in figure 7.7.
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Figure 7.7  Variation of finesses with the ity attenuation coefficients for three different
slot positions of SIQSMRR.

From this figure, it can be seen that the finesserahses as the intensity attenuation
coefficients of the ring increases. This can belarpd by the higher internal losses

associated with each round trip inside the ring.
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7.3.1.4 Influence of slot position on the inner caulation factor

Next, the variation of inner circulation factor withe intensity attenuation coefficients
of the ring is considered here. The performanceims of inner circulation factor, as
shown in figure 7.8, clearly indicates that at igntensity attenuation coefficients, the
inner circulation factor rapidly decrease whichium lead to increase the internal losses

inside the ring.
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Figure 7.8 Variation of inner circulation facteith the intensity attenuation coefficients for
three different slot positions of SMRR filled wiBiO,

Again, high inner circulation factor can be accoistptd forn = 0.7 which means lower

internal losses.
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7.3.2 SMRR filled with Air
In the second test, the slot position again varped,this time, the material filling the

slot ring was changed to be air instead of,2i®shown in figure 7.9.

Figure 7.9 From left to right, the slot positionrasponding ton=0.7, n=0.5, andn=0.4
respectively filled with air

Again, the ring diameted = 5um and total width W, = 0.709 um. The core is made
of silicon with refractive index ofg.= 3.2 and is micro-structured to exhibit a slot of
width W o; with refractive index g = 1. The slotted ring is sandwiched between two
identical straight silicon waveguidesw$= 0.3 pum wide.

The minimum separation distance between the two Wageguides and the ring
resonator ig = 0.245 um. The entire device is placed in an adkiground as illustrated
in figure 7.10. The structure is discretised in #@me manner as explained in the
previous section. Then, the same Gaussian pulsailated in time by a sinusoidal
function with the shape of the fundamental moddilerof the waveguide was inserted

into structure.
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Figure 7.1t Schematicdiagram of the -D single SMRR of diameted=5um filled with air

coupled to two straight waveguides whegg.a 3.2, Riagea= 1, and o= 1

7.3.2.1 Influence of slot position on the couplingnd transmission efficiency
In this section, the consequence of altering tbe@bsition on coupled and transmitted
power of the entire resonator is presented foetbffit slot positiony = 0.7,n = 0.5, and

n = 0.4 respectively.
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Figure 7.11 Variation of coupling and transmissicoefficients with frequency for three

different air slot positions of SMRR.

Figure 7.11 shows the performance, which is in geoh coupling and transmission
efficiency, clearly indicates that at higher freqaes, the amount of power coupled to

the ring resonator rapidly decrease while the tratted power increases.

7.3.2.2 Influence of slot position on the spectraésponse

The optimisation approach taken in this study wealtthe slot with a material in order
to better trap photons and enhance controllindighgwave. Air slotted ring resonator
was introduced so as to optimise the efficiencyhef structure in terms of ratio of the

output signal Pto input signal R.

121



Chapter 7 SMRRs

ﬂ
=
1]
o
-]

0.5
S gfEtE 190 195 200 205 210
&
E 1 T T -T
@ ] n=0.5
©
~ 05}
<
ﬁ L L L L L
E t’?Etﬁ 190 195 200 205 210
o
Z 1 . . . -
n=0.4
0.5
t‘?Etﬁ 190 195 200 205 210
Frequency (THz)

Figure 7.12Spectral transmission for 5-um-radius air slotiad resonator for different slot

position.

The measured transmission spectrum of the sloitedresonator filled with air around
A = 1.55um is presented in figure 7.12. From this Figures tbcalised resonance
wavelengths, and quality fact@y are calculated and listed in Table 7.3. The qualit
factor of the i resonance is calculated directly from the spectasnthe ratio of the

resonant wavelengtiL{) to the width of the resonance peék)(at half-power.
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Table 7.3 Resonance data from figure 7.12 for SMiR&RI with air, g =0.245um

Ares(NM) 1620.74 1566.57 1517.451471.31 1427.89

n=0.4 Q 4156 4747 4598 4204 106

hes(hM) | 161550  1563.31  1515.91 46986  1427.21

n=0.5 2785 4343 4890 5069 4904

Ares(NM) 1613.77 1561.68 1513.621466.94 1424.50

n=0.7 Q 5043 9577 5219 5059 794

As shown in Table 7.3, there is also altering & tesonance positions. In addition, the
use of a slotted configuration, filled with airlcals varying the coupling coefficient and

the quality factor at every resonance frequenajérange of interest by merely acting
on the slot position.

The variation of resonance wavelength with comesiing effective refractive index is

illustrated in figure 7.13.
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Figure 7.1: Free spectral range 5ur-diameter air slotted microcavity ring reson as a

function of effective refractive index and slot fiims

It may be observed that the entity of FSR decreasethe wavelength decreases, the

FSR also significantly decreases towards highecéffe refractive index.

7.3.2.3 Influence of slot position on the finesses
The ratio of the two preceding quantities and messuhe separation between the
resonance dips is considered here. Table 7.4 centparrange of the calculated ratio

for each position.
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Table 7.4 the calculated finesses for different plusition of SMRR filled with airg = 0.245

um

Slot Position | Range of Finesse

n=0.7 146-193
n=0.5 90-159
n=0.4 124-164

From Table 7.4, it is observed that at all slotisiion there is substantial improvements
on finesses and optimum value is achievedifor 0.7 where the finesses ranges

between 146 and 193.
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Figure 7.14 shows the variation of the finesseh wie intensity attenuation coefficients

of the ring.
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Figure 7.14 Variation of finesses with the intepsittenuation coefficients for three different
slot positions of air SMRR.

It can be seen from this figure that the finessereieses as result of increasing of the
intensity attenuation coefficients of the ring dwveroundtrip internal losses inside the

ring.

126



Chapter 7 SMRRs

7.3.2.4 Influence of slot position on the inner caulation factor
Figure 7.15 demonstrates the performance, whiah tisrms of inner circulation factor;
obviously indicates that at higher intensity at@imn coefficients, the inner circulation

factor rapidly decrease which in turn lead to iasesthe internal losses inside the ring.
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7.3.2.5 Influence of slot position on the number aftored bits inside the ring

The variation number of stored bits with couplirficeency for SMMR filled with SiQ

is shown in figure 7.16 where the number of stdiéslin the SMRR is calculated using
[1]

2 - k7
8 1In( 2) (7.2)

where k is the coupling efficiency between the input wavdg and the ring.
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slot positions of SMRR filled with air

The variation number of stored bits with coupliriiceency for SMMR filled with air is

shown in figure 7.16.

It is apparent that for @dllues of coupling coefficients at

resonance, the number of stored bits ranges bet:8606 and 0.3607 and found to be

in excellent agreement with the desired value wiyghcally equal to 0.36 as reported

in [1]. This result gives clear indication that @glelements based on this kind of

resonators can play a significant role in quantuamputing and optical signal

processing which call for the need of efficient wolked delay elements with large

characteristics storage time.

Table 7.5 below holds direct comparison between tlatee structures and their

performance in terms of finesses and quality factor
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Table 7.5 Microcavity ring resonator structure parfance comparison

Structure Quiality Factor at 1425 nm Range of Fieess
Ring Resonator without slot 4008 117-162
Slotted ring resonator fillec 5278 142-180
with Si0, (n=0.7)
Slotted ring resonator filled 6475 146-193
with Air (n=0.7)

From Table 7.5, it is observed that new desigm, ittdudes the inserted slot filled with

air, is the optimum design, suppressing the othherdompetitive designs.

7.4 Summary

A new optical microcavity ring resonator with a glim slot has been proposed to
improve the performance in terms of coupling e#fi@y, finesses and quality factor.

Since the variation of coupling efficiency, finessthe internal losses, the quality factor,
and the number of stored bits inside the ring whih slot design specifications, such as
width, position, and material of the slot, has b#ewoughly investigated and compared.
The S-MRTD has been employed to analyse and omithes performance of a new ring

resonator based on slot waveguides. Results haealesl that the slotted configurations
allow for an increased quality factor at fixed gajgze between central ring and

input/output waveguides. Moreover, the desired comse between the coupling

efficiency and resonance effect inside the ring loarachieved by mere optimisation of
the slot geometrical characteristics. It has beemahstrated that higher improved

performance can be achieved by introducing sub-lgagéh slot to the waveguide

constricting the ring.
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Chapter 8
Optical Delay Lines Based on Slotted

Microcavity Ring Resonators
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8.1Introduction

Having established the effectiveness in terms apting efficiency, finesse, and quality
factors of the SMRR configuration, this structusethen used as building block for a
new optical delay line. Firstly, in this chapteretfundamental principles of slotted-
coupled-resonator optical waveguide (SCROW) delag are investigated, then two
different designs for SCROW optical delay lines aresented and their performance is

analysed and compared to the case of conventioRé&t Belay line.

8.2 Overview of Optical Delay Lines

The progress in integrated optical technology mgpiicantly have an effect on the

future rate of development of optical networks.rfliag out the process of buffering via
electronics can lead to bottlenecks in high-spe#ta networks [30, 37]. Thus, optical

buffering and storage can open new era in futdremlcal packet- switched networks

and computer systems to prevent traffic contenf®0j. Optical delay lines play an

essential role in avoiding traffic contention pewtarly when multiple packets are

simultaneously destined for the same output p@t §]. Different schemes have been
proposed in order to construct on-chip delays:inguthe data along waveguides of
differing length, and exploiting group-delay effedéh microresonators. Recent years
have seen spectacular progress in development tabpulse delays based on
integrated optic cavities such as microrings, ndigks, and photonic crystals

microcavities.

In this context, Yanilet al, have revealed that dynamic tuning proceduregssential

to stop light pulses [63-64]. The design they psmabis based on photonic crystal
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coupled microcavities. However, it involves the émyment of many microcavities
which are bulky and can lead to minimise the lefehtegration of optical devices [42,
43, 63, 64, 91, 92, 111].

Recently published work has shown excellent corsparof three on-chip optical delay
devices: an all pass filter (APF) with cascade ®fi8g resonators, a coupled-resonator
optical waveguide (CROW) consisting of 100 ringorestors, and a simple non-
resonant 4 cm waveguide delay line [30]. In thispter, slotted miocrocavity ring
resonators are employed to propose novel desigiptidal delay lines. Due to the E-
field discontinuity across material interferenc&yIRRs are capable of supporting
strongly confined light within low-refractive indexnaterials by means of TIR
mechanism at a level that cannot be accomplishedsbyg conventional waveguides

[103].

8.3 Coupled Resonator Optical Waveguide Structuredesign Principles

The optical resonators are found to be ideal platffor storing light in physical small

sizes. In particular, serial coupled microresorsataray offer a new scheme for
controlling the group velocity of optical pulsesdgompact way on a chip [45].

The architecture of CROW incorporating an arraydwéctly coupled ring resonators
with the same geometrical length place betweenbuswaveguides as shown in Fig.

8.1.
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Figure 8.1 Schematic diagram of CROW

Input light pulses propagate in microring CROWS togans of coupling between
neighbouring resonators and spend the most of tivae circulating within each
resonator, consequently large group delay can besd. The general characteristics
of the CROWSs such as dispersion relation and bémdtare can be described by the
coupling between the adjacent resonators and ibpsitwaveguides, the FSR, and the
Q-factor. The performance of the CROWSs can be tdteprimly by the parameters that
set the resonators [45].

In order to design CROW based on MRRs, it is essetat understand and control the
coupling of light between the MRRs and input andpati bus waveguides. When a
chain of directly coupled ring resonators are cedgb linear waveguides which serve
as input/output ports, the system behaves likebfenand frequency dependent time
delay. Pooret al, successfully presented in [45] theoretical frammk model used to
analysis coupled resonator optical waveguides usiagsfer matrix method. These

accurate analytical formulas are found to be védidany kind of resonators. When
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looking at this expression from a coupling effia@grpoint of view, these formulas are
function of coupling coefficients which can be edited numerically by one of accurate
existing numerical techniques.

As described in [45], in the limit of weak couplirgi< 1, the dispersion relation can be

derived as

_alis KL
w(K) = Q{li mﬂcos(K/\) (8.1)

whereQ is the resonance frequency of an uncoupled resomatadians per second, K
is the Bloch wave vector\ is the periodicity of the structure, n&*(n.# R/C) is the
azimuthal modal numbeR is the ring radius; is the velocity of light in vacuunmg¢ is
the effective refractive index of the ring. The nmaxm of group velocity at the centre
of the CROW transmission band whereQ and KA=77/2can be calculated using the
following formula [45]

clx |A

oD R, @)

(8.2)

The delay time of a pulse propagate through CROW etermined at the centre of
CROW band by distance traversed in the CROW andjthbep velocity which can be
expressed by the following equation [45]

aneff(Q) N 1
c = |«

ry = (8.3)

where N is the number of the rings.
It is obvious from equation 8.3 that the CROW parfe as customary waveguide with

group velocity c/gs but with effective length of [45]
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cr N1
Leff = = ﬂRz e (84)

The quality that describes the ratio of the gro@oeity in free space to the group
velocity in CROW is the slowing factor, S which daadetermined by [45]

— nneff (Q)

So 2 |

(8.5)

The total loss from the input to the output of GROW can be obtained by the
following equation [45]

N1

atot :aLi::L —2|KI|

(8.6)

whereal is the intensity attenuation coefficient of theg ,L is the ring circumference,
expg . is the net power attenuation coefficients of CROMId exp" is the power
attenuation in the waveguide of the constituermmators.

The quantitative benchmark to determine the qualitp delay line is called figure of

merit (FOM) and can be expressed as [45]

(8.7)

8.4 Newly Suggested Coupled Resonator Optical Wawgde Structures

To enhance the performance of the suggested steu@unew design is proposed and
shown in Fig. 8.2. In order to promote the elealriteld confinement and improve the
resonance effects, micrometric-scale low-index slohserted into the bent waveguide

build the ring.

135



Chapter 8 Optical Delaines Based on SMRRs

] Through

"]

Wiotar

l

Werot
X
Input Z Dro
d P ~‘[—p P d

WS WS

Figure 8.2 Schematic diagram of proposed SCROW

The main advantage of this slotted configuratioth& the coupling coefficients can be
controlled by simply engineering the slot microrifidgne slotted microcavity resonating
at resonance frequencies is able to trap thesedrmips from the primary waveguide
where they can take some time propagating withencdivity by means of TIR and then
drop them into secondary waveguide. In particubgrchaining a row of side-coupled
resonators instead only one, the delay efficienithe shown to be greatly improved.

A preliminary study of SCROW is carried out in thigesis to investigate numerically
the resonance frequency and the coupling efficiesfcthe wave travelling across the
slotted ring waveguide. This work carried out heses the S-MRTD technique to
simulate single stage of SCROW (N = 1). Assuming toupling coefficients are

identical between other rings, the numerically otdd coupling coefficients for the
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SMRRs applied to the mathematical derivations desdrin the previous section to

predict the performance of suggested delay lines.

8.5 SCROW Performance

The structure is selected to enable direct compaudetween the design results in this
work and those in [45]. The frequency range ofredgeincludes wavelengths aroune
1.55um. Thus, the SCROW structure that consista séquence of directly coupled
slotted microcavity ring resonator whose schemiatishown in Fig. 8.2 is considered.
Each microring of diameted = 5 pm and widthwieie = 709 nm is made of silicon
(refractive index gye= 3.2) and is micro-structured to exhibit a slowadlith wgo =130
nm. These slotted ring resonators are coupled to imkentical straight silicon
waveguides (refractive index.g = 3.2) that arews; = 0.3 pm wide. The minimal
separation between the bus waveguides and theigrsgs to by = 245 nm. The entire
device is placed in air background (refractive indg = 1).

Based on the results obtained in chapter 7, busd that a good compromise between
coupling efficiency and quality factor can be fidfd for SMRR positioned aj = 0.7.
Therefore, the design issue of slowing light anddmng delay lines with SCROWSs at

= 0.7 is addressed here for the first time, toltbest of the author’'s knowledge, for two

different materials filling the slot which are Sié@nd air respectively.
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8.5.1 SCROW Filled with SiG

Figure 8.3 presents the variation of coupling dogdihts with the resonance wavelength
in the SCROW configuration where Si@® used to fill the slots ang= 0.7. The work
carried out here employs the S-MRTD techniquenwuate single stage of SCROW (N
=1).
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Figure 8.3 Variation of coupling coefficienis with resonant wavelengthes atn = 0.7 for
SCROW filled with SiQwhere N =1

It is clear that the amount of coupled power abmesice rapidly increases towards
higher wavelengths. It can be seen from this figilnva the percentage of coupling
ranges between 0.54% and 1.38 %.

Next, figure 8.4 shows the variation of maximum wgrovelocity as a function of
resonant wavelength. It can be seen that at higisemant wavelengths, the maximum

group velocity is maximised while it decreases @wdr resonance, this is due to
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increased coupled efficiency occurring at high nesw wavelengths.
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Figure 8.4 Variation of group velocity with resanavavelength\s atn = 0.7 for SCROW
filled with SiO,

From this figure, it can be seen that the maximuwug velocity ranges between

2917x10°m/s and 9062x10°m/s.
Inversely, as shown in figure 8.5, the slowing éaatecreases rapidly at high resonant

wavelengths as it is expected for higher valuesoapling efficiency.
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Figure 8.5 Variation of slowing factor with resohamavelength),.s atn = 0.7 for SCROW
filled with SiO,

From figure 8.5, the slowing factor is found toibehe ranges from 331 to 1029.

Final results in terms of delay time are givenigufe 8.6 where the variation of delay
time with required coupling coefficients is conset® in different SCROW
configurations for which the number of rings is madry from a minimum of 4 to a

maximum of 16.
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Figure 8.6 Variation of delay time with couplingfielency for different N atn = 0.7 for
SCROW filled with SiQ

Figure 8.6 suggests that, when the number of imgwxreased, the amount of obtained
delay time rapidly increases. At fixed number afgsts, the delay time also significantly

decreases when higher coupling efficiency are athw

8.5.2 SCROW filled with Air
Figure 8.7 shows the MRTD results obtained from3hem-diameter slotted microring

resonator with the same position investigated gufé 8.3. Aty = 0.7 when the slot is

filled with air and N = 1.
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Figure 8.7 Variation of coupling coefficieniswith resonant wavelength.s atn = 0.7 for
SCROW filled with air

Compared to the SMRR filled with Si@reviously considered, the SMRR filled with
air shows slightly lower coupling efficiency at éid resonance frequency with values in

the rangeD.5% < k < 135%.

Carrying on the analysis, the maximum group vejyoe#rsus resonant wavelength is

reported in figure 8.8. It can be seen that theimam group velocity ranges between

2666x10°>m/s and 8905x10°m/s in the frequency window of interest.
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Figure 8.8 Variation of group velocity with resohamavelengthi,.s atn = 0.7 for SCROW
filled with air

Next, figure 8.9 shows the variation of slowingttacwith the resonant wavelength. It

shows that the slowing factor decreases in the t@gbnant wavelengths.
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Figure 8.9 Variation of slowing factor with resohamavelength),.s atn = 0.7 for SCROW

filled with air

From figure 8.9, the slowing factor is found in ttenge from 337 to 1125 which is
slightly increased if compared to the case of,Sil@d SCROW at fixed frequencies.
Then, the variation of delay time of SCROW with phug coefficients for different

number of resonators is shown in figure 8.10.
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Figure 8.10 Variation of delay time with couplinffigency for different N atn = 0.7 for
SCROW filled with Air

This figure shows the delay time variation for drffnt coupling coefficients and
number of stages taken in the SCROW. Similarlhtodase of Sigfilled SCROW.
Figure 8.10 suggests that, when the number of nsgscreased, the amount of delay
time rapidly increases. Comparing the two casediftérent slot materials, it can be
noted that at fixed values of N amd the SCROW filled with air allows for slightly
higher delay times.

Table 8.1 below holds a direct comparison of 1M®mesors delay line composed of

various types of resonators in different materystesm at 1.55 pm.
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Table 8.1 comparison of CROW delay lines consistiiiy = 10 resonators

=

Resonator Type R R(um) k(%) Q Netloss Delay FOI
(dB)  (ps)

SMRR filled with SiQ 2908 25 1.38 4892 35 55 1.248
SMRR filled with Air 2895 25 1.35 5043 34 56 1.256
[1I-V semiconductor 3 10 1 5000 33 31 1.30¢
MRR [ 43, 81]

As evidenced by the comparison in Table 8.1, appbo requirements, such as
acceptable losses, and material system, dictatesyfie of resonator that will be the
most suitable. In order to achieve long delay withimo much attenuation, resonators
with high quality factor are required. Thereforegrh Table 8.1, it is observed that the
proposed design, based on air slot ring resonatatperforms the counterpart designs,
including the structure reported in [43], [81], atmrefore it is identifies as optimum

design for the desired purposes.

8.6 Summary

This chapter has presented an overview of opticdhyd lines based on optical
microcavity ring resonators, with a detailed lodkdalay line parameters. A number of
key issues in designing delay lines have been addde After that, the chapter
explained the specific case of implementing slotted resonators for optical delay
lines. Coupling efficiency of the SMRRs has beemairically investigated by 2D S-
MRTD. The group velocity, slowing factor, and deliape have been determined by
analytical expressions that are rigorously employedanalyse and optimise the

performance of optical delay lines based on suctigaration. After that, a comparison
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was made between conventional delay lines and nsudgested optical delay lines in
terms of achievable delay time, losses, and figdin@erit. It was found that the newly
suggested optical delay line based on slotted nésgnators can achieve higher delay

time with overall smaller ring size while keepifgetsame level of losses.
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Chapter 9
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9.1Conclusion

This thesis has addressed MRTD computational modellmd) gesign of micro- and
nano-scale integrated optical devices. Particulamigarocavity ring resonators for the
potential of high-density integration with othergbbnic devices. The primary objectives
of this research were to develop and refine MRTQodlhms for modelling the
electrodynamics of optical materials and structurasd to put into practice these
technigues to the emerging class of microcavityabes/

During the course of this research, MRTD formulagi®based on UPML approach were
developed for modelling microcavity ring resonatoRigorous validations of this
algorithm have demonstrated the potential for haghuracy of this model over large
bandwidth. This thesis presented detailed MRTD rioderesults for micarocavity
ring resonators, and discussed the key design mheasnand tradeoffs that were
identified consequently of these modelling invedtilgns. The MRTD approach proved
to be much more accurate in modelling the MRR th@n previously used FDTD
approach. Finally, the comparison between diffedat and non slot configurations
within the microcavity illustrated the advantage thie slotted ring structure for
providing higher performance of coupled -resonatatical waveguide structures which

are found to be useful in designing optical delagd.

Future Research Directions
Since the introduction of MRRs in 1969, researcherse never stopped to seek for new
analytical and numerical tools to allow a bettederstanding and the accurate design of

these structures. Even though the work in thisdfieas allowed for the design and
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analysis of MRRs based devices, there is much rfwynmprovement, and there are

many stones which have been left unturned. Foammtst, waveguide losses and ring
losses have to be technologically improved in otderealise more complex functions

and devices. Although, plenty of technologicapstare being tackled, the complexity
of the devices increases and the design and ckasation of the devices need more
attention. For this reason, accurate tools predjdine behaviour of complex devices are
of particular interest to come to grips with thesenplexities with many parameters and
design choices.

In this thesis, microcavity ring resonators andajglication to optical communications

have been studied and analysed thoroughly. Thenmeahce of the MRRs is mainly

determined by coupling efficiency, and propagatmss inside the microring resonator.

Consequently, simulation tools that can be emplaoyextder to perform a more realistic

analysis and describe the field propagation actfeby the out-of-plane losses have to
be available.

In the case of lateral coupling scheme, the cogpdifficiency can be estimated in the
context of the effective index method by reducinaveguide problems from 3D to 2D

and then calculate the field overlap between thdamo the bus waveguide and the ring.
Therefore, fully 3D MRTD is necessary to investeglie nature of the process in more
realistic way that can enable improved optimisatdérihe design of MRRs and allow

better comparison with experimental data.

It is clear the MRRs will play groundbreaking ratefuture optical signal processing

and computing. However, owing to their small spacale that involves expensive

fabrication processes, a small number of thosecdsvihave been realised. The
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prohibitive costs of these fabrication processesmshed research efforts be directed
towards creating innovative, comprehensive, andurate numerical tools for the
analysis and design of such devices which can septea solid foundation for the
growth of photonics. Therefore, adding scaling/vetvén the expansion of the field.
MRTD can offer great potential to build time ancep adaptive codes where the level
of resolution in time and space dramatically change
Another possible direction is to investigate thatfiees and properties of MRRs in
nonlinear materials that can be basic building kddor nonlinear components. This is
can be achieved by adapting the MRTD code at harmtder to cope with nonlinear
phenomena such as dispersion within the field.
The aims and milestone set at the beginning ofgtogect have been met, and the main
contributions to knowledge generated in this wak be summarised as follows
* Become thoroughly familiar with the MRTD numeriaalodelling technique
and developed numerical technique for implementiagy fine resolution in
time and in space, successfully implemented thethinvthe MRTD method,
and made full assessment of its performance.
» Created novel design MRRs for the purpose of opticanmunication.
» Carried out the analysis of MRRs based slottedegaides.
» Offered new highly competitive and highly effictetesigns of optical delay

lines based slotted ring resonators.
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Appendix A

A.1 Maxwell’'s Equations

Maxwell’'s equations are a powerful tool to accouior the propagating
electromagnetic waves in dielectric media and, artipular, in MRRs devices. There
are mainly four electromagnetic field vectors thgdvern the electromagnetic
phenomena. These four electromagnetic vectors idesthe relationship between
electric and magnetic fields that are function athbposition r [m] and time t [s] [38]. In

their differential form, Maxwell’s equations for Eptopagating are written as:-

OXE = -—+ M (A1)
at

Sy 29D, (A.2)
dt

0.D = p (A.3)

O0.B =0 (A.4)

whereE is the vectorial electric field, in V/nH is the vectorial magnetic field, in A/m,
D is the electric flux density, in CoulfAyB is magnetic flux density, in Wb/mM is the
(fictitious) equivalent magnetic current density, \// n?, J is the current density, in
AIm?, p is the free charge density, in Couf/m

The physical background behind theses equatiotigisaccording to (A.1) the origin of

the electrical field vortices[{XE) is the time-dependent change of magnetic field

(‘a%t). At the same time as (A.2), the magnetic fieldtices (% H ) can be either

time-dependent change of the electric flux denéﬁ%t) or a result of the current
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density in the materialy.

In order for a linear, homogeneous, and isotropediomm, the following constitutive

relations are written

B = 4 H (A.5)
D = ¢ E (A.6)
J =0 E (A7)

M =o"H (A-8)

where € is the dielectric permittivity, in F/m, pn is theagnetic permeability of the
medium, in H/mc is the electric conductivity, in S/me, is the equivalent magnetic
loss, inQ/m.

By handling equations (A.1) and (A.2), the follogisystem of six scalar equations in
Cartesian coordinate are obtained from Maxwell'uatipns for electromagnetic

propagation theory, as expressed below:-

0E, _1(0H, oOH,
X — z _ —OE .
ot 5( dy 0z Xj (A.9)
OB, _1(0H, oH,_ (A.10)
ot el 0z 0Ox Y
OE, _1(0H, oH, o, (A.11)
o0 & ox oy
oH, _1(0E, OE, . (A.12)
t=— -—+-0H,
ot u\ oz oy
oH, _ 1(6EZ oE, . j (A.13)
=— - -0 H
ot  u\ ox 0z Y

154



Appendices

oH _1[05 0E, . J (A.14)
2= XV _g'H,
ot u
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Appendix B

B.1 Introduction to Method of Moment (MoM)
Like any numerical techniques based on method ahemis, MRTD can be derived
with applying specific expansion and testing fuoctf109]. The idea behind method of

moments is to represent the unknown functioh(x,t)as a sum of unknown
coefficients, a, multiplied by known basis functions,,. The unknown coefficients can

be calculated using a system of equations thaeveldped by choosing a number of

testing functionsw, that is equal to the number of unknown coefficieRtsr instance, in

1D problem if:-

f (x)= ob(x) (B.1)
0 X

where f(x) represent unknown function arix) is known function.

Thus the function in (B.1) is expanded as following

f(x,t)= ZN: a,c,(x) (B2)
=0
By means of inner product,
(W, 1) = {w,,0) = [w, (x)f (x)dx (B.3)
A system of linear equations can be created as
a(w,c) a,(w,c,) ay(w,cy) (b
a(w,,c) a2<Q2,c2> ay (w,,Cy) _ <w2.,b'> (B.4)
a(wy,c) a,{w,.c,) ay(wy.cy)| | (wy.b)
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Solving these equations lead to determining unknoeefficientsa, . It is obvious from

(B.4) that the matrix becomes diagonal when thdofohg property for testing

functions holds
(@ni€o)= O (85)
So that each coefficient can be calculated as
a, = {w,,b") (B.6)
The base function can also be used as testingidunithe following holds
(@ @y )= 84, (B.7)

This technique is called Galerkin’s procedure.
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Appendix C

C.1 Updated MRTD Technique

By means of Galerkin’s method, the MRTD update &quoa can be calculated with
wavelet discretisation of electric and magnetitdBe The MRTD update equations are
evaluated by localising the coefficients in timel @pace, using the time basis functions

and scaling/wavelet functions respectively.

C.2 Approximation in time: testing with pulse functions

MRTD update in time is performed by testing witle time basis functions that give the
localization of the expansion coefficients in tinfTéus, in order to construct explicit
scheme in MRTD, the pulse functions, whose timevdéves lead to two Dirac Delta
functions placed at the edges of the pulse as showigure C.1, are used as time

expansion coefficient [74]

on L (1) D
AP J(t — (i +1)Atj—o'(t—(i -E)Atj
ot 2 2

The time derivatives of the pulse functions thatrfdhe time discretisation are Delta

series as depicted by top line of figure C.1.
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IR S
N Y A A A
(T T T T 17

0 1 2 G earann n n+1 N+2 .oneen N N+1

Figure C.1 Representation of the derivative of lthsis functions in time wheh are pulses

functions

From Maxwell's equations, the coefficients of D daB) are located at time staep At
the same time as B (and H) coefficients are locatéuine stem+1/2. The expansion of

the E-field in time is expressed by [74]
E(F,t)zZN: hi(t)iE(F) (€.2)
i=0

where | E (r ) is the wavelet/scaling discretisation in spacdirae stepi, hi(t) is
testing pulse functions as shown in figure C.1.

Similarly, B-field can be expressed as [74]

B(F,t)ZiZ: h . () . 8

(C.3)
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where 1B(F) is the wavelet/scaling discretisation in spacénag tstep i+1/2.

i+
2
Assuming no magnetic loss, equation (A.12) carebeitten as

B, _(9E, QE, (C.4)
ot | oz oy

By performing the inner product to equation C.4hwt(t)

ho9B\ /L 0E, OE, (C.5)
T " 9z oy

Taking the following expressions into account

<hi (t)E (F't)>:i e (Fat (C.6)
RO

2
The following formula is obtained

,B,(r)- .B (F)=At[aiEy(F)_ "IEZ(F)] (C.8)

i+ -2 0z oy

Subsequently, the updated termB, (F) is obtained
i+

El) aiEz(F)] (C.9)

0z oy

It is clear from (C.9) that the new field componBgtat i+1/2 is dependently calculated

from the value at previous time step at i-1/2.
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C.3 Approximation in space: testing with scaling/waelet functions

In 3D space, the basis functions are separabletifunsc expressed ag(x)V(y)V(z)

r
where V represents eithe|¢I scaling functions, orw"PwaveIet functions, with

I'=1,].Kas directional index in the three space directiofise approximation of

derivatives in space domain can be performed byyaygptesting functions through the

time differentiated functions in (C.9).

For practical purposes, the discretisation of tieédfis required to be represented in

vectorial notation that is a generalised form foy vavelet basis [19]. Therefore, all the

wavelet/scaling coefficients are expressed as

1Bk =
W1

The vectoryV, represents wavelet/scaling function is introduagdollows

1
n+=
2

X,00¢4
! B
"2
X.yp¢
el B i k.00
2
x.9py
nad 1K Taxg 22 -1
2
X pp
B  j k0,000
X PPy
n+l Bu K Ty 2™V =11 2maxz =1
2
Xy
el 1B ik ,000000
BXJ//!//!//

[ U fmax. n
17K M 12 M8 =1, Imax.y 2 v “1raxz .2 Mm%z -1

(C.10)
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#,(x)o (y)wk"‘;r;m_l()
wi,o(X)wJ,o() (2)

8, (x )w(y)//( ) (C.12)
.o(X)lﬂ (y)wko( )

[l/rmax‘x ( )w max.y (y)w max.z ( )
ilzfmax.x -1 J 2"ma><y -1 zfmaxz -1

ik T

Therefore

B.)=Z Vv, LB, (C.12)

X0,k

By performing the inner product of equation (C.9)thweach wavelet/scaling
coefficients in equation (C.11), the updated equratif B component can be derived and
written as [74]

At (C.13)

_ B, By
n% Byiik —n_% Beiik * m{;u £ mn By jlem T ZU Enmn Bz J+m,k}

where U represents the matrix of the inner prodbetazeen E and B basis functions.
From equation (C.13), it can be noted tBaffield is expressed by the basis functions
which are misplaced in the positiyeand z direction. Whereas the basis functions
represenky andE; are offset in z-direction and in y-direction resipeely.

For two different field components; Ebeing the updated field generated) an¢bEing

the updated field generator), the general fornhefld matrices is [74]
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0.V 0.V
U:Elm _ FlVZ’ F, 2|m Flvz’ F, 2|m
g on on (C.14)

d/on

where is the derivative in space with wz m represents the offset in the direction

3+,

of differentiation, L=2"""m"m=v " i the rank of U matrices.

As an illustration, botlB, andE, fields are collocated ir andy direction and they are
misplaced ire-direction. Considering the offset iq, y-, andz-directions are,s s, and

s, respectively, the entry (2, 2) of (C.14) will bed]7

UE;l,m,Z,Z =<¢/ioo( )¢J+S ( )¢k+s ( ) 9 |00( )¢J+S ( )¢k( )>

62

= 10508 1, (9)1cs, @) o (00, () (DD 0307 €15)
Separating the integral by direction, the follogvflormula is obtained
J.J.J.lﬂ. 0 J+S ¢k+s ( )%( i(?O(X)¢j+sy (y)¢k (Z))))ayaz =

09,(2) 5,
0z

- [0 WK (1, (09 1 () c16)

Since the collocated basis functions are orthogaharefore equation (C.16) can be

written as
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050200 . (510, (0Y] s (I 2= tx Dy [ ., (92 (27

Z

As it can be seen from equation (C.17), the triptegral is converted into 1D integral
and its value relays on the selection of the bésmtions being evaluated either
analytically or numerically. Based on each basifions family used, these values can
be tabulated and as a result they do not need toalwellated for each simulation.
Following this procedure all the update equatiandlie rest components can be derived

in the same way.

C.4 Media discretisation

Having updated thB andD components and by means of constitutive relatipnshe
actualH andE fields can be calculated depends on the mediacteistics. By means
of isotropic and anisotropic media, the materiaistant can be either scalar or tensor
guantity. In this thesis, only materials that dareedr, isotropic, and nondispersive are
considered. Supposing a medium with magnetic pdilityau=10, the only constitutive
relationship to be taken into account is the onebti@ainE field from update oD and it

can be written as

Ed(F,t)= 1 Dd(F,t) (C.18)

where s(F,t) represents the space- and time-dependent peitgitivthe mediad is the
direction can be, yor z.
Following the Galarkin’s method and by using saalfiinction in space and pulse

function in time, equation (C.18) can be discretise
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For simplicity, the discretisation of the fieldraponents is considered for the case of

expansion in only scaling function in space whioh expressed as

. o C.19
Fhi)= 3R e, (0800, o
5 - C.20
FEG= Y L O () 0
5 - c.21
ff)= 3 R OR0R0K L0 .

whereF. (F,t): [E, (F,t), D, (F,t)], with r=x,y,z, F/. . is the field expansions coefficients

in terms of scaling functiongm,n andk are the indices that describe the localisation in

space and time.

In time, the functior (t) is given by

h (t) = h(t__kj (C.22)

At
with
1 for Jt|<%
h(t) =<4 for ft|=4% (C.23)
0 for [t|>41

while in space, the scaling function is defined as
X (C.24)
X)=¢| —-m
60 ()= ¢ - m)

After substituting the field expansions into equati@1@) and sampling them with

pulse functions in time and scaling functions in spdads,assumed that

e[ t)= e (e, (v)e, (2)e, (1) (C.25)
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For instance, the sampling ofcomponent of equation (C.18) with,,(x),4,.(y).

#.(2), andh,(t) brings to

& N (C.26)
k D|¢;_X} mn = Z g(x)¢xl . gg(y)‘ri:m‘g(z)ﬁ,xn'g(t)k,k'k' Efj; o
2 k' I',m', n'=—co 2 2

where the coefficients“(y)ﬁﬁm., £(t)ﬁ’k. represent the integrals

e, = Aii (e (1) (e (C.27)

't (C.28)
e()iv = a7 | B e, (On, (e
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Appendix D

D.1 Numerical Dispersion and Stability

Numerical dispersion is always associated withsathulations carried out with any
numerical techniques. This is due to the variabbiphase velocity of the propagation
waves along the computational domain with wavelengt

The level of variation relies on different factasch as the wavelength of propagated
wave, the direction in which the wave is propagaiimside the computational domain,
and the selected mesh size for the discretisafiehheocomputational domain. Thus, the
numerical dispersion has proven itself as non-mlaysihenomena and it is unwanted for
the reason that it can be associated with eithaseldelay or phase error which can be
seen as pseudo reflections. Therefore, in ordevéocome the unavoidable side effect
of the discretised nature of all numerical techegjuthe restrictions upon the space
discretisation have to be set in place so as tamse the numerical dispersion.

Similar to the restrictions set upon the time ditisation, they are put in place so as to
keep away from numerical instability that can catlse computed results to increase
with no limit as time-marching continues.

This section focuses on laying out the scheme us#ds work in terms of choosing the
proper space and time step size in order to mimintiee unavoidable numerical

dispersion and avoid numerical instability.

D.2 numerical dispersion

In Simulations carried out with the MRTD methodist possible to note that the

167



Appendices

wavenumber of the propagating waves in the updatfripe numerical scheme can be
varying in computational domain with angular freqag This phenomenon is known as
numerical dispersion and it has to be taken intmact in order to keep away from
delays or phase errors travelling into the compartat domain that may cause non-
physical results. This can be accomplished by dhggsoper space and time step size.
The dispersion relation in three-dimensions foritteal case in isotropic, nondispersive

and linear medium is

K = ki +k,j+k,k (D.1)
where

_ D.2
k—\/kf+k5+kz2 (D-2)

with
K = + & (D.3)

T oc

and
D4
L. 1 (D.4)

Taking into account these parameters, the ptyased group velocityy are obtained

v, =+ % = s¢ (D-5)
P k
0w _ (D.6)
vV, =t —=+*¢C
’ ak

It is obvious from equations (D.5) and (D.6) tHa frequency and the wavelength are
linearly linked and that both phase velocity andugr velocity are not connected with

frequency.
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These relationships turn out to be more complex tduthe discretised nature of the
scheme which is intrinsically related to time apdce. The space is a number of small
cells which build up the grid in which the wavesgeaigate rather than in any direction
whereas the time is considered as a sequenceaédidime steps. This means that the
propagation velocity of the numerical wave modesotally reliant on both direction
and frequency.

As stated in [10], the numerical dispersion forisciktised computational domain for

(1 .r(kxijT { 1 .’{kyAyﬂz [1 .r(szzﬂz _

—SlI +|—3SI +|—SI =

A2 pyT | 2 AzT 2

_isir(ﬂﬂ (D.7)
et 2

Contrast to the above dispersion equation, whiabnig equivalent to MRTD scheme

FDTD is

with Haar scaling functions, it is shows clearhatthncreasing the resolution by one
level efficiently doubles the resolution of the med. Therefore, the general relationship

can be formulated simply multiplying the space digp as follows [98]

B R el e D) .
i)

where

u, = 1 , i=x,yorz (D-9)

Likewise, the general dispersion analysis for amyelet basis and resolution level can
be obtained as
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{1[%_2—1&0)9@ +;)ex)ﬂ2 {la;y(ga(l i +;)9y)ﬂ2 {uzl&(ga(l i +;)@)ﬂ2 :
et

where

_u, k,Ar (D.11)

D.3 Numerical stability

It has been clearly shown in the above that cactfaice of space and time step size can
have an effect on the wave propagation charadteyisind substantially decrease
numerical dispersion. In the same way, boundingithe step can guarantee numerical
stability. MRTD with expansion in scaling functioosly impose a specific limit on the
selection of the time step that is linked to thacgpstep [74]

1 (D.12)

Z| (I)|\/,ug Ax +A§/ +Alzj

In the specific case of a cubic cell having= Ay= Az=A, the criteria is written as

At <

follows

_ A (D.13)
Sl |J (L i k) cSe0v

It can be easily seen that in the two-dimensioaak¢for a uniform mesh iz plane,

the relation becomes
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D.14
At < SA—, (D.14)
c

wheres stand for the Courant number and can be evalilmgted

1 (D.15)
N2y e

S =

The Courant number represents the stability factdwo dimensions and highly relies
on the order of the utilised basis functions [F8bm equation (D.14) it is obvious that
time limit, compared to time limit for FDTD schenig,smaller when the same cell size
is adopted. While a coarser grid resolution isvedld. Consequently, overall accurate
and efficient results can be obtained.

The general formula of the stability condition, fany MRTD basis and any level of
wavelet resolution is demonstrated in [19] as

1

L 1V (1), (1Y (D.16)
C;Sa(|)|\/(uxAx] -{uyAyJ +(uzAzj

At <
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Appendix E

E.1 Uniaxial Perfectly Matched Layers

The two dimensional S-MRTD scheme has been usewniunction with the UPML
scheme, first introduced by Gednay 1996 [87], that rigorously truncates the
computational domain. Contrasted to Perfectly Matichayer (PML) scheme proposed
by Berenger [47] and based on a non-physical 8pld-[47], this formulation considers
the edge layer as an artificial anisotropic andyial absorbing material by translating
the mathematical model of PML into a physical one.

The key advantage of UPML formulation is that iedaot require any splitting of the
electromagnetic field component, although the dalagr characteristics remain
unaffected. In order to establish a foundationdiscussion of UPML, the derivation of
the properties of this non-physical medium is shawthis section and can be found in

full details in [47]. In order to do so, a two dingonal space is considered as illustrated

in figure E.1.
Eeflected wave, o __
= #* |
=}y 5 W G O i
2= & |
Transmitted wave i
Free space i
Medium 1 !
lossy medium i
% Medium 2 |
=0

z Incident wave
x

Figure E.1 Schematic diagram of a zTEy polarised plane wave propagating between
media
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Figure E.1 shows &E, polarised uniform plane wave that is propagatingree-space

towards an uniaxial medium which interference ig at0, whose electric and magnetic

tensors are given by [13]: 522 , 71 :,uzg where

B s;* 0 0
S = 0 S, 0 (E.1)
0 0 S

where g, w, are the electric permittivity and the magneticnpeability, respectively, of

the uniaxial medium in medium 2.

4 E.2
s.=k.+_0' i=x,yor z E2)
Jax

The parameters; absorb the energy of evanescent waves that reacdRIML layers
while g; are attenuation factors in the UPML regidiu reflection is generated, and

the plane wave is entirely transmitted into theayial region for all angles of incidence
6. Such a medium is fundamentally indistinguishdbléhe PML proposed by Berenger
and its defined UPML due to its uniaxial anisotropach side of MRTD grid can be
bounded with layer of UPML. However, there are an@awhich the UPML itself is not
uniaxial in strict sense of the definition. Theseas are the corner regions as shown, for

a 2D case, in figure E.2
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PEC Corner region
.
2| UPML .
A
Electromagnetic
2 e,
‘*ﬁ" = P %
" o z =
5] =3 =
Lv x _ _
+ Computational dotmain
.
Ozl UPML
10}{'1 =10 ._Gx.

Figure E.2 Schematic diagram of UL boundary condition for a 2-TE, MRTD grid

It can be noticed from this figure that in cornezas there is superposition of different
UPML layers. In this case, the expression of thesade that multiplies the electric

permittivity and magnetic permeability for this ni@d is given by

_|s* 0 O0|[s, 0O 0] |s’s, © 0
s=| 0 s 0[O s* O|=| 0 ss' O (E.3)
0O O s ||O0 O s 0 0 sgs,

with s, and's, defined as in equations (E.2). While the corngiams in a 3D case are

shown in figure E.3.
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o, 70
z G, 70
o, =0

Figure E.3 Schematic diagram of UPIboundary condition for a &TE, MRTD grid

The tensor at the corner region is described as

_|s' 0 Of|s, O Ofs, O O S.'s,s, 0 0
s=|{0 s, O[O s' 00 s, O0|=| O 58,'S, 0
0O 0 s||0 O s/|O0O 0 st 0 0 55,5,

E.2 UPML boundary condition in S-MRTD

(E.4)

The work carried out in this thesis uses the MRTBthmad to simulate the optical

devices based on microcavity ring resonators. Achsthe required mathematical

derivations for the UPML boundary condition applidMRTD technique are shown
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here. The derivations are based on the previomsfgpduced work in [10, 87] in the
context of the FDTD algorithm.

Starting from Maxwell’s equations in frequency deama
OxE = -jou ,aH (E.5)
OxH = jae ,EE (E.6)
In the UPML layers, applying for a 2D case fBE, propagation, the time-domain

equations (E.5) and (E.6) are written as [10]

E.7
aHX_aHZ:ngosxsZEy (E.7)
0z 0Xx y
oE, _ S,S, (E.8)
= H
oz o s, *
0E . S, S (E.9)
y — _on y Hz
0x S

z

Using the following proper constitutive relations

E.10

D, =¢2E, (£-10)
Sy

E11

B, = 4 -2H, (E11

s E.12

N E.12)

The following relationships betwedh H, B,andE in the UPML region are expressed

as

o (E.13)
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0E, 0B, (E.14)
9z  at
0E E.15
9By 29 (8,)+ Lo, =19
0X ot 0
oD o, E (E.16)
to g Lk, + D
ot ot &
(E.17)
O (k) + 2B, =4 2k H,)+ L2 h,
ot & ot &
E.18
A =
ot &, ot

Following the Galerkin’s method, the above equatiare descretised by testing them
with scaling function in space domain. In this melyaecond-order central difference in
time domain is approved. While two-steps updateesehfor each field component is

achieved. Referring to the geometry of the gridfigure 3.1, and withk =1

ando, =0, the following set of discretised equations isanixtd

4 .
p p Ls-1 ( n_i Eii£1j+|+l (E 19)
B =,.,B* —-At ) all 22 ¢
"l M |:Z‘LS Az
Hro o 280-0M) Ly (2040801 o (25-0M)1 L, (E.20)
el 28+ 0 A )" i 25,00 1" v (26, + OOt " 5
- JEY? (E.21)
- S -= iH+E =
nB.Z,.,ﬁl:(zgo JXAtJn-lB.Zi‘”H( 26, jza(l nd el el
Livs |\ 26, + O, At Lty 26+ 00t ) S AX
2.4 2. 250 + UzAt 1 2. 250 - UzAt 1 7.4 (E22)
nH. . 1:n—lH. Tt 5 _nB. N E— _n—1BY 1
|,J+5 |,J+5 280 /10 |,J+5 280 /'10 i J+5
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H *? H* (E.23)

D (26, -0, DY 4 _ 2gt Lila() " i+%,j—|—l+n BN
el el | 26, + 0,0 )" iesies | 28, + 0,0 S Az Ax

S

(E.24)

272 2 22

2, — o, Mt 2¢,
1E.y'¢1>.1:( : . nE.y’¢1>.1+ . 1D.y'¢1>.1_ Dy¢.1
s it (280 +O AL )T v | EE | L (2g, + o) s - il el
s

wheree is the permittivity of the mediunwy , o, are the electric conductivity of the
UPML layers. So as to optimise the absorption prigee of the UPML layers, the

parametersy; (i=x, z) must have a proper spatial distribution in the UPtdgions.

Here, the geometric grading profile has been adiopbethat
m E.25
0— (I ) —_ max ( )

where dis the depth of the UPMLin stands for the order of the polynomial variation.

The selection ofmaxthat minimises the reflection from boundaries98][

. (m+1) (E.26)

T mec = 150 7 JE,

whereA is the uniform spatial discretisation adopted.
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Appendix F

F.1 2-D S-MRTD code with UPML absorbing boundary cadition

HH T T T T n
! 2-D MRTD code with UPML strbing boundary condition
TEEEREEE R e e e e e e e e e e e e e e e e e THEEEEEE R e e e e e e e e e e e e e I

I Program Author: Nabeil Abduljallil Abubaké&tbujnah

! Faculty of Adwaed Technology

! University of &horgan

! Pontypridd, CFBBL

! Wales, UK

! Copy right 2011

T T T T T T 1

implicit none

real(8), parameter::pi=3.14159265358979, cO= 2.9938d8, n_1=10
real(8), parameter::mu0=4.*pi*1.d-7, eps0=1./(cO*10)

real(8), parameter:: epsr1=10.24, epsr2=1

real(8), parameter::taus=20d-15, delays=80d-15

real(8), parameter::ix=444, iz=444

real(8), parameter::n_step=25000

real(8), parameter::ix_outlm=2.5e-6,ix_out2m=9.506e

real(8), parameter::iz_out3m=6.0495e-6

real(8), parameter::ix_sorm=1.46e-6
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real(8), parameter::pmix=20, pmlz=20
real(8), parameter::dx=0.02725d-6, dz=0.02725d-6

real(8), parameter::Ls=5, g=0.1

T AT T TR i
1 Declare Parameters
TEEREREREEE e e e e e e e e e e e e e e e RN RN RN RN RN na R, il

real(8), dimension(ix,iz):: ey, hx, hz, dy,eppyydmpx,hpz,dpy,sigmax , sigmaz, bpx,
bpxold, bpz, bpzold, dpyold

real(8), dimension(ix,iz):: eps_inf, coel, coe;lgaer2,der3,der3old, num_hpx,
denom_hpx, num_bpz, denom_bpz

real(8):: lambda_f, omega_f,tdin, lambda_sh,
etax,etaz,r0,sigmax0,sigmaz0,kx,kz,sigmaxm,sigmazm

real(8), dimension(1,21):: Ey out, Ey ing, Ey1, By21,Hz2 Hx1,Hx2,Ey3,Ey4
,Hx3,Hx4,Hz3,Hz4

real(8), dimension(1,iz):: te_ey, Ey 1,Ey 2,Ey 3,EyHz 1 Hz 2,Hz 3 Hz 4
real(4):: dur field

real(4):: c,z,m, tau, delay, ixthux_out2,iz_out3, ix_sor

real(8), dimension(n_step):: sourcel, energyl,g@ier

integer:: i,J,p,n,t1,t2,rat,rat2hinn,nnn,r,s,l,nc,t3,t4,Nf,Nsh,shift

real(8), dimension(1,2*Ls):: a_4,a_2,a_cdf 24, & 26

open(unit=100, file="eps_inf.dat', status="old")
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open(unit=151, file="te_ey.dat', status='old')
open(unit=153, file="CDF(2,4).dat’, status="old")

! This step is to open new fitede used to store the calculated Data

open(unit=157, file="sigmax.dat’, status="unknown)
open(unit=158, file="sigmaz.dat’, status='unknown")
open(unit=108, file="ddt.dat)

open(unit=109, file="derl.dat’)

open(unit=110, file='der2.dat’)

open(unit=111, file="eppy.dat’)

open(unit=112, file="hppx.dat’)

open(unit=113, file="hppz.dat’)

open(unit=902, file='dt', status="unknown")
open(unit=903, file="Ey1', status='unknown")
open(unit=904, file="Ey2', status='unknown")
open(unit=905, file="Ey3', status='unknown")
open(unit=9086, file="Ey4', status='unknown")
open(unit=909, file="Hz1', status="unknown’)
open(unit=910, file="Hz2', status="unknown’)

open(unit=916, file="Hx2', status="unknown’)
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L TSI AT
! Reading data !
SN NN AR

do i=1,ix

read(100,3000) (eps_inf(i,)), j=1,iz)

end do

NIy N

! stability criterion !
TEEEREEEE R e e e e e e e e e e e e e e e e THEEEEEEE R R R e e e e

dt=qg*(dx/c0)

write(*,*) 'step dt=", dt
write(902,5000) dt
n_2=n_step/n_1
lambda_f=1.5d-6
omega_f=2.*pi*cO/lambda_f
coe2=eps0*eps_inf

kx=1

kz=1

m=2.5
etaz=sqrt(muO/(epsO*epsrl))
etax=sqrt(mu0/(epsO*epsr2))
field=0.

sigmaxm=(m+21)/(150*pi*dx*sqrt(epsr2))
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do i=Ls+1,pmlix+Ls
sigmax(i,Ls:iz-Ls)=sigmaxm*((pmIx+Ls-i+1)/pmlx)**m
end do

do i=ix-pmIix+1-Ls,ix-Ls
sigmax(i,Ls:iz-Ls)=sigmaxm*((i-ix+pmlix+Ls)/pmlx)**m
end do

sigmax(pmix+Ls+1:ix-pmlx-Ls,Ls:iz-Ls)=0
sigmazm=(m+1)/(150*pi*dz*sqrt(epsrl))

do j=Ls+1,pmlz+Ls

end do

do j=iz-Ls-pmlz+1,iz-Ls
sigmaz(Ls:ix-Ls,j)=sigmazm*((j-iz+pmlz+Ls)/pmlz)**m
end do

sigmaz(Ls:ix-Ls,Ls+pmlz+1:iz-Ls-pmlz)=0

do i=1,ix

write(157,3000) (sigmax(i,j), j=1,iz)

write(158,3000) (sigmaz(i,j), j=1,iz)

end do

Il COEFFICIENT CALCULATING

do r=1,ix

do s=1,iz
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num_bpz(r,s)=2*eps0*kx-sigmax(r,s)*dt
denom_bpz(r,s)=2*epsO*kx+sigmax(r,s)*dt
num_hpx(r,s)=2*eps0*kz-sigmaz(r,s)*dt
denom_hpx(r,s)=2*eps0*kz+sigmaz(r,s)*dt
end do

end do

delay=real(delays)/real(dt)

write(*,*) delay

tau=real(taus)/real(dt)

write(*,*) 'tau=', tau
ix_sor=int(real(ix_sorm)/real(dx))
write(*,*) 'ixsor=', ix_sor
ix_outl=int(real(ix_outlm)/real(dx))
write(*,*) 'ix_outl=", ix_outl
ix_out2=int(real(ix_out2m)/real(dx))
iz_out3=int(real(iz_out3m)/real(dx))

do n=1,n_step
tem=((real(n-delay)/real(tau))**2)

end do

donn=1,n_2

call system_clock(t1,rat)

donnn=1,n_1

n=n_1*(nn-1)+nnn
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derl=0

der2=0

der3=0

do r=Ls,ix-Ls-1

do s=Ls,iz-Ls-1
do I=1,2*Ls
derl(r,s)=derl(r,s)+a_cdf_24(1,)*(epy(r,s-(}t$))
end do

end do

end do

do r=Ls,pmlx+Ls

do s=Ls,iz-1-Ls
bpx(r,s)=bpx(r,s)-(dt/dz)*der1(r,s)

end do

end do

do r=ix-pmlx-Ls,ix-Ls-1

do s=Ls,iz-1-Ls
bpx(r,s)=bpx(r,s)-(dt/dz)*der1(r,s)

end do

end do

do r=Ls,ix-Ls-1

do s=Ls,Ls+pmiz

bpx(r,s)=bpx(r,s)-(dt/dz)*der1(r,s)
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end do

end do

do r=Ls,ix-Ls-1

do s=iz-Ls-pmlz,iz-Ls-1
bpx(r,s)=bpx(r,s)-(dt/dz)*der1(r,s)

hpx(r,s)=(num_hpx(r,s)/denom_hpx(r,s))*hpx(r,s)td&hom_hpx(r,s)*mu0))*(denom_

bpz(r,s)*bpx(r,s)-num_bpz(r,s)*bpxold(r,s))

end do

bpxold=bpx

do r=Ls+pmlix+1,ix-Ls-1-pmlx

do s=Ls+pmlz+1,iz-Ls-1-pmiz
hpx(r,s)=hpx(r,s)-(dt/(mu0*dz))*deri(r,s)

end do

end do

do r=Ls,ix-Ls-1

do s=Ls,iz-Ls-1
do I=1,2*Ls
der2(r,s)=der2(r,s)+a_cdf_24(1,)*(epy(r-(I-L4)%))
end do

end do

end do

do r=Ls,ix-Ls-1

do s=Ls,Ls+pmiz
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bpz(r,s)=(num_bpz(r,s)/denom_bpz(r,s))*bpz(r,s)*¥d(2ps0)/dx/denom_bpz(r,s))*der

2(r,s)
hpz(r,s)=hpz(r,s)+(denom_hpx(r,s)/(2*epsO*muOpfr,s)-

(num_hpx(r,s)/(2*eps0*mu0))*bpzold(r,s)

end do

end do

do r=Ls,ix-Ls-1

do s=iz-Ls-pmlz,iz-Ls-1
hpz(r,s)=hpz(r,s)+(denom_hpx(r,s)/(2*epsO*mubpz(r,s)-

(num_hpx(r,s)/(2*eps0*mu0))*bpzold(r,s)

end do

end do

do r=Ls,Ls+pmlx

do s=Ls,iz-Ls-1

bpz(r,s)=(num_bpz(r,s)/denom_bpz(r,s))*bpz(r,s)*¥d(2ps0)/dx/denom_bpz(r,s))*der

2(r,s)
hpz(r,s)=hpz(r,s)+(denom_hpx(r,s)/(2*epsO*mubpz(r,s)-

(num_hpx(r,s)/(2*eps0*mu0))*bpzold(r,s)

end do

end do

do r=ix-pmlx-Ls,ix-Ls-1

do s=Ls,iz-Ls-1
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bpz(r,s)=(num_bpz(r,s)/denom_bpz(r,s))*bpz(r,s)*¥d(2ps0)/dx/denom_bpz(r,s))*der
2(r,s)
end do
end do
bpzold=bpz
do r=Ls+pmlix+1,ix-Ls-1-pmlx
do s=Ls+pmlz+1,iz-Ls-1-pmiz
hpz(r,s)=hpz(r,s)+(dt/(mu0*dx))*der2(r,s)
end do
end do
do r=Ls+1,ix-Ls
do s=Ls+1,iz-Ls
do I=1,2*Ls
der3(r,s)=der3(r,s)+a_cdf 24(1,)*(-hpx(r,s-&Wdz+hpz(r-(I-Ls),s)/dx)
end do
end do
end do
do r=Ls+1,ix-Ls
do s=Ls+1,Ls+1+pmiz-1
dpy(r,s)=(num_hpx(r,s)/denom_hpx(r,s))*dpy(r,s) *§Rs0*dt)/denom_hpx(r,s))*der3(
r,s)
epy(r,s)=(num_bpz(r,s)/denom_bpz(r,s))*epy(r,s)*€(B0)/(coe2(r,s)*denom_bpz(r,s))

)*(dpy(r,s)-dpyold(r,s))
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end do

do r=Ls+1,ix-Ls

do s=iz-pmlz-Ls+1,iz-Ls

dpy(r,s)=(num_hpx(r,s)/denom_hpx(r,s))*dpy(r,s) *§Rs0*dt)/denom_hpx(r,s))*der3(
r,s)
epy(r,s)=(num_bpz(r,s)/denom_bpz(r,s))*epy(r,s)*€(50)/(coe2(r,s)*denom_bpz(r,s))
)*(dpy(r,s)-dpyold(r,s))

end do

end do

do r=Ls+1,Ls+pmlx

do s=Ls+1,iz-Ls
dpy(r,s)=(num_hpx(r,s)/denom_hpx(r,s))*dpy(r,s)¥@Rs0*dt)/denom_hpx(r,s))*der3(
rs)
epy(r,s)=(num_bpz(r,s)/denom_bpz(r,s))*epy(r,s)4€(&0)/(coe2(r,s)*denom_bpz(r,s))
)*(dpy(r.s)-dpyold(r,s))

end do

end do

do s=Ls+1,iz-Ls

dpy(r,s)=(num_hpx(r,s)/denom_hpx(r,s))*dpy(r,s) *§Rs0*dt)/denom_hpx(r,s))*der3(
r,s)
epy(r,s)=(num_bpz(r,s)/denom_bpz(r,s))*epy(r,s)*€(50)/(coe2(r,s)*denom_bpz(r,s))
)*(dpy(r,s)-dpyold(r,s))

end do
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end do

dpyold=dpy

do r=Ls+1+pmlx,ix-Ls-pmlx

do s=Ls+1+pmlz,iz-Ls-pmlz
dpy(r,s)=dpy(r,s)+dt*(der3(r,s))
end do

end do

epy(ix_sor,pmlz+Ls+1:iz-Ls-1)=epy(ix_sor,pmliz+1+izspmlz-1-

Ls)+te_ey(1,pmliz+1:iz-pmlz-1-Ls)*sourcel(n)

Ey1(1,1:21)=epy(ix_outl,106:126)
Ey2(1,1:21)=epy(ix_out2,106:126)
Ey3(1,1:21)=epy(298:318,iz_out3)
Ey4(1,1:21)=epy(ix_outl,318:338)
Hz1(1,1:21)=hpz(ix_out1,106:126)
Hz2(1,1:21)=hpz(ix_out2,106:126)
Hz3(1,1:21)=hpz(298:318,iz_out3)
Hz4(1,1:21)=hpz(ix_out1,318:338)
Hx1(1,1:21)=hpx(ix_out1,106:126)
Hx2(1,1:21)=hpx(ix_out2,106:126)
Hx3(1,1:21)=hpx(298:318,iz_out3)
Hx4(1,1:21)=hpx(ix_out1,318:338)
write(903,3000) Ey1(1,1:21)

write(904,3000) Ey2(1,1:21)
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write(905,3000) Ey3(1,1:21)
write(906,3000) Ey4(1,1:21)
write(909,3000) Hz1(1,1:21)
write(910,3000) Hz2(1,1:21)
write(911,3000) Hz3(1,1:21)
write(912,3000) Hz4(1,1:21)
write(915,3000) Hx1(1,1:21)
write(916,3000) Hx2(1,1:21)
write(917,3000) Hx3(1,1:21)
write(918,3000) Hx4(1,1:21)
if (mod(n,1250).eq.0) then
do i=1,ix

write(950,3000) (epy(i,j), j=1,iz)
end do

end if

end do

3000 format(<iz>E25.16 E3)
6000 format(<ix>E25.16 E3)
4000 format(<n_step>E25.16 E3)
5000 format(1E25.16E3)
call system_clock(t2,rat)
dur=real(t2-t1)/real(rat)

field=field+dur
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write(*,100) n,dur,field/60.
end do
write(*,*) TOTAL DURATION=", field/60., 'MINTS'

100 format('STEP n= ', 19,"' PARTIAL DURATION=, F7.3," ELAPSED ', F7.1

MINTS )

end program
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Appendix G

G.1 MATLAB m. file to build up the MRR

%************************************************** kkkkkkkkkkkkkkkkkkk

% This MATLAB m-file build up the structure afterest that is going to be

%considered (this code is for microcavity ring resonator)

Okt kk Rk kR Rk Rk Rk bk kR Rk S

%  Program author: Nabeil Abduljallil Abubakebéjnah %
% Faculty of Advanced Technglog

% University of Glamorgan

% Pontypridd

% CF37 1DL

% Wales, UK

% naabujna@glam.ac.uk

% Copyright 2011

%%%% %% %% %% %% %% %% %% %% %% %% %% %% %% %% % %% % %% %% %%
clear all

clc

tic

c0=2.99792458e8;

mu0=4*pi*le-7;

eps0=1/c0"2/mu0;

lambdaO= 1.5e-06;
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nl=1;

n3=n1l;

n2=3.2;
91=0.245e-06;
92=91;
W=0.3e-06;
R1=2.5e-06;
R2=R1-W;
d=(2*R1);
dx=0.02725e-06;
dz=dx;
Lx=12.099e-06;
ix=round(Lx/dx);
Loff=3e-06;
A=round(Loff/dx);
B=round(W/dz);
C=round(g1/dz);
D=round(R1/dx);

Loff=A*dx;

Lz1=(2*Loff)+(2*W)+(2*g1)+(2*R1);

iZ=(2*A)+(2*B)+(2*C)+(2*D);

Lz=iz*dz;

izcorel=A+1;
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izcore2=A+B;
izcore3=(iz/2)+D+C,;
izcore4=izcore3+B-1,;
eps_00=[n1"2 n2"2 n3"2];
DeltaZ=null(1,1);
DeltaX=null(1,1);
DeltaX=repmat(dx,ix);
DeltaX=DeltaX(1,:);
DeltaZ=repmat(dz,iz);
Deltaz=DeltaZ(1,:);
eps_inf(1:ix,1:iz)=eps_00(1);
eps_inf(1:ix,izcorel:izcore2)=eps_00(2);
eps_inf(1:ix,izcore3:izcored4)=eps_00(2);
fz=round(iz/2);
fx=round(ix/2);
for i=1:ix
for j=1:iz
if (R27"2<=(((i-fx)*dx)"2+((j-fz)*dz)"2) & ((i-fx)*dx)"2+((j-fz)*dz)"2) <= R1"2)
eps_inf(i,j)=eps_00(2);
end;
end
end

DeltazZ(1)=DeltaZ(1);
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DeltaXX(1)=DeltaX(1);
for i=2:iz
DeltazZ(i)=DeltazZ(i-1)+DeltaZ(i);

end

for i=2:ix
DeltaXX(i)=DeltaxXX(i-1)+DeltaX(i);

end

figure (2)

surf(eps_inf)

shading flat

colorbar

view(2)

toc

save eps_inf.dat eps_inf -ascii -double

save DeltaX.dat DeltaX -ascii -double

save DeltaZ.dat DeltaZ -ascii -double

figure (3)

surf(DeltazZ,DeltaXX,eps_inf)

xlabel('x")

ylabel('y")

xlabel('z")

view(2)

save DeltaXX.dat DeltaXX -ascii -double
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save DeltaZZ.dat DeltaZZ -ascii —double

function [neff,Ey,Hz x]=te(lambda0,n1,n2,n3,W,dx);

AA=input('Loff(this value have to be taken from twerkspace )=";

Lz= input('Lz(this value have to be taken from therkspace )=');

LL=Lz-(AA+W);

kO=2*pi/lambda0;

c0=2.99792458e8;

fO=c0/lambda0;

mi0=1.256637061e-6;

neff=fzero(@(x)(kO*sqrt(n2/2-x"2)+...
atan(sqgrt((n2/2-x"2)/(x"2-n1"2)))+...
atan(sqgrt((n2/2-x"2)/(x"2-n3"2)))),[(n1+n1/100));

alfa=-atan(G1/G2);

C1=1,

C2=-C1*G1/(G2*sin(alfa));

C3=-G2*sin(G2*W+alfa)*C2/G3;

x1=((-1*AA).dx:(0.0e-6-dx-dx));

x2=(0.0e-6:dx:(W-dx));

x3=(W:dx:((LL+W)));

Hz1=-G1/(j*(2*pi*f0)*mi0)*C1*exp(G1.*x1);

Hz2=G2/(j*(2*pi*f0)*mi0)*C2*sin(G2.*x2+alfa);

Hz3=G3/(j*(2*pi*f0)*mi0)*C3*exp(-G3.*(x3-W));

Eyl1=Cl*exp(G1.*x1);
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Ey2=C2*cos(G2.*x2+alfa);
Ey3=C3*exp(-G3.*(x3-W));
Hz=[Hz1,Hz2,Hz3];
Hz=Hz/max(Hz);
Ey=[Eyl,Ey2,Ey3];
Ey=Ey/max(Ey);
x=[x1,x2,x3];

x=x/1e-6;

te_ey=abs(Ey);
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