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Abstract A time-variant consensus tracking control problem for networked planar multi-agent sys-

tems with non-holonomic constraints is investigated in this paper. In the time-variant consensus track-

ing problem, a leader agent is expected to track a desired reference input, simultaneously, follower

agents are expected to maintain a time-variant formation. To solve the time-variant consensus track-

ing problem of planar multi-agent systems with non-holonomic constraints, a time-variant consensus

tracking control strategy is designed on the basis of a unidirectional topology structure. One of main

contributions of this paper is the time-variant consensus tracking protocol for general time-variant for-

mations of planar multi-agent systems with non-holonomic constraints, the other main contribution of

this paper is an acitve predictive control strategy, where predictions of agents are generated acitvely, so

that the computational efficiency is improved than passive approaches. The proposed control strategy

is verified by two types of time-varying formations of wheeled mobile robots, and the experimental

results show that the proposed control strategy is effective for general time-variant consensus track-

ing problems of planar multi-agent systems with non-holonomic constraints in local and worldwide

networked environments.

Keywords Networked multi-agent system, networked predictive control, non-holonomic constraint,

time-variant consensus, consensus tracking.

1 Introduction

A time-variant consensus tracking control problem for planar multi-agent systems with non-

holonomic constraints has been discussed in this note. The “consensus tracking” problem[1] is
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widely discussed. Based on Ref [1], the discussion of “consensus tracking” is expended on event-

trigged approaches [2], linear systems under networked observability conditions [3], adaptive

consensus approaches [4], linear systems with switching topology structures [5], systems with

measurement noises [6], robust control approaches [7] etc. Mentioned problems can be classified

into two categories: (1) States of agents are expected to be consistent, where a leader agent is

assumed as autonomous (an agent without control input) with known dynamics; (2) States of

the follower agents are expected to trend a desired state consistently. Generally, on the both

problems, agents are expected to track a desired object consistently. Hence, in the “consensus

tracking” problems, the objects of consensus and tracking are equivalent, i.e. the consensus is

reached as long as all agents track the desired position. However, the time-variant consensus

tracking control problem discussed in this note is different from ones in mentioned literatures.

The time-variant consensus tracking control discussed in this note is expressed as follows: a

leader agent is expected to track a desired time-variant reference input, simultaneously, follower

agents are expected to maintain desired time-variant relationships with the leader agent. In

this approach, the reference input is not necessary to be known for all agents, and, followers

maintain desired time-variant relationships related to the reference input according to maintain

time-variant relationships between adjacency agents. Obviously, in the time-variant consensus

tracking problem discussed in this note, the time-variant consensus problem and time-variant

tracking problem are two independent tasks for agents to be achieved simultaneously.

In recent years, multi-agent system formation problems[8–10] become hot-spots with various

achievements such as one-to-one tracking strategies[11], multi-robot synchronization strategies[12],

and consensus based strategies[13, 14] etc. In engineering applications of multi-agent coordina-

tions, relative position relationships between agents are general time-variant. On time-varying

formation problems, Ref [15–18] proposed consensus-based control strategies for a type of time-

varying formations of multi-agent systems, however, the application area of the proposed meth-

ods are limited in a special case, where motion of agents are necessary to be described as a

fixed formation with respect to a moving coordinate system. Researches on general time-variant

formation problems of multi-agent system is few. To solve the general time-variant formation

problem, a time-variant consensus tracking control strategy for planar multi-agent systems with

non-holonomic constraints is presented in this note. The proposed control strategy is to solve

the general time-varying formation and time-varying tracking control problems as long as the

desired formation and reference input are both smooth.

In multi-agent system control problems, information exchange between agents via network

is necessary. Hence, the networked delay is unavoidable. The observer-based networked predic-

tive control strategy is widely used to compensate the inter-agent communication delay[19–21].

However, in observer-based approaches, the state estimation of a specified agent depends on

the agent’s control input estimation, and the control input estimation of the specified agent

iteratively depends on state estimations of the agent’s neighbors, thereby, observers for delay

compensation are necessary to be implemented iteratively and repetitively. As thus, the com-

puting efficiency of the multi-agent system is sacrificed for delay compensation. Besides the

observer-based compensation strategies, various research results have been achieved on solv-
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ing the networked delay of multi-agent systems based on specific assumptions. The delay is

assumed to be less than one sampling period of controllers in Ref [22]; the derivative of delay

is assumed to be bounded in Ref [23]; Ref [24] analyzes the consensus of multi-agent based

on Markov chain; and Ref [25] assumes that delay is unknown but constant. Different from

mentioned approaches, in this note, an active predictive control strategy is presented to resist

the networked delay, where the networked delay is only assumed to be bounded. Obviously,

as long as the network is available, there exists a upper bound of the interval between two

instants when agents receive valid information from a same adjacency agent. Moreover, in this

note, the proposed predictive control strategy is verified via experiments, where the inter-agent

communication channels are implemented based on the worldwide networked environments via

Aliyun cloud techniques.

The main motivation of this note is to present a solution for general formation problems of

planar multi-agent systems with non-holonomic constraints, which is easy to be implemented in

engineering application, and suitable for general motion coordination problems of planar multi-

agent systems with non-holonomic constraints, so that, with our proposed strategy, complex

formation problems can be solved according to design the expected formation (the ρij(t) pre-

sented in main results) via proven techniques[26, 27] and implement the time-variant formation

via our proposed strategy.

As summary, the main contributions of this paper are as follows: (1) A time-variant consen-

sus tracking control strategy for planar non-holonomic multi-agent systems with non-holonomic

constraints is presented, under which, the leader is able to track an general smooth time-variant

reference input, and followers are able to maintain general smooth time-variant formation si-

multaneously. (2) An active predictive control strategy is presented for multi-agent system to

resist bounded networked delay. Compared with the observer-formed compensation mechanism,

the efficiency of the multi-agent system is improved, because it is not necessary to implement

observers iteratively and repetitively. Contrast with other strategies in literatures, no special

features are imposed to the networked time delay. Moreover, different from most literatures,

where research results are verified by numerical simulations, the proposed predictive control

strategy is verified by experiments with worldwide networked environments.

2 Planar Non-holonomic Multi-agent System Representation

A planar non-holonomic multi-agent systems is a system composed by multiple planar agents

with non-holonomic constraints. Consider a body-fixed coordinate system of a single agent as

shown in Fig.1, where rotation center of an agent is regarded as the origin Or, the X-axis is built

along the forward linear velocity, the direction of Z axis is selected as same as the inertial frame,

the Y-axis completes the right-hand coordinates. Select a particular point Pi, whose coordinate

with respect to the body-fixed coordinate system is (l, 0), l 6= 0, denote the coordinate of Pi

with respect to the inertial coordinate system as the location of Agent i with respect to the

inertial coordinate system, and the angle of the agent’s body-fixed coordinate system related

to the inertial frame as the orientation of Agent i, then the continuous-time model of the i− th
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agent of the multi-agent system is expressed as

ẋi(t) =


ẋi(t)

ẏi(t)

ϕ̇i(t)

 =


cosϕi(t) −l sinϕi(t)

sinϕi(t) l cosϕi(t)

0 1

ui(t)

yi(t) = [xi(t) yi(t)]
T

, i = 0, . . . , n (1)

where (xi(t), yi(t))
T

is the coordinate of Pi with respect to the inertial frame that represents

the position of Agent i, ϕi(t) represents agent’s orientation, ui(t) = [vi(t) ωi(t)]
T

is the control

input of Agent i, vi(t) is the linear velocity and ωi(t) is the angular velocity. For convenience,

denote

Ri(t) =

 cosϕi(t) −l sinϕi(t)

sinϕi(t) l cosϕi(t)

 (2)

Positive direction of linear velocity Positive direction of angular velocity

Rigid body coordinate system of an agentWorld coordinate system

Pi

Ow Xw

Xr

Or

v
Yr

Pi

Yw

ω

Rotation center

l

xi

yi

φ

Figure 1: Diagram of the particular point Pi and agent’s body-fixed coordinate system

Connect control inputs of agents to zero-order holders i.e. maintain the control input of

each agent constants between sampling instants, the continuous-time model (1) is able to be

discretized exactly. We consider an engineering background that agents are able to work with

same sample period but the sample moments are hardly unified. Fig 2 shows a diagram about

offsets on sample moments of the multi-agent systems,where ∆εij is defined as

∆εij =

 εj − εi − T εj > εi

εj − εi otherwise
(3)
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nT nT+T nT+2T nT+4T

T

T

T

nT+3T

Figure 2: Diagram of offset on sample moments of different agents

According to Fig.2, the sample moments of the i− th agent is expressed as kT + εi, where

k ∈ Z+ and εi is the offset of the sample system of i − th agent. Denote ski = kT + εi, the

discrete-time model of the multi-agent system composed by n+ 1 planar non-holonomic agents

are expressed as

xi(s
(k+1)
i ) = xi(s

k
i ) + Bi(ski )ui(s

k
i )

yi(s
k
i ) =

[
xi(s

k
i ) yi(s

k
i )
] , i = 0, . . . , n (4)

where

Bi(ski ) =

 βi(s
k
i )Ψi(s

k
i )

0 T


3×2

, βi(s
k
i ) =

 T ωi(s
k
i ) = 0

2
sin(T

2 ωi(s
k
i ))

ωi(ski )
otherwise

,

Ψi(s
k
i ) =

 cosψi(s
k
i ) −l sinψi(ski )

sinψi(s
k
i ) l cosψi(s

k
i )

 , ψi(s
k
i ) = ϕi(s

k
i ) + T

2 ωi(s
k
i )

Note that, according to the Euler exact discretization, (4) is continuous at ωi(s
k
i ) = 0.

3 Unidirectional Topology Structure Representation and Agent Index

In this note, an unidirectional topology structure( topology structure is directed, but mes-

sages are only transferred in the direction from the root node to leaf-nodes) is adopted to design

the time-variant consensus tracking control strategy. A digraph G = {V, E ,A} is adopted to

describe the communication topology structure of the multi-agent system, where V is a finite

nonempty set of vertexes, E is a finite nonempty set of edges, and A is an adjacency matrix with

aij > 0 if and only if (vj , vi) ∈ E and aij = 0 otherwise. The topology structure G to implement

the proposed time-variant consensus tracking control strategy is necessary to satisfy following

conditions: (1) G contains a spanning tree with the leader agent as the root node; (2) The

leader is indexed as Agent 0, and the followers are indexed incrementally, from 1 to n according

to the breadth-first traversal[28] of the spanning tree; (3) ∀0 ≤ i < j ≤ n, aij = 0 i.e. Agent

i only receive messages from agents with indexes less than i. (4) ∀i = 1, . . . , n,
∑i−1
j=0 aij = 1.
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For easy to understand the unidirectional topology structure, a diagram of the unidirectional

topology structure is given as Fig.3. As shown in Fig.3, the unidirectional topology structure

is able to be roughly regarded as a tree whose nodes are indexed incrementally according to

the breadth-first traversal, plus additional edges from nodes with less index to ones with more

index.

Figure 3: A diagram of the unidirectional topology structure

On the basis of the digraph G, for Agent i, define di as the maximum number of nodes

on each path from Agent i to reachable leaf-nodes (including Agent i and the leaf-node). In

G, leaf-nodes represent agents who has no followers i.e. Agent l is called leaf-node as long as

∀k = 0, . . . , n, l 6= k, akl = 0.

4 Time-variant Consensus Tracking Problem

In the time-variant consensus tracking problem, the leader agent is expected to track a

desired smooth reference trajectory and the follower agents are expected to maintain a desired

smooth time-variant formation with the leader. A group of time-variant vectors are adopted to

describe the desired formation, where ρji(t) represents the desired position output of Agent i

related to Agent j at time t. Vector ρri(t) is adopted to describe the desired position output

of Agent i related to the reference input at time t, particularly ρr0(t) , 0.

Define the consensus tracking error of Agent i as

ei(t) = yi(t)− r(t)− ρri(t), i = 0, . . . , n (5)

where r(t) is the reference input at time t. The time-variant consensus tracking for the multi-

agent system described as (4) is reached as long as the consensus tracking error of each agent

converges into a neighborhood of the origin as

lim
t→+∞

‖ei(t)‖ < δ, ∀i = 0, . . . , n (6)

where δ is a positive constant representing the ultimate bound of the steady state error.

According to the rules of vector operations, it is obvious

ρji(t) = −ρij(t) = ρ0i(t)− ρ0j(t) = ρri(t)− ρrj(t) (7)
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To simplify the representation of the application background, we make some assumptions

first: (1) The maximum delay of message from adjacency agents for each agent caused by

networked communication delay and packet loss is bounded by MT , where M ∈ Z+, and T is

the sampling period of controllers of agents; (2) Time of the multi-agent system is synchronized,

and packets of agents are transferred with time stamps; (3) The desired time-variant formation

ρij(t),i, j = 0, . . . , n, i 6= j, is known and smooth; (4) For Agent 0, at time t, the desired

trajectory from time t to t+ d0MT is known, and the reference input is smooth.

5 Control System Designing

In this section, we are going to define some denotations first, then represent the design of

control laws, and finally give the active predictive compensation scheme.

Define

R̂i(t|t∗) =

 cos ϕ̂i(t|t∗) −l sin ϕ̂i(t|t∗)

sin ϕ̂i(t|t∗) l cos ϕ̂i(t|t∗)

 ,
ψ̂i(s

(k+m)
i |ski ) = ϕ̂i(s

(k+m)
i |ski ) + T

2 ω̂i(s
(k+m)
i |ski )

β̂i(s
(k+m)
i |ski ) =


T ωi(s

(k+m)
i |ski ) = 0

2
sin
(

T
2 ω̂i(s

(k+m)
i |ski )

)
ω̂i(s

(k+m)
i |ski )

otherwise
,

Ψ̂i(s
(k+m)
i |ski ) =

 cos ψ̂i(s
(k+m)
i |ski ) −l sin ψ̂i(s(k+m)

i |ski )

sin ψ̂i(s
(k+m)
i |ski ) l cos ψ̂i(s

(k+m)
i |ski )

 ,
B̂i(s(k+m)

i |ski ) =

 β̂i(s
(k+m)
i |ski )Ψ̂i(s

(k+m)
i |ski )

0 T

 ,
and

Ki =

 kix 0

0 kiy

 , i = 0, . . . , n (8)

where kix, kiy ∈ (0, 1) are tunable positive constant parameters.

Define

Ψ̃i(s
k
i ) =

 cos ψ̃i(s
k
i ) −l sin ψ̃i(ski )

sin ψ̃i(s
k
i ) l cos ψ̃i(s

k
i )

 (9)

where

ψ̃i(s
k
i ) = ϕi(s

k
i ) +

T

2
ωi(s

(k−1)
i ) (10)

and F(·) : R2 → R2 as

F([µ1 µ2]
T

) =


[

1
T µ1 0

]T
µ2 = 0

1
T arcsinµ2

[
µ1

µ2
1
]T

otherwise
(11)
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Note that F(·) is invertible

F−1([vi(t) ωi(t)]
T

) =

 T [vi(t) 0] ωi(t) = 0

2
sin(T

2 ωi(t))
ωi(t)

[vi(t) ωi(t)]
T

otherwise
(12)

To guarantee that for each agent, the initial state of adjacency agents are known under the

networked delay, a start moment ts = d0MT is set up, before which all agents maintain the

initial states with zero control inputs. The tracking control law of Agent 0 is designed as

u0(sk0) =kl

(
x0(sk0), r(sk0), r(s

(k+1)
0 )

)
(13)

=

 0 sk0 < ts

F
(

Ψ̃−1
i (ski )

(
(K0 − I)y0(t) + r(s

(k+1)
0 )−K0r(sk0)

))
sk0 ≥ ts

where I is the unit matrix. Note that, since the discrete-time model of the multi-agents system

is obtained via control input zero holders, for each Agent i, as long as predictions from Agent

j is received, the state predictions of Agent j at sampling instants of Agent i are able to be

obtained as

x̂j(s
k
i |ski − τij(ski )) (14)

=x̂j(s
k
i + ∆εij |ski − τij(ski )) +

∫ ski

ski +∆εij

R̂j(λ|ski − τij(ski ))dλûj(s
k
i + ∆εij |ski − τij(ski ))

and the control input prediction of Agent j in the duration
[
s

(k+m)
i , s

(k+m+1)
i

)
is able to be

represented as

ûj(λ|ski − τij(ski )) (15)

=

 ûj(s
(k+m)
i + ∆εij |ski − τij(ski )) λ ∈

[
s

(k+m)
i , s

(k+m)
i + T + ∆εij

)
ûj(s

(k+m+1)
i + ∆εij |ski − τij(ski )) λ ∈

[
s

(k+m)
i + T + ∆εij , s

(k+m)
i + T

)
Define

X̂i(s
k
i ) =

{
x̂j(s

k
i |ski − τij(ski ))|aij > 0, j = 0, . . . , i− 1

}
(16)

Ûi(s
k
i ) =

{
ûj(λ|ski − τij(ski ))|λ ∈

[
ski , s

(k+1)
i

)
, aij > 0, j = 0, . . . , i− 1

}
(17)

The consensus control law of Agent i, i = 1, . . . , n, is designed as

ui(s
k
i ) =kf

(
xi(s

k
i ), X̂i(s

k
i ), Ûi(s

k
i )
)

(18)

=

 0 ski < ts

F
(

Ψ̃−1
i (ski )

(∑i−1
j=0 aijΛ̂ij(s

k
i )
))

ski ≥ ts
(19)
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where

Λ̂ij(s
k
i ) = (Ki − I)

(
yi(s

k
i )− ŷj(s

k
i |ski − τij(ski ))− ρji(ski )

)
+ Q̂j(ski |ski − τij(ski )) + ∆ρji(s

k
i )

Q̂ij(ski |ski − τij(ski )) =

∫ s
(k+1)
i

ski

R̂j(λ|ski − τij(ski ))ûj(λ|ski − τij(ski ))dλ

∆ρji(s
k
i ) = ρji(s

k+1
i )− ρji(ski )

and τij(t) is the delay of information of Agent j for Agent i at time t. Since R̂j(λ) is piecewise

constant at
[
ski , s

(1)
i

)
, Q̂ij(ski |ski − τij(ski )) is easy to calculate.

The one step forward state prediction of the i− th agent is given as

x̂i(s
(k+1)
i |ski ) = xi(s

k
i ) + Bi(ski )ui(s

k
i ) (20)

Based on the one step forward state prediction, subsequent predictions at sampling instants are

given iteratively:

û0(sk+m
0 |sk0) = kl

(
x̂0(sk+m

0 |sk0), r(sk+m
0 ), r(sk+m+1

0 )
)

(21)

ûj(s
(k+m)
j |skj ) = kf

(
xj(s

(k+m)
j |skj ), X̂j(s

(k+m)
j ), Ûj(s

(k+m)
j )

)
(22)

x̂i(s
k+m+1
i |ski ) = x̂i(s

k+m
i |ski ) + B̂i(sk+m

i |ski )ûi(s
k+m
i |ski ), (23)

where j = 1, . . . , n, i = 0, . . . , n, m = 1, . . . , (di + 1)M . Based on the given predictions, Agent

i transmits the packet described as (24) to its reachable neighbors.

Pi(ski ) =

 xi(s
k
i ) x̂i(s

(k+1)
i |ski ) . . . x̂i(s

k
i + (di + 1)MT |ski )

ui(s
k
i ) ûi(s

(k+1)
i |ski ) . . . ûi(s

k
i + (di + 1)MT |ski )

 (24)

Agent

    0

[r(t0),...,r(t0+(d0+1)MT)]

Agent

    1
Agent

     i
Agent

   i+1

. . . . . .

Agent

     j

. . . Agent

     k

. . .

Length:(di+1)M+1

Length:(dk+1)M+1Length:(dj+1)M+1

x0(t0),x0(t0+T|t0),...,x0(t0+(d0+1)NMT|t0)

u0(t0),u0(t0+T|t0),...,u0(t0+(d0+1)NMT|t0)

xi(t0),xi(ti+T|ti),...,xi(ti+(di+1)NMT|ti)

ui(t0),ui(ti+T|ti),...,ui(ti+(di+1)NMT|ti)

Figure 4: Diagram of the unidirectional topology structure and the active prective mechanism
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Fig.4 illustrates the packet transferring procedure of the active predictive compensation mech-

anism. The lengths of packets are various. As long as Agent i is a non-leaf node (a node with

followers), it generates (di + 1)M pairs of its state and control input predictions and transmits

the predictions to its reachable neighbors. The packet length of each agent in the proposed

prediction scheme is able to guarantee that, the number of available predictions for receivers

are enough to generate their own predictions iteratively after networked transferring.

6 Stability Analysis

Theorem 6.1 Consider a planar multi-agent system with non-holonomic constraints de-

scribed as (4) with i = 0, . . . , n, under the predictive consensus tracking control strategy described

as (13), (18), (20), (21), (22), (23), and (24), for arbitrary Agent i, i = 0, . . . , n, the consensus

tracking error ei(t) converges into a neighborhood of the origin exponentially i.e.

lim
t→+∞

‖ei(t)‖ < δ (25)

as long as

‖Ki‖+ max(‖Γi(t)‖) ‖Ki − I‖ < 1 (26)

where

Γi(s
k
i ) = I−Ψi(s

k
i )Ψ̃−1

i (ski ) =

 sin2(T4 (ωi(s
k
i )− ωi(s(k−1)

i )) sin(T2 (ωi(s
k
i )− ωi(s(k−1)

i ))

− sin(T2 (ωi(s
k
i )− ωi(s(k−1)

i )) sin2(T4 (ωi(s
k
i )− ωi(s(k−1)

i ))


Proof Note that the output evolution of the i− th agent is expressed as

yi(s
(k+1)
i ) =yi(s

k
i ) + βi(s

k
i )Ψi(s

k
i )ui(s

k
i )

=yi(s
k
i ) + Ψi(s

k
i )F−1

(
ui(s

k
i )
)

(27)

Consider the Agent 0, substituting (13),(27) into (5), for k ≥ (d0+1)M , the error state dynamics

is obtained:

e0(s
(k+1)
0 ) =y0(sk0) + B0(sk0)u0(sk0)− r(s

(k+1)
0 )

=y0(sk0) + B0(sk0)F
(

Ψ̃−1
0 (sk0)

(
(K0 − I)y0(sk0) + r(s

(k+1)
0 )−K0r(sk0)

))
− r(s

(k+1)
0 )

=y0(sk0) + Ψ0(sk0)F−1
(
F
(

Ψ̃−1
0 (sk0)

(
(K0 − I)y0(sk0) + r(s

(k+1)
0 )−K0r(sk0)

)))
− r(s

(k+1)
0 )

=K0e0(sk0)− Γ0(sk0)
(

(K0 − I)y0(sk0) + r(s
(k+1)
0 )−K0r(sk0)

)
=K0e0(sk0)− Γ0(sk0) (K− I) e0(sk0)− Γ0(sk0)∆r(sk0) (28)

where ∆r(sk0) = r(s
(k+1)
0 )− r(sk0)
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According to the definition of Γi(s
k
i ), it is obtained that

∥∥Γi(s
k
i )
∥∥ is bounded as∥∥Γi(s

k
i )
∥∥ < c1,∀i = 0, . . . , n, k ∈ Z+ (29)

Since r(t) is smooth, it is able to guarantee that ‖∆r(t)‖ is bounded as

‖∆r(t)‖ < c2 (30)

Taking norm on (28), the following is obtained:∥∥∥e0(s
(k+1)
0 )

∥∥∥ ≤ (‖K‖+ c1 ‖K0 − I‖)
∥∥e0(sk0)

∥∥+ c1c2 (31)

According to the condition described by (26), the following is obtained:

lim
k→+∞

∥∥e0(sk0)
∥∥ ≤ c1c2

1− (‖K‖+ c1 ‖K0 − I‖)
(32)

Moreover,

lim
t→+∞

‖e0(t)‖ < δ (33)

where δ is the positive constant.

Without uncertainty, compare (20),(21),(23) with (4) and (13), and let i = 0, the prediction

sequence is obtained:

x̂0(s
(k+1)
0 |sk0) =x0(sk0) + B0(sk0)u0(sk0) = x0(s

(k+1)
0 )

x̂0(s
(k+m+1)
0 |sk0) =x̂0(s

(k+m)
0 |sk0) + B̂0(s

(k+m)
0 |sk0)û0(s

(k+m)
0 |sk0)

=x0(s
(k+m)
0 ) + B0(s

(k+m)
0 )u0(s

(k+m)
0 )

=x0(s
(k+m+1)
0 )

û0(s
(k+m)
0 |sk0) =kl

(
x̂0(s

(k+m)
0 |sk0), r(s

(k+m)
0 ), r(s

(n+k+1)
0 )

)
=kl

(
x0(s

(k+m)
0 ), r(s

(k+m)
0 ), r(s

(n+k+1)
0 )

)
=u0(s

(k+m)
0 )

where k ∈ Z+,m = 1, . . . , (d0 + 1)M .

It shows that under the proposed predictive control strategy, ‖e0(t)‖ converges into a neigh-

borhood of the origin exponentially, and, without uncertainty, the predicted states and control

inputs of Agent 0 are equivalent to the actual ones.

Next, the mathematical induction is adopted to analyze stability performance of followers.

For each Agent i, i = 1, . . . , n, assume that consensus tracking errors of agents with indexes

less than i converge into a neighborhood of the origin as

lim
t→+∞

‖ep(t)‖ < δ, ∀p = 0, . . . , i− 1 (34)
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and for arbitrary Agent p, p = 0, . . . , i−1, the predicted states and control inputs are equivalent

to the actual ones as

x̂p

(
s(k+m)
p |skp

)
= xp

(
s(k+m)
p

)
,∀ p = 0, . . . , i− 1,∀m = 1, . . . , (dp + 1)M (35)

ûp

(
s(k+m)
p |skp

)
= up

(
s(k+m)
p

)
,∀ p = 0, . . . , i− 1,∀m = 1, . . . , (dp + 1)M (36)

According to the Euler discretization, for each sample moment ski of Agent i, the following is

obtained:

ŷp(s
(k+m)
i |ski − τij(ski ))

=ŷp(s
(k+m)
i + ∆εij |ski − τij(ski )) +

∫ s
(k+m)
i

s
(k+m)
i +∆εij

R̂p(λ|ski − τij(ski ))dλûp(s
(k+m)
i + ∆εij |ski − τij(ski ))

=yp(s
(k+m)
i + ∆εij) +

∫ s
(k+m)
i

s
(k+m)
i +∆εij

Rp(λ)dλup(s
(k+m)
i + ∆εij)

=yp(s
(k+m)
i ) (37)

ŷp(s
(k+m)
i |ski − τij(ski )) + Q̂p(s(k+m)

i |ski − τij(ski ))

=ŷp(s
(k+m)
i |ski − τij(ski )) +

∫ s
(k+1)
i

s
(k+m)
i

R̂p(λ|ski − τij(ski ))ûp(λ|ski − τij(ski ))dλ

=yp(s
(k+m)
i ) +

∫ s
(k+m+1)
i

s
(k+m)
i

Rp(λ)up(λ)dλ

=yp(s
(k+m+1)
i ) (38)

∀m = 0, . . . , (di + 1)M

Then, for ski ≥ ts, it is given:

ei(s
(k+1)
i ) =yi(s

k
i ) + Bi(ski )ui(s

k
i )− ρri(s(k+1)

i )

=yi(s
k
i ) + Ψi(s

k
i )F−1

F
Ψ̃−1

i (ski )

i−1∑
j=0

aijΛ̂ij(s
k
i )

− ρri(s(k+1)
i )

=

i−1∑
j=0

aij

(
Ki

(
yi(s

k
i )− yj(s

k
i )− ρji(ski )

)
+ yj(s

(k+1)
i ) + ρji(s

(k+1)
i )

− ρri(s(k+1)
i )− Γi(s

k
i )Λ̂ij(s

k
i )

)
(39)

Note that

ρji(t) = ρri(t)− ρrj(t) (40)
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therefore, without uncertainty,

ei(s
(k+1)
i ) =Kiei(s

k
i ) +

i−1∑
j=0

aij

(
ej(s

(k+1)
i )−Kiej(s

k
i )− Γi(s

k
i )Λij(s

k
i )

)

=Kiei(s
k
i )− Γi(s

k
i ) (K− I) ei(s

k
i ) +

i−1∑
j=0

aij

(
ej(s

(k+1)
i )−Kiej(s

k
i )

− Γi(s
k
i )

(
(I−K) ej(s

k
i ) +

∫ s
(k+1)
i

ski

R(λ)uj(λ)dλ+ ∆ρji(s
k
i )

))
(41)

Taking norm on (41), it is given:∥∥∥ei(s(k+1)
i )

∥∥∥ ≤ (‖Ki‖+ c1 ‖Ki − I‖)
∥∥ei(ski )

∥∥+
∥∥∥eq(s(k+1)

i )−Kieq(s
k
i )
∥∥∥

+ c1

∥∥∥∥∥(I−Ki) ej(s
k
i ) +

∫ s
(k+1)
i

ski

Rq(λ)uq(λ)dλ+ ∆ρmi(s
k
i )

∥∥∥∥∥ (42)

where 0 ≤ q < i and aiq > 0. It can be given by (34) that∥∥∥eq(s(k+1)
i )−Kieq(s

k
i )
∥∥∥ < c3 (43)∥∥(I−Ki) ej(s

k
i )
∥∥ < c4 (44)∥∥∥∥∥

∫ s
(k+1)
i

ski

Rq(λ)uq(λ)dλ

∥∥∥∥∥ =
∥∥∥yq(s(k+1)

i )− yq(s
k
i )
∥∥∥ < c5 (45)

Since ρji(t) is smooth, it is clear that ∥∥∆ρji(s
k
i )
∥∥ < c6 (46)

Denote c7 = c3 + c1(c4 + c5 + c6), (42) can be rewritten as∥∥∥ei(s(k+1)
i )

∥∥∥ ≤ (‖Ki‖+ c1 ‖Ki − I‖)
∥∥ei(ski )

∥∥+ c7 (47)

Then, the ultimate bound of ‖ei(t)‖ can be obtained as

lim
k→+∞

∥∥ei (ski )∥∥ ≤ c7
1− (‖Ki‖+ c1 ‖Ki − I‖)

(48)

Moreover,

lim
t→+∞

‖ei(t)‖ < δ (49)

Without uncertainty, comparing (20),(22) ,(23)with (4) and (18), and combing (35) and
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(36), the prediction equivalency can be obtain as

x̂i(s
(k+1)
i |ski ) =xi(s

k
i ) + Bi(ski )ui(s

k
i ) = xi(s

(k+1)
i )

x̂i(s
(k+m+1)
i |ski ) =x̂i(s

(k+m)
i |ski ) + B̂i(s(k+m)

i |ski )ûi(s
(k+m)
i |ski )

=xi(s
(k+m)
i ) + Bi(s(k+m)

i )ui(s
(k+m)
i )

=xi(s
(k+m+1)
i )

ûi(s
(k+m)
i ) =kf

(
x̂i(s

(k+m)
i |ski ), X̂i(s

(k+m)
i ), Ûi(s

(k+m)
i )

)
=kf

(
xi(s

(k+m)
i ),Xi(s

(k+m)
i ),Ui(s

(k+m)
i )

)
=ui(s

(k+m)
i )

∀m = 0, . . . , (di + 1)M (50)

where

Xi(s
(k+m)
i ) =

{
xj(s

(k+m)
i |aij > 0, j = 0, . . . , i− 1

}
(51)

Ui(s
(k+m)
i ) =

{
uj(λ)|λ ∈

[
s

(k+m)
i , s

(k+m+1)
i

)
, aij > 0, j = 0, . . . , i− 1

}
(52)

As summary, under the proposed predictive control strategy described as (13), (18), (20),

(21), (22) and (23), for Agent 0, the consensus tracking error converges into a neighborhood of

the origin and, without uncertainty, the predicted states and control inputs are equivalent to the

actual ones; Moreover as long as it is assumed that, for all agents with indexes less than i, the

tracking errors converge into a neighborhood of the origin and the predicted states and control

inputs are equivalent to the actual ones, it is able to obtain that consensus tracking error of

Agent i also converges into the neighborhood of the origin and the predicted states and control

inputs are equivalent to the actual one as well. Therefore, according to the mathematical

induction, it is clear that for arbitrary Agent i, i = 0, . . . , n, under the proposed predictive

control strategy, the consensus tracking error ei(t) converges into a neighborhood of the origin,

and, without uncertainty, the predicted states and control inputs are equivalent to the actual

ones.

7 Experiments

7.1 Experimental Platform Representation

To verify the proposed predictive time-variant consensus tracking control strategy, differen-

tially driven mobile robots are adopted as experimental plants. For the i− th agent, the rela-

tionship between the control input [vi(t) ωi(t)]
T and the rotation speed of wheels [θ̇il(t) θ̇ir(t)]

T

is expressed as  θ̇il(t)

θ̇ir(t)

 =
1

r

 1 b

1 −b

 vi(t)

ωi(t)

 (53)
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where r is the radius of the wheels and 2b is the axis length. The experimental mobile robots are

driven by step motors. In the experiments, the necessary torque is less than the rated torque of

step motors, therefore, the response time of step motors is ignorable. Mobile robots are located

by Vicon localization system, poses of robots are transmitted from the Vicon system to each

robot via User Datagram Protocol, the communication delay and packet loss between robots

and the Vicon system are compensated by the networked predictive control strategy proposed

in [29].

In experiments, the time synchronization is implemented on the local area network, and the

inter-agent communication is achieved on the worldwide network. The inter-agent communi-

cation path is built on Aliyun cloud service. The packets from one agent to another agent is

retransmitted by Aliyun servers, the networked path of inter-agent communication is illustrated

in Fig.5.

wire-less router

Agent i
Agent j

Figure 5: Networked path of packets retransmission in inter-agent communication channels

In experiments, the desired trajectory for Agent 0 to track is an eight-sharped curve ex-

pressed as

x(t) = 1.5sin(t)cos(t)
1+sin2(t)

y(t) = 1.5cos(t)
1+sin2(t)

(54)

7.2 Fixed Formation with Respect to the Leader

The proposed time-variant consensus control strategy is also effective for the time-varying

formation discussed in [15]. As an example, Agent 1 and Agent 2 are ordered to maintain

a fixed triangle formation with respect to the body-fixed coordinate system of Agent 0. The

desired positions of follower agents related to the leader agent are expressed as

ρ0i(t) =

 cosϕ0(t) − sinϕ0(t)

sinϕ0(t) cosϕ0(t)

 0xi
0yi

 , i = 1, 2 (55)
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where
[
0xi

0yi
]T

is the desired position of Agent i with respect to Agent 0 coordinate system.

The desired position of Agent 2 related to Agent 1 with respect to Agent 0 body coordinate

system is expressed as

ρ12(t) =

 cosϕ0(t) − sinϕ0(t)

sinϕ0(t) cosϕ0(t)

 0x2 − 0x1

0y2 − 0y1

 (56)

In experiments, values of parameters are as follows:
[
0x1

0y1

]T
= [−0.5 − 0.5]

T
,
[
0x2

0y2

]T
= [−0.5 0.5]

T
. Since the desired position of followers are described with respect to Agent-0

body-fixed coordinate system, to avoid the overloaded tracking error caused by rapid rotation

of Agent-0, the initial orientation of Agent-0 is nearby the tangential direction of reference

trajectory. Similarly, to avoid the overloaded control gain caused by large-scale initial error,

initial position of follower agents are not far from the desired one.

Fig.6 illustrates trajectories of agents; Fig.7 illustrates the tracking performance and con-

sensus error in distance of agents in the experiment with local networked environments; Fig.8

illustrates the tracking performance and consensus error in distance of agents in the experiment

with worldwide networked environments; and Fig.9 illustrates the networked delay of inter-agent

communication channels in the experiment with worldwide networked environments.

The experiment results show that, under the proposed control strategy, the desired triangle

formation is able to be achieved well in the worldwide networked environments as well as in the

local networked environments.
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Figure 6: Trajectories of Agents in a triangle formation experiment
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Figure 7: Tracking performance of wheeled mobile robots in the triangle formation experiment

in local network
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Figure 8: Tracking performance of wheeled mobile robots in the triangle formation experiment

in worldwide network
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formation experiments

7.3 Surrounding Formation

To achieve the desired time-varying formation, the converge speed of the proposed control

laws is important. To verify the converge speed of the proposed control strategy, surrounding

formation experiments are presented, where the leader is expected to track a desired reference

trajectory and two followers are to move around the leader. Comparing with the fixed formation,

the surrounding formation is more difficult, because the crash is very easy to occur as long as

any agent does not track its desired position timely.

In the surrounding formation experiment, the desired positions of Agent 1 and Agent 2

related to Agent 0 with respect to the inertial coordinate system are expressed as

ρ0i(t) =

 Ri sin(0.3(t∗))

Ri cos(0.3(t∗))

 , t∗ =

 0 t ≤ ts
t− ts t > ts

, i = 1, 2 (57)

where ts is a start moment, before when all agents maintain the initial position with zero control

inputs. In experiment, R1 = −0.75, R2 = 0.75, where position of two agents are symmetrical

with respect to the position of Agent 0. Therefore, the position relationship between Agent 1

and Agent 2 is expressed as

ρ12(t) = 2 (y0(t)− y1(t)) . (58)

For easy to understand, Fig.10 illustrates a part of experimental trajectories of agents in sur-

rounding formation experiments, where the leader tracks the reference input described as (54),

simultaneously, the followers move around the leader.
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Figure 10: Trajectories of agents in a surround formation experiment
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Figure 11: Tracking performance and error in distance of agents in a local networked surround-

ing formation experiment
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Figure 12: Tracking performace and error in distance of agent in a worldwide networked sur-

rounding formation experiment
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Figure 13: Communication delay of inter-agent communication in a worldwide networked sur-

rounding formation experiment

Fig.11 illustrates the tracking performance and error in distance of agents in a surround-

ing formation experiment with local networked environments, Fig.12 illustrates the tracking

performance and error in distance of agents in the an experiment with worldwide networked en-

vironments, and Fig.13 illustrates the communication delay between agents in the experiments
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with worldwide networked environments.

The experiment results show that, under the proposed control strategy, the surrounding

formation is able to be achieved in the worldwide networked environments as well as in the

local network. With the proposed time-variant consensus protocol, agents maintain the desired

time-varying formation well. Moreover, with the proposed predictive control strategy, the

communication delay of agents is compensated well, so that the proposed control strategy is

effective on time-variant consensus tracking problems of non-holonomic multi-agent systems in

the worldwide networked environments.

8 Conclusion

A predictive time-variant consensus tracking control strategy for planar non-holonomic

multi-agent systems is presented in this article. Different from the traditional “consensus”

approaches, where agents are expected to form and maintain a fixed relationship, in the time-

variant consensus problem, agents are able to maintain an expected time-varying relationship

as well. With the proposed time-variant consensus tracking control strategy, the leader agent

is able to track the desired smooth reference input and the follower agents are able to maintain

a desired time-varying formation with the leader as well. The experiment results show that,

the proposed control strategy is effective for general smooth time-varying reference inputs and

formations.

The other contribution of this article is the active predictive compensation scheme for multi-

agent system to resist the networked delay in the inter-agent channels, where agents generate

and transmit pose and control input predictions actively. Comparing with the traditional

compensation mechanism for multi-agent system, where networked delay is compensated in the

form of observers, in the active scheme, implementation of agents are independent and the

computing efficiency of the system is improved. Moreover, the experiments are presented on

the worldwide networked environments.
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