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Abstract— Non-orthogonal multiple access (NOMA),1

millimeter wave (mmWave), and massive multiple-input-multiple-2

output (MIMO) have been emerging as key technologies for fifth3

generation mobile communications. However, less studies have4

been done on combining the three technologies into the converged5

systems. In addition, how many capacity improvements can be6

achieved via this combination remains unclear. In this paper, we7

provide an in-depth capacity analysis for the integrated NOMA-8

mmWave-massive-MIMO systems. First, a simplified mmWave9

channel model is introduced by extending the uniform random10

single-path model with angle of arrival. Afterward, we divide11

the capacity analysis into the low signal to noise ratio (SNR)12

and high-SNR regimes based on the dominant factors of signal13

to interference plus noise ratio. In the noise-dominated low-SNR14

regime, the capacity analysis is derived by the deterministic15

equivalent method with the Stieltjes–Shannon transform. In16

contrast, the statistic and eigenvalue distribution tools are invoked17

for the capacity analysis in the interference-dominated high-SNR18

regime. The exact capacity expression and the low-complexity19

asymptotic capacity expression are derived based on the prob-20

ability distribution function of the channel eigenvalue. Finally,21

simulation results validate the theoretical analysis and demon-22

strate that significant capacity improvements can be achieved23

by the integrated NOMA-mmWave-massive-MIMO systems.24

Index Terms— mmWave, NOMA, massive MIMO, capacity25

analysis, Stieltjes and Shannon transform, statistics and26

probability analysis.27
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I. INTRODUCTION 28

W ITH even higher transmission rate claimed by the fifth 29

generation (5G) wireless communications, spectrum 30

efficiency (SE) [1]–[4] and energy efficiency (EE) [5], [6] 31

are categorized as two main topics of the study. In which, 32

millimeter wave (mmWave) [1], non-orthogonal multiple 33

access (NOMA) [3], [4], and massive multi-input-multi-output 34

(massive MIMO, also known as large-scale antenna system [7], 35

large-scale MIMO [8]–[10]) [2] are noticed a lot both in 36

academia and industry. MmWave refers to the frequency with 37

30 ∼ 300 GHz [11]. With shorter propagation distance and 38

even higher frequency, the propagation characteristics are 39

normally different from existing macro waves in use. In this 40

regard, the propagation characteristics and channel model were 41

intensively investigated at the incipient stage of mmWave 42

studies [1], [12]. 43

Other than the mmWave, NOMA was proposed to alleviate 44

the spectrum bottleneck by invoking the superposition coding 45

of multiple users in the same frequency, thereby, enhancing 46

the systems’ SE performance [13]. In NOMA studies, trans- 47

mit power values amongst users are exploited to separate 48

signals belonging to different users. Research topics such 49

as beamforming design [14], user pairing [15], and power 50

allocation [16], etc., were intensively investigated. 51

On the other hand, massive MIMO was introduced as well 52

to tumble down the 5G’s SE and EE requirement toughies [17]. 53

The benefit of massive MIMO is that, with even larger antenna 54

number, thermal noise and fast fading effects can be averaged 55

out [2]. Besides the studies on SE issue, prior studies on 56

massive MIMO’s EE issue mostly focused on the effective 57

engaged component selection method design, energy harvest- 58

ing and content sharing technologies and their optimization 59

methods, such as the work in [18]–[21]. 60

A. Related Work 61

The related antecedent work is summarized as follows. For 62

mmWave communications, the channel models were char- 63

acterized and analyzed in [1], [12], and [22]. In [1], the 64

angle of departure (AoD), angel of arrive (AoA), and channel 65

gain characteristics of mmWave channels were estimated for 66

both light of sight (LOS) and non light of sight (NLOS) 67

paths to obtain a general channel model. In [12], a structured 68

compressive sensing (SCS)-based channel estimation scheme 69

was proposed. In which, the angular sparsity was employed 70
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as well to reduce the required pilot overhead. In [22], the71

mmWave channel was estimated with mmWave band (from72

28 to 73 GHz) propagation characteristics. Besides, the cel-73

lular capacity was evaluated based on the experiment data74

collected from New York City. The simplified uniform random75

single-path (UR-SP) model was adopted for optimal76

beamforming design in mmWave communications [23].77

Alkhateeb et al. [24], investigated the Kronecker channel78

model and proposed a hybrid pre-coding method for mmWave79

communications.80

For the aspect of integrating NOMA with massive MIMO,81

a joint antenna selection and user scheduling algorithm was82

proposed in [25]. Numerical results showed that the proposed83

algorithm achieved better search efficiency in single-band84

two-user scenario. The simplified and limited feedback sce-85

nario for NOMA-MIMO systems was studied in [26]; where86

the NOMA-MIMO channel was decomposed into multiple87

NOMA-SISO channels. In the study of [27], the outage prob-88

ability was investigated for NOMA-massive-MIMO systems.89

To integrate the massive MIMO with mmWave, the majority90

prior work focused on the beamforming design. For exam-91

ple, an interference-aware (IA) beam selection scheme was92

proposed by [28]; it can achieve near-optimal sum rate with93

better EE performance compared with conventional schemes.94

However, fewer studies have been done on NOMA-mmWave95

or on the integration of mmWave, NOMA and massive96

MIMO. From an intuitionistic perspective, by integrating97

these three, better SE and sum rate performances can be98

obtained. However, by what scale this increment can be is still99

ambiguous.100

For the capacity analysis, various studies have been done101

before. For instance, the reservation-based random access102

wireless network capacity was investigated in [29] with103

addressed upper and lower bound expressions. Recently, the104

random matrix theory (RMT) tools are intensively noticed and105

have been vastly used to tame the performance of massive106

MIMO systems. The majority work of this focused on the107

closed-form expressions for critical parameter analysis, such108

as the ergodic capacity, higher-order capacity moments, and109

outage probability [27], [30]–[36]. Among the various math-110

ematical tools provided by RMT, the deterministic equivalent111

method was introduced by [30], [31], [37], and [38]. In which,112

the Stieltjes-Shannon transform method [30]–[32], Gaussian113

method [34], and free probability theory [33] play critical114

roles. On the other hand, the statistics and probability analysis115

method was widely applied for capacity [35] and outage proba-116

bility analysis [27] in massive MIMO systems. But still, for the117

more complicated NOMA-mmWave-massive-MIMO systems,118

these methods cannot be adopted directly, especially with the119

NOMA decoding scheme. Low-complexity asymptotic method120

is of great importance in this case.121

B. Contributions122

The aforementioned work plays vital role and lies solid123

foundation for the study of mmWave, NOMA and massive124

MIMO. In this paper, we step further to study the inte-125

grated NOMA-mmWave-massive-MIMO systems and provide126

a theoretical analysis on the achievable capacity. The main 127

contributions of this paper are summarized as follows: 128

• The model of the integrated NOMA-mmWave-massive- 129

MIMO systems is systematically introduced. To settle 130

down the intractable characteristics with mmWave chan- 131

nel, a simplified mmWave channel model is introduced 132

by extending the UR-SP model with AoA. 133

• For the capacity analysis, it is divided into the low signal 134

to noise ratio (SNR) and high-SNR regimes to simplify 135

the analysis. In the noise-dominated low-SNR regime, 136

the capacity analysis is derived by the deterministic 137

equivalent method with the Stieltjes-Shannon transform. 138

During the analytical process, we provide mathematical 139

proofs for the relationship between the Stieltjes transform 140

and the Shannon transform. In the interference-dominated 141

high-SNR regime, the deterministic equivalent method 142

is no longer valid. In this regard, the exact capacity 143

expression as well as a low-complexity special case (the 144

numbers of paths, antennas, and user terminals are equal) 145

expression are derived with the statistic and eigenvalue 146

distribution tools. 147

• We evaluate the derived capacity expressions under both 148

low-SNR and high-SNR regimes, and investigate the 149

impacts of the numbers of LOS paths, antennas, and 150

user terminals on the system performance. In the low- 151

SNR regime, it is found that SNR and user number 152

have positive correlations with the systems’ capacity 153

performance. This significantly outperforms the existing 154

long term evolution (LTE) systems especially under the 155

cell-edge scenario. In the high-SNR regime, numerical 156

results manifest the matching relationship between the 157

asymptotic PDF expression and the exact PDF expression. 158

In addition, we find that the number of LOS paths has 159

positive but ignorable effect to the capacity increment. 160

C. Organizations 161

The rest of this paper is organized as follows. The sys- 162

tems’ model as well as the channel model are introduced by 163

section II. The capacity analysis in the low-SNR regime is 164

investigated by section III. Afterwards, section IV provides 165

the capacity analysis for the high-SNR regime. The numerical 166

results are given in section V. The main results and discussions 167

are provided by section VI. All of the mathematical proofs are 168

given by the Appendices. 169

D. Notations 170

Throughout the paper, the uppercase boldface letters, low- 171

ercase boldface letters, and normal letters are used to rep- 172

resent the matrix, vector, and scalar quantity, respectively. 173

Furthermore, C and R denote the sets of complex and real 174

numbers, respectively. AH denotes the Hermitian transposition 175

of a matrix A. Ai, j is the (i, j)-th entry of a matrix A with 176

the i -th row and j -th column. Additionally, tr(A), det(A), 177

and E(A) denote the trace, determinant, and expectation of the 178

matrix A, respectively. Moreover, A−1 is the inverse transpose 179

of matrix A. Finally, inf and sup are used to denote the 180

infimum and supremum. 181
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Fig. 1. The conceptual model of the NOMA-mmWave-massive-MIMO
systems.

II. SYSTEM MODEL182

In this section, firstly, the NOMA-mmWave-massive-MIMO183

systems model in the downlink is elaborated. We further184

propose a simplified mmWave channel model by extending185

the UR-SP model with AoA and express it in matrix form.186

A. The NOMA-mmWave-Massive-MIMO Systems’ Model187

The NOMA-mmWave-massive-MIMO systems’ model in188

the downlink that focused by this study is shown in Fig. 1.189

It consists of a massive MIMO BS that serving less but190

multiple user terminals (with number K ). As shown here, the191

transmission is carried out in the mmWave frequency with192

mmWave beams. In addition, within each beam, the NOMA193

encoding scheme is utilized to encode the transmit signal.194

With NOMA encoding scheme, the same spectrum resource195

block [13] is shared by multiple users within the same user196

group (it is assumed that the NOMA users within each197

frequency resource block is one user group). Among different198

user groups, orthogonal frequency correlations are assumed199

to isolate the inter-channel interference. The optimal power200

allocation problem of NOMA-MIMO has been investigated by201

prior studies [15], [39]. In this paper, we focus on the capacity202

analysis of the proposed NOMA-mmWave-massive-MIMO203

systems by assuming that power value is different amongst204

different users with regards to the NOMA concept [27]. This205

is due to the fact that the optimal power allocation study based206

on the scenario that the transmission rate requirement of each207

user is given beforehand [15], [39]. In addition, this capacity208

expression can also be applied for the optimal power allocation209

scenario while giving the transmission rate requirement of210

each user and the component carrier (CC) bandwidth. The211

optimal power allocation study can be done in future based212

on the NOMA-mmWave-massive-MIMO system s’ model.213

At the receiver side, user can make use of SIC [27], [40]214

to remove the interferences from other users with higher215

orders. The remaining information from low order users is216

treated as interference.1 With perfect orthogonal characteristics 217

among channels of different user groups, the inter-channel 218

interference caused by users in different groups can be ignored. 219

Thus co-channel interference is mainly from users in the same 220

group with a lower order. 221

With mmWave frequency in hand, much wider bandwidth 222

can be allocated compared with macro wave frequency used 223

by LTE and prior generations. It was estimated that the 224

CC bandwidth can be up to 1 GHz or even more with 225

mmWave [43]. In line with Shannon theory for achievable 226

transmission rate, with better channel condition, wider CC 227

bandwidth will yield faster rate. The 5G’s claiming rate can 228

be easily met with mmWave in this regard, albeit the specific 229

frequency allocation and usage method of mmWave in 5G 230

is still on discussion with international telecommunications 231

union-radio communication (ITU-R). 232

Assuming the NOMA power allocation for each user 233

as Pi , i ∈ [1, K ], the received signal is given by 234

y = HH x + n =
K∑

i=1

Pi HH s + n (1) 235

where H ∈ CN×K is the channel model from N transmit 236

antennas to K user terminals, x ∈ CN×1 is the transmit 237

information at the transmit side, which consists of the transmit 238

signal si as well as the transmit power Pi . In addition, 239

n ∈ C
K×1 yields the additive white Gaussian noise (AWGN). 240

Moreover, without loss of generality, it is assumed that 241

N ≥ K . This is due to the fact that the transmit antenna 242

number is usually larger than the receive antenna number in 243

massive MIMO systems. It is also assumed that the transmit 244

signal s is normalized, which means that each column of s 245

obeys E[si ] = 0, and E[si sH
i ] = 1. 246

With this model in hand, to determinate the capacity 247

performance of NOMA-mmWave-massive-MIMO systems, 248

the channel model should be set forth. Given a constant nor- 249

malized noise value within the channel assumption, capacity 250

performance is largely determined by the allocated power to 251

each user and the channel model [2]. 252

B. The Proposed MmWave Channel Model 253

In line with prior studies from [12], [44], the mmWave 254

channel model with a three dimensional (3D) transmission 255

background has to take into consideration the channel gain, 256

the AoD at the transmitter, and the AoA at the receiver. Taking 257

an example, the mmWave channel response for the k-th user 258

can be given as 259

hk = √
N

⎧
⎨

⎩
β0

k d(θ0
k )a(φ0

k )
√

1 + d
β0

k
k

+
M∑

i=1

β i
kd(θ i

k)a(φi
k)√

1 + d
β i

k
k

⎫
⎬

⎭, (2) 260

where H = [h1, . . . , hK ]. Besides, integer k ∈ [1, K ] is the 261

user index, and integer i ∈ [1, M], the NLOS path index. 262

β i
k denotes the channel gain of user k for the i -th NLOS 263

1Note that NOMA decoding order can either with regard to the user
orders [41], or with a reversed order with regard to the SNR [42]. Here in
this study, we focus on the first scheme.
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path, which can be assumed to obey a complex Gaussian264

distribution. Similarly, β0
k is the channel gain of the LOS path.265

M is the total number of NLOS paths. dk denotes the distance266

between the BS and the k-th user. θ represents the normalized267

AoD of each path (by LOS or NLOS), which follows268

d(θ) = 1√
N

[1, e− jπθ , · · · , e− jπ(N−1)θ ]. (3)269

Similarly, the normalized AoA of each path follows270

a(φ) = 1√
N

[1, e− jπφ, · · · , e− jπ(K−1)φ]T . (4)271

However, according to prior findings in [46] and [47],272

mmWave transmission is highly susceptible to obstructions273

due to its vulnerable characteristic to diffraction and path274

loss. Thus mmWave beam highly relays on the LOS paths275

while applying in the wireless communications. With those276

antecedent studies in hand, by ignoring the NLOS compo-277

nents in (2) and assuming L LOS paths, a simplified model278

according to the UR-SP channel model [23], mmWave channel279

response for k-th user can be re-elaborated by280

hk = √
N

L∑

i=1

β i
kd(θ i

k)√
1 + d

β i
k

k

. (5)281

Although the array steering vector (AoD vector) is included in282

the UR-SP channel model, the AoA factor is neglected in this283

model. Thus, in this study, we further extend the UR-SP model284

by taking the AoA vector into consideration. This results the285

channel response for the k-th user as286

hk = √
N

L∑

i=1

d(θ i
k)β

i
ka(φi

k)√
1 + d

β i
k

k

. (6)287

Additionally, by ignoring the difference bringing in by the288

shape of transmitter and receiver with an correlation free case289

both at transmit and receiver sides, the channel model H in290

high-dimensional matrix form can be given as291

H = DBA, (7)292

where D ∈ CN×L , B ∈ CL×L, A ∈ CL×K . B = ηβ293

with β = [β1,β2, . . . ,βL ], and η = [η1, . . . , ηk, . . . , ηK ].294

D = [d(θ0), . . . , d(θL−1)], A = [a(φ0), . . . , a(φL−1)]T . Here295

ηk is the coefficient given as296

ηk =
√

N√
1 + d

β i
k

k

. (8)297

Here it is further assumed that the distance differences298

amongst different users can be absorbed into the β i
k effects.299

This is because that with randomly generated d
β i

k
k , ηk as an300

coefficient can be denoted with the randomly generated β i
k in301

the analysis.302

III. CAPACITY ANALYSIS IN THE NOISE-DOMINATED 303

LOW-SNR REGIME 304

It is still intractable to directly analyze the capacity of 305

the integrated NOMA-mmWave-massive-MIMO systems even 306

with the simplified channel model due to the prohibited 307

analysis complexity. That is, on the one hand, SIC is employed 308

in NOMA to remove the interference and detect the desired 309

signal. On the other hand, the mmWave channel model with 310

multiple paths makes the analysis even tough. Thus, we divide 311

the capacity analysis into low-SNR and high-SNR regimes, 312

which can be adapted for various application scenarios such 313

as cell edge, cell center, and etc. In addition, by summing up 314

the two regimes, the majority conditions of cellular area can 315

be covered. 316

In the low-SNR regime, the impact of the co-channel 317

interference is trivial, and the dominant factor to each user’s 318

SINR value is the noise. In comparison, the dominant factor of 319

SINR in the high-SNR regime is the co-channel interferences 320

from other users. In this section, the capacity in the low-SNR 321

regime is analyzed first by the deterministic equivalent method 322

with the Stieltjes-Shannon transform [31], [47]. 323

In the noise-dominated low-SNR regime, it is assumed 324

that D, A are the diagonal matrices with optimal beamforming 325

of the NOMA-mmWave-massive-MIMO systems. This is a 326

reasonable assumption due to the fact that only the direct 327

beam targeting on the desired user can be the effective beam 328

for transmission. All of the other AoD beams have no actual 329

contribution for user k’s transmission. In the low-SNR regime, 330

the interference can be neglected compared to the noise 331

power. The Stieltjes transform SBN (z) of matrix BN can be 332

employed for the capacity analysis in low-SNR regime,2 which 333

is defined as 334

SBN (z) = 1

N
tr(BN − zIN )−1

335

=
∫

1

λ − z
d FBN (λ) 336

a.s.→
∫

1

λ − z
d FN (λ). (9) 337

In which the Hermitian non-negative definite matrix BN is 338

defined as 339

BN = HHH = DBA2BH DH . (10) 340

z ∈ C − R+ ≡ {z ∈ C,I(z) > 0}, and IN is an identity 341

matrix. In addition, FBN (λ) is the eigenvalue empirical distri- 342

bution function (EDF) of BN . With N and K growing large, 343

FBN (λ) converges to FN (λ) (the determinant eigenvalue CDF 344

of BN ) with probability 1 according to the Glivenko-Cantelli 345

theorem [48]. 346

The importance of the Stieltjes transform lies in its link 347

to the Shannon transform VBN (z) of BN , where the Shannon 348

transform is directly linked with the capacity expression, 349

which can be derived from the mutual information analysis 350

in MIMO systems [37], [49]. 351

2Note that here in this study, it is assumed that each user equipped with
one receive antenna.
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Theorem 1: The relationship between Stieltjes transform352

and Shannon transform of BN can be given as353

VBN (z) =
∫ +∞

0
log

(
1 + λ

z

)
d FN (λ)354

=
∫ +∞

z

(
1

w
− SBN (−w)

)
dw. (11)355

Proof: Please see Appendix A.356

By assuming perfect channel state information at the357

receiver side (CSIR), the mutual information can be358

described by359

IGN (σ 2) = E

{
log det

(
IN + 1

σ 2 BN

)}
. (12)360

In addition, the relationship between the Shannon transform361

and the ergodic mutual information is362

IGN (σ 2) = NVBN (σ 2). (13)363

Based on Theorem 1, the ergodic mutual information can be364

further determined by the Stieltjes transform on condition that365

FB(λ) → FN (λ), which will be discussed in the following366

analysis. Before delving into detail analysis, a lemma and a367

hypothesis are given to clarify the constraints of this approach368

that used in this study.369

Lemma 1: The sequences of FD, FB and FA (EDF of370

matrix D, B, A) are tight, where D and A are the diago-371

nal matrices as claimed before. Additionally, B is the ran-372

dom matrix with i.i.d. Gaussian entries of zero mean and373

covariance 1
L .374

Proof: Please see Appendix B.375

The following hypothesis holds as well:376

1) By defining c = N
K and assuming 0 < a < b < ∞,377

we have the following inequalities378

a < min
K

lim inf
N

c < max
K

lim inf
N

c < b. (14)379

This hypothesis is to claim that the value of c has infimum380

and supremum with regards to K , N . This is reasonable by381

assuming that c is constant within the region [0,+∞]. On this382

point, interested readers can refer to [31] and [32] and the383

references therein.384

With all of those in hand, the mutual information can be385

straightforwardly obtained based on the Stieltjes transform of386

the channel matrix BN , which can be solved by using the link387

between FBN (λ) and FN (λ) of BN . Thus, the main problem is388

to find such a FN (λ). It is proved by prior studies [31], [47]389

that the difference between FBN (λ) and FN (λ) converges390

vaguely to zero:391

SBN (z) − SN (z)
a.s.→ 0, for z ∈ C − R

+, (15)392

where393

SN (z) ≡
∫

R+
1

λ − z
d FN (λ) (16)394

By following the study in [50], given the noise variance σ 2 and395

the power matrix of each user Pk , the deterministic equivalent396

of mutual information can be derived by using Lemma 1 and 397

the hypothesis defined in (14) as 398

I(σ 2) =
⋃

1
N trPk≤Pk ,

Pk≥0,
k∈S

{
∑

k∈S

Ck ≤ E

{
VN (Pk; σ 2)

}}
, (17) 399

here S = {1, . . . , K }, Ck is the capacity of the k-th user. The 400

Shannon transform is given by 401

VN (Pk; σ 2)
def.= 1

N
log det

(
IN + 1

σ 2

∑

k∈S

HkPkHH
k

)
. (18) 402

In this case, by assuming α a constant value, i.e., 0 < α < ∞, 403

the spectral norm satisfies 404

max{‖D‖, ‖A‖, ‖HHH ‖} ≤ α. (19) 405

By following the prior studies in [31], [34], the deterministic 406

expression of the ergodic capacity can be given as 407

C ≤
K∑

k=1

E

{
VN (Pk; σ 2)

}
408

a. s.→ 1

N

K∑

k=1

log det(I + cek(−σ 2)A2
kPk) 409

+ 1

N
log det(I +

K∑

k=1

fk(−σ 2)D2
k) 410

− σ 2
K∑

k=1

fk(−σ 2)ek(−σ 2). (20) 411

where ek(−σ 2) and fk(−σ 2) are the unique positive solutions 412

of the following symmetric equalities 413

ek(−σ 2) = 1

N
trD2

k(σ
2[I +

K∑

k=1

fk(−σ 2)D2
k])−1, (21) 414

fk(−σ 2) = trAkPkAk(σ
2[I + cek(−σ 2)AkPkAk])−1. (22) 415

The sum rate supremum of the NOMA-mmWave-massive- 416

MIMO systems can be addressed by (20) with ek(−σ 2) 417

and fk(−σ 2) the unique solutions of the equalities given 418

in (21) and (22), where the iterative algorithm to obtain these 419

solutions can be found by [32], [34], and [52]. 420

As discussed before, this deterministic equivalent method is 421

only valid in the low-SNR scenario. In the following analysis, 422

we further focus the study in high SNR regime. In that case, 423

the interferences mostly come from neighboring users within 424

the user group. Then after SIC, prior deterministic equivalent 425

method with Shannon-Stieltjes transform is not valid for 426

analysis. This is because that with Shannon-Stieltjes transform, 427

it is assumed that for each user, only the channel noise is 428

existing. Thus given the transmission and channel noise power 429

values, only the channel matrix is the determinant variable 430

for achievable capacity. The high-SNR capacity analysis is 431

addressed in the following section. Finally by summarizing 432

these two regimes, we can approach the majority scenarios 433

in integrating NOMA-mmWave-massive-MIMO systems. The 434
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comprehensive closed-form capacity expression in the exis-435

tence of co-channel interference and channel noise is way436

complex, which is left for further study.437

IV. CAPACITY ANALYSIS IN THE438

INTERFERENCE-DOMINATED439

HIGH-SNR REGIME440

The high-SNR regime is investigated in this section.441

To surround the systems’ capacity in high-SNR regime, an442

alternative method with statistics and probability analysis is443

adopted based on the channel distribution analysis. Firstly, by444

employing the SIC [41] to perfectly cancel the co-channel445

interferences with higher orders, the SINR of user k can be446

given as447

SI N Rk ⇔ PkHHH

∑K
k′=1,k′ =k Pk′ HHH + σ 2

448

S I C⇔ PkHHH

∑k−1
k′=1 Pk′ HHH + σ 2

. (23)449

Here the first expression is logically defined as the received450

SINR for each user k without the SIC. After the SIC, the451

second equality can be straightforwardly arrived. The capacity452

of the NOMA-mmWave-massive-MIMO systems within high-453

SNR regime then, can be approximated as454

C =
K∑

k=1

E

{
log det

(
IN + PkHHH

∑k−1
k′=1 Pk′ HHH + σ 2

)}
455

high SNR≈
K∑

k=1

E

{
log det

(
IN + PkHHH

∑k−1
k′=1 Pk′ HHH

)}
. (24)456

In the following, a tractable capacity expression is derived457

by employing the tools of statistics and probability analysis458

method [35]. First of all, the capacity expression can be459

divided into the power allocation part and channel character-460

istic part by Theorem 4.1.461

Theorem 2: The ergodic capacity of NOMA-mmWave-462

massive-MIMO systems in high-SNR regime is463

C = 1

ln 2

K∑

k=1

{
ln

( ∑k
k′=1 Pk′

∑k
k′=1 Pk′ − Pk

)
464

+ ln
∫ +∞

0
λ f (λ)dλ

}
, (25)465

where λ is the eigenvalue of HHH , and f (λ) is the PDF of λ.466

Proof: Please see Appendix C.467

As shown, the first part of Theorem 2 is about the power468

ratio with NOMA scheme, where the second part is about469

the eigenvalue and its PDF of HHH . Once the NOMA power470

allocation is given, the first part will be determined, and the471

capacity mainly depends on the second part with f (λ). The472

exact expression of f (λ) is pursued and given by the following473

lemma 2.474

Lemma 2: By exploring the knowledge of probability 475

analysis, the unconditional PDF of HHH can be calculated as 476

f (λ) = 1
∏L

i=1 
2(L − i + 1)
∏L

i=1 
(N − i + 1)L
477

×
L∑

j=L−K+1

L∑

i=1

(−1)i+ j λK−L+ j−1


(K − L + j)
det(M)Nλ(i). 478

(26) 479

where Mi, j is the (i, j)-th minor of matrix M ∈ CL×L , whose 480

entry is given as 481

Mi, j = 
(i + j − 1)
(N − L + j). (27) 482

Additionally, the expression of Nλ( j) is 483

Nλ(i) =
∫ +∞

0
4x N+L−2K+i−2e

− λ
x2 KL−N+i−1(2x)dx, (28) 484

with Km(n) is the modified Bessel function of its second kind. 485

Proof: Please see Appendix D. 486

The exact capacity expression is acquired by substituting 487

lemma 2 into (25), and
∫ +∞

0 λ f (λ)dλ is given as (29), shown 488

at the bottom of the next page. 489

As shown in (25) and (29), although the exact expression of 490

the capacity is derived, but the expression is complex as a non 491

closed-form expression with integral. Fortunately, to obtain the 492

closed-form expression of the eigenvalues’ PDF of HHH , the 493

study from [52] gives an asymptotic expression under a similar 494

condition. By following the deduction procedure, although it 495

is still difficult to obtain the closed-form expression under 496

condition N = K = L, but when N = L = K , the expression 497

is reduced to [35] 498

f (λ) = 1

π

√

g2(λ) + 1

4λ2g(λ)
, (30) 499

where g2(λ) is given as [35] 500

g2(λ) =
3√

642λ8(1 − i ′√3)

384λ4

3

√√√√−27 +
√

272 − 27 162

λ

2
501

+
3
√

642λ8(1 + i ′√3)

384λ4

3

√√√√−27 −
√

272 − 27 162

λ

2
. 502

(31) 503

Here i ′ yields the unit imaginary number. On condition 504

that f (λ) ≥ 0, by combining the (30) and (31), we have 505

λmax = 162

27 . This gives the expression of f (λ) as 506

f (λ) =

(
1 + i ′√3

)
3
√

λ8 3

√
−
√

729 − 6912
λ − 27

24 3
√

2λ4
507

+

(
1 − i ′√3

)
3
√

λ8 3

√√
729 − 6912

λ − 27

24 3
√

2λ4
. (32) 508
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Thus by substituting (32) into (25), the ergodic capacity can509

be rewritten as510

C = 1

ln 2

K∑

k=1

{
ln

( ∑k
k′=1 Pk′

∑k
k′=1 Pk′ − Pk

)
511

+ ln
∫ 162

27

0
λ f (λ)dλ

}
, (33)512

where f (λ) is given by (32).513

In summary, the exact capacity expression defined in (25)514

is well suited for general cases in NOMA-mmWave-massive-515

MIMO systems despite its high computation complexity. For516

the special case that N = L = K , the asymptotic capacity517

expression with (32) can be employed, which will be verified518

through numerical results.519

V. NUMERICAL RESULTS520

The capacity performance of NOMA-mmWave-massive-521

MIMO systems is evaluated in this section. The low-SNR522

regime analysis is evaluated firstly. The matrix B is randomly523

generated with zero mean and covariance 1
L , in line with524

the hypothesis and assumptions of the prior analysis. With525

SNR value given by 0 dB and −10 dB (the SNR value is526

given by averaged over all users in each simulation), the527

capacity performance is given by Fig. 2. As shown here,528

with SNR increasing, the achievable capacity is also increased.529

In addition, with NOMA user number increasing, the capacity530

difference between 0 dB and −10 dB becomes even greater.531

This is due to the fact that, in this simulation, it is assumed532

that the user allocated power value increases with user index533

increasing. Thus more user yields greater averaged power534

value (total allocated power divided by engaged user num-535

ber), which in turns, better capacity performance. It is worth536

noting that the capacity performance of the NOMA-mmWave-537

massive-MIMO systems outperforms the existing LTE systems538

(0.07 ∼ 0.12 bits/s/Hz of the cell-edge, which yields the low-539

SNR regime) [53]. For instance, by 10 users and −10 dB, the540

achievable capacity value is almost 10 times compared with541

prior LTE systems in low-SNR regime. This is mainly due542

to the NOMA encoding scheme with multiple users of each543

frequency resource block, and the power allocation method of544

this simulation.545

To verify the correctness of the PDF deductions in this546

study, the exact eigenvalue PDF expression in (26) is compared547

Fig. 2. Capacity performance of the low-SNR scenario. The calculation is
based on (20), (21) and (22).

Fig. 3. Analytical comparison of the exact and asymptotic eigenvalue PDFs
(N = L = K = 2). The exact analytical curve is based on (26), where
asymptotic analytical curve is based on (32).

with the asymptotic PDF expression in (32). The results are 548

shown in Fig. 3 and Fig. 4 for N = L = K = 2 and 549

N = L = K = 6, respectively. By observing Fig. 3 and Fig. 4, 550

it is clear that the asymptotic PDF expression is in good 551

∫ +∞

0
λ f (λ)dλ =

∫ +∞

0

λ
∏L

i=1 
2(L − i + 1)
∏L

i=1 
(N − i + 1)L

×
L∑

j=L−K+1

L∑

i=1

(−1)i+ j λK−L+ j−1


(K − L + j)
det(M)Nλ(i)dλ

= 1
∏L

i=1 
2(L − i + 1)
∏L

i=1 
(N − i + 1)L

L∑

j=L−K+1

L∑

i=1

(−1)i+ j

×
∫ +∞

0

det(M)λK−L+ j


(K − L + j)
Nλ(i)dλ. (29)
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Fig. 4. Comparison of the exact and asymptotic eigenvalue PDFs
(N = L = K = 6). The exact analytical curve is based on (26), where
asymptotic analytical curve is based on (32).

Fig. 5. Capacity performance of high-SNR scenario with the exact eigenvalue
PDF (N = 10). The calculation is based on (25) and (32).

agreement with the exact eigenvalue PDF expression in low552

and high eigenvalue regions. However, there is a disagreement553

within other region. In addition, the disagreement grows large554

with the numbers (N, L, K ) growing. Thus the asymptotic555

PDF is more feasible to adopt with small N, L, K values.556

The asymptotic expression, albeit results in larger difference557

with numbers (N, L, K ) growing large, but consumes much558

lesser time while adopting. For instance, to plot the Fig. 4559

with N = L = K = 6 (Intel Xeon Processor E3-1241 v3,560

8 M Cache, 3.50 GHz, 16 G RAM), the consuming time561

is 4.913563 s with exact PDF expression. In contrast, the562

asymptotic PDF expression consumes 0.000655 s.563

The capacity performances of NOMA-mmWave-massive-564

MIMO systems with the exact PDF expression are shown in565

Fig. 5 and Fig. 6 for N = 10 and N = 20, respectively.566

The SNR is set to be 30 dB for both simulations. By com-567

paring these two figures, it is clear that with antenna number568

Fig. 6. Capacity performance of high-SNR scenario with the exact eigenvalue
PDF (N = 20). The calculation is based on (25) and (29).

Fig. 7. Capacity performance of high-SNR scenario with the asymptotic
eigenvalue PDF. The calculation is based on (33) and (29).

growing, the capacity performance is enhanced. The reason 569

behind is that more transmit antennas bring in more degree of 570

freedom [4], which is in tune with previous studies [2], [32]. 571

In addition, it is observed that little capacity improvement can 572

be achieved by increasing the number of LOS paths. This is 573

mainly because of the channel hardening effects [54]. Besides, 574

the co-channel interferences from neighboring users and the 575

correlative effects at transmit and receiver sides are enhanced 576

with LOS path number increasing. 577

Fig. 7 further verifies the relationship between the high- 578

SNR capacity and SNR according to the asymptotic expres- 579

sion. Simulation results show that the high-SNR capacity 580

of the NOMA-mmWave-massive-MIMO systems significantly 581

outperforms the existing LTE systems (with a capacity of 582

30 bit/s/Hz) [53]. For example, a 240% capacity improvement 583

when K = 10, SNR = 50 dB. Thus, it is clear that 584

the integration of the three key technologies demonstrates 585

dramatic potential to meet the SE requirement of 5G. On the 586
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other hand, it is shown that although the capacity increases587

monotonically as the transmit power increasing; the perfor-588

mance improvement becomes saturated when the SNR is589

sufficiently high. The reason is that co-channel interferences590

from neighboring users are also increased as the transmit591

power increasing. Although the capacity improvement can592

be obtained by just increasing the power, simulation results593

demonstrate that there is a tradeoff between energy consump-594

tion and capacity improvement.595

VI. DISCUSSION AND CONCLUSION596

The capacity performance of NOMA-mmWave-massive-597

MIMO systems was investigated in this study. We divided the598

capacity analysis into the noise-dominated low-SNR regime599

and the interference-dominated high-SNR regime. The deter-600

ministic expressions were given by the analysis for both low-601

SNR and high-SNR regimes. Additionally, a low-complexity602

asymptotic capacity expression was given based on the asymp-603

totic PDF of channel eigenvalues. Simulation results indicated604

that enormous capacity improvement can be achieved com-605

pared to the existing LTE systems. We also found that the606

user number has a strong positive impact on the capacity607

improvement. This is due to the non-orthogonal user mul-608

tiplexing in the same frequency resource block enabled by609

NOMA. In comparison, little capacity improvement can be610

achieved by increasing the number of LOS paths. Numerical611

results also revealed that there exists a tradeoff between energy612

consumption and capacity improvement.613

In addition, with much wider bandwidth that provided by614

mmWave, even higher systems’ sum rate increment can be615

obtained, which yields an attractive perspective for 5G. For616

instance, as the possible 1 GHz CC bandwidth, under ideal617

condition, the achievable throughput will be 100 ∼ 200 Gbit/s618

with the NOMA-mmWave-massive MIMO systems. This inte-619

gration results in negative effect to the systems’ deployment by620

its denser BS deployment with massive MIMO and vulnerable621

transmission beams with mmWave. Albeit the deployment622

of small cell BS with massive MIMO is on the test, but623

the various obstructions will bring in great challenges for624

integrating those small cells with mmWave. The SIC encoding625

equipment of NOMA is another challenge for application626

at the receiver side. Other than the theoretical analysis in627

this paper, the optimal power allocation scheme of NOMA-628

mmWave-massive-MIMO systems can be another interesting629

topic, which is left for future study.630

APPENDIX A631

Proof: To prove the relationship between Shannon trans-632

form and Stieltjes transform, some notes should be stated633

beforehand.634

Note 1: use ln for the log base e. For b > 0, we have635

ln(1 + b) =
∫ 1

0

b

1 + bt
dt . (34)636

Note 2: Instead of the distribution function d F(x), for637

convenience, we use ρ(x)dx as the density. In this case,638

for z → ∞, say in the upper-half plane, we have 639

∫ +∞

0
ρ(λ)dλ = 1. (35) 640

Firstly, the Shannon transform is defined as 641

V (x) =
∫ +∞

0
log(1 + λ

x
)ρ(λ)dλ. (36) 642

In this case, the differential result of this equality can be 643

given as 644

dV (x)

dx
= − 1

log e

∫ +∞

0

λ
x2 ρ(λ)

1 + λ
x

dλ. (37) 645

Furthermore, by multiplying x on both sides, we have 646

x
dV (x)

dx
= − 1

log e

∫ +∞

0

λρ(λ)

x + λ
dλ 647

= − 1

log e

∫ +∞

0

(λ + x − x)ρ(λ)

x + λ
dλ 648

= − 1

log e

(
1 − x

∫ +∞

0

ρ(λ)

x + λ
dλ

)
. (38) 649

It is noticed that a Stieltjes transform appeared by the last part 650

of the equality’s right side. This result gives 651

x
dV (x)

dx
= − 1

log e
(1 − x S(−x)) . (39) 652

Which is the link between Shannon transforma and Stieltjes 653

transform given by [55] and similar literatures. In addition, it is 654

noticed that in alternative literature (for instance, [31], [47]), 655

the log e factor is omitted to arrive the equivalence given by 656

Theorem 3.1. Thus by omitting the factor and unpacking the 657

log according to (34), we have, 658

V (x) ≈
∫ +∞

0
ρ(λ)

∫ 1

0

(
λ
x

1 + λ
x t

dt

)
dλ 659

=
∫ +∞

0
ρ(λ)

(∫ 1

0

λ

x + λt
dt

)
dλ. (40) 660

Let t = 1
ω , since t ∈ [0, 1], ω ∈ [0,∞), we see that 661

V (x) =
∫ +∞

0
ρ(λ)

(∫ 1

0

λ

x + λ 1
ω

d
1

ω

)
dλ 662

=
∫ +∞

0
ρ(λ)

(∫ ∞

1

(
λ

ωx + λ

)
dω

ω

)
dλ. (41) 663

By changing the variable with  = ωx , whereas 664

ω = 
x , dω = d

x , and exchanging the λ and ω integration, 665

we have 666

V (x) =
∫ +∞

0
ρ(λ)

(∫ ∞

1

(
λ

ωx + λ

)
dω

ω

)
dλ 667

a=
∫ +∞

0
ρ(λ)

(∫ ∞

x

(
λ

 + λ

)
1


d

)
dλ 668

=
∫ +∞

0

1


ρ(λ)

(∫ ∞

x

(
λ +  − 

 + λ

)
d

)
dλ 669

=
∫ +∞

x

(
1


ρ(λ)dλ −

∫ ∞

o

(
ρ(λ)

 + λ

)
dλ

)
d, (42) 670
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where a denotes the exchange of  with ωx . Thus conse-671

quently we have672

V (x) =
∫ +∞

x
(

1

ω
− S(−ω))dω. (43)673

This completes the proof.674

APPENDIX B675

Proof: As the proof procedures are similar for FD, FB,676

and FA, here we only give the proof of the tightness of FA.677

Without loss of generality, assuming A ∼ CN (μ, �), its PDF678

can be given as679

p(x; μ, �) = 1√
(2π)2|�| exp

(
−1

2
(x − μ)T �−1(x − μ)

)
.680

(44)681

The CDF can be given while doing the integral to x, which is682

F(x; μ, �) = 1√
(2π)2|�|

∫ x1

−∞
. . .

∫ xk

−∞
683

× exp

(
−1

2
(x − μ)T �−1(x − μ)

)
dx1 . . . dxk .684

(45)685

Hence by following the proof procedure of sequence tight-686

ness, we have proof that for ε > 0 and Nε > 0, for all k, the687

following inequality holds688

Fk(Nη; μ, �)689

= 1√
(2π)2|�|

∫ Nε1

−∞
. . .

∫ Nεk

−∞
690

× exp

(
−1

2
(x − μ)T �−1(x − μ)

)
d Nε1 . . . d Nεk691

> 1 − η. (46)692

That is693

ε > 1 − Fk(Nε; μ, �)694

= 1 − 1√
(2π)2|�|

∫ Nε1

−∞
. . .

∫ Nεk

−∞
695

× exp

(
−1

2
(x − μ)T �−1(x − μ)

)
d Nε1 . . . d Nεk . (47)696

As known, − 1
2 (x−μ)T �−1(x−μ) is a quadratic form of x,697

and � is positive definite. Thus for any x = μ, we have698

−1

2
(x − μ)T �−1(x − μ) < 0. (48)699

This implies that both p(x; μ, �) and F(x; μ, �) are700

monotone decreasing functions of x . Thus by assuming a701

vector b with 0 < b ≤ N , when b → 0 we have702

ε > 1 − Fk(b; μ, �) → ε > 1 − Fk(Nε ; μ, �). (49)703

By following the Glivenko-Cantelli theorem, we can arrive704

at the tightness conclusion with EDF FA. The proof of the705

tightness characteristics of sequences FD and FB is similar,706

which is omitted here.707

This completes the proof.708

APPENDIX C 709

Proof: As stated by (24), the achievable transmission rate 710

of each user k can be given as 711

Ck = E

{
log det

(
IN + PkHHH

∑k−1
k′=1 Pk′ HHH

)}
. (50) 712

While reducing of fractions to a common denominator, 713

we have 714

Ck = E

{
log det

(∑k−1
k′=1 Pk′ HHH + PkHHH

∑k−1
k′=1 Pk′ HHH

)}
. (51) 715

Additionally, this can be further written as 716

Ck = E

{
log det

(∑k
k′=1 Pk′ HHH

∑k−1
k′=1 Pk′ HHH

)}
717

= E

{
log det

( ∑k
k′=1 Pk′ HHH

∑k
k′=1 Pk′ HHH − PkHHH

)}
718

= log

{( ∑k
k′=1 Pk′

∑k
k′=1 Pk′ − Pk

)
E

(
det HHH

)}
. (52) 719

Exchanging the base of logarithm to the last equality, and 720

following the prior studies by [27], [42], and [57] will yield 721

the following equality 722

Ck = log

{( ∑k
k′=1 Pk′

∑k
k′=1 Pk′ − Pk

)
E

(
det HHH

)}
723

= 1

ln 2

{
ln

( ∑k
k′=1 Pk′

∑k
k′=1 Pk′ − Pk

)
724

+ ln
∫ +∞

0
λ f (λ)

}
. (53) 725

While summarizing the achievable rate to all K users, it will 726

be the result in Theorem 4.1. 727

This completes the proof. 728

APPENDIX D 729

Proof: Here the eigenvalue decomposition (ED) method 730

is utilized. The difference between the singular eigenvalue 731

decomposition (SVD) and ED methods is that, SVD yields 732

the rotation transform while ED is not. Since B is a normal 733

square random matrix, ED will yield two unitary matrices 734

plus a diagonal matrix. The analysis is simplified via this 735

method. Inspired by the prior studies in [27], [57], and [58], 736

the eigenvalue decomposition of B can be given as 737

B = QD1QH , (54) 738

whereas Q is the unitary matrix, and D1 is the diagonal matrix. 739

With this in hand, for BA, the following equality holds 740

(BA)(BA)H = QD1QH AAH QDH
1 QH

741

= QD1ÃÃH DH
1 QH � QW0QH . (55) 742

This gives the matrix W0 a central Wishart matrix with K 743

non-zero eigenvalues defined as 0 < χ1 < . . . < χK < ∞. 744

By denoting the eigenvalues of BBH as 0 < υ1 < . . . < 745

υL < ∞, in line with prior study [56], the CDF of the largest 746
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eigenvalue of (BA)(BA)H conditioned on B can be given747

as [56], [58]748

Fχmax (x |B) = (−1)K (L−K ) det(�(x))

det(V)
∏K

i=1 
(K − i + 1)
. (56)749

where �(x) is an L × L matrix with entries750

�(x)i, j =

⎧
⎪⎪⎨

⎪⎪⎩

(− 1

υ j
)L−K−i , for i ≤ L − K ,

υL−i+1
j γ (L − i + 1,

x L

υ j
), for i > L − K .

751

(57)752

Additionally, V is a L × L matrix defined as [27]753

det(V) =
(

L∏

i=1

υK
i

)
∏

1≤l≤k≤L

(
1

υk
− 1

υl

)
. (58)754

By some manipulations with regard to the Vandermonde755

determinant identity, it can be further written as756

det(V) =
(

L∏

i=1

υK
i

)
(−1)

L(L−1)
2

∏
1≤i≤ j≤L(υ j − υi )
∏L

i=1 υL−1
i

757

=
(

L∏

i=1

υK−L+1
i

)
∏

1≤i≤ j≤L

(υi − υ j ) (59)758

On the other hand, by following the prior studies759

in [57] and [59], for the square matrix B ∈ CL×L here in760

this paper, the joint PDF of the eigenvalue 0 < υ1 < . . . <761

υL < ∞ of the matrix constituted by BBH is given by762

fυ(D1) = e−∑L
i=1 υi

∏L
i< j (υ j − υi )

2

∏L
i=1 
(L − i + 1)2

. (60)763

To this end, the unconditional CDF of 0 < χ1 < . . . < χK <764

∞ will be765

Fχmax (x) =
∫

U
Fχmax (x |B) fυ(D1)dυ1, . . . dυL, (61)766

where U � {0 < χ1 < . . . < χK < ∞}, this gives767

Fχmax (x) = (−1)K (L−K ) det(D(x))
∏K

k=1 
(K − k + 1)
∏L

i=1 
(L − i + 1)2
, (62)768

where D(x) is given as769

D(x) =
∫

U
det(�(x))e−∑L

i=1 υi
770

×
L∏

i=1

υL−K−1
i

L∏

i< j

(υi − υ j )dυ1, . . . dυL . (63)771

Observation has that772

L∏

i< j

(υi − υ j ) = det(υ i−1
j ). (64)773

By following the analysis in [56], D(x) is finally given as774

D(x)i, j =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(−1)L−K−i
(i + j − 1), for i ≤ L − K ,
∫ +∞

0
et t2L−K−i+ j−1γ (L − i + 1,

x L

t
)dt,

for i > L − K .

775

(65)776

To determine the second expression of (65), it is noticed 777

that γ (·, ·) is defined as [27], [56] 778

γ (a, x) =
∫ x

0
ta−1e−t dt = (a − 1)!

(
1 − e−x

a−1∑

i=0

xi

i !

)
. 779

(66) 780

Furthermore, observation from [59] has that 781

∫ +∞

0
xα−1e−βx− γ

x dx = 2(
γ

β
)

α
2 Kα(2

√
βγ ), (67) 782

where Ka(b) as the modified Bessel function of the first kind. 783

By substituting this (67) and (66) into (65), with tremendous 784

calculation, the determinant expression of its second part can 785

be finally obtained as 786

∫ +∞

0
et t2L−K−i+ j−1γ (L − i + 1,

x L

t
)dt 787

= (L − i)!
[

(2L − K − i + j) −

L−i∑

i

(x L)i

i ! 788

×2(x L)
2L−K−2i+ j

2 K2L−K−2i+ j (2
√

x L)

]
, for i > L − K . 789

(68) 790

Thus the PDF of 0 < χ1 < . . . < χK < ∞ can be obtained as 791

fχ (x) = (−1)K (L−K ) d
dx [det(D(x))]

∏K
k=1 
(K − k + 1)

∏L
i=1 
(L − i + 1)2

. (69) 792

In line with [60], the unordered PDF of eigenvalues 793

λ1, . . . , λK of (DBA)(DBA)H conditioned on BA is 794

fλ(λ|BA) = 1

L
∏K

i< j (χ j − χi )
795

×
L∑

m=L−K+1

λK−L+m−1


(K − L + m − 1)
det(G) (70) 796

whereas G is a L × L matrix with entries 797

Gi, j =
⎧
⎨

⎩
χ i−1

j , f or i = j

χ L−K−1
j e

− λ
χ j . f or i = j.

(71) 798

Thus by using f (λ) = fλ(λ|BA) fχ (x) and integrating it to 799

all χ , we can finally obtain the result. 800

This completes the proof. 801
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