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Many processes in industry are highly-coupled Multiple-Input Multiple-Output (MIMO) systems. In this paper, a 
methodology, based on the Kissing Circle (KC) tuning method, is proposed to tune a fractional-order PI controller 
for these types of systems. The KC method relies on frequency domain specifications and emphasizes improving 
robustness. The method does not require a model, a single sine test suffices to obtain the controller parameters. 
Hence, the method can be categorized as an auto-tuner. For comparison, an integer-order PI is tuned with the 
same requirements. To evaluate and analyze the performance of both controllers an experimental test bench is 
used, i.e. a landscape office lighting system. A direct low-order discretization method is used to implement the 
controller in a real process. Both controllers are subjected to simulation experiments to test the performance 
in time and frequency domain and they are subjected to process variations to evaluate their robustness. The 
fractional controller manages to control a process that is susceptible to 85% variation in time constant mismatch 
as opposed to 79% for the integer-order controller. An Integer Absolute Error evaluation of experimental results 
show that the fractional-order PI controller and integer-order PI controller have similar control performance, 
as expected from the frequency domain analysis. As model uncertainty can add up in MIMO systems, improved 
robustness is crucial and with this methodology the control performance does not deteriorate. Moreover, a 
decrease in power consumption of 6% is observed.
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1. Introduction

The transition wave of Industry 4.0 has pushed companies to im-

prove the automation capabilities of their plants. Previously, the focus 
was put on control and automation of a single manufacturing step in 
a production process. Nowadays, the target is to shift more and more 
towards the holistic approach of plant-wide control [1, 2, 3]. Conse-

quently, systems that need automation are expanding, which includes 
that subsystem interaction becomes increasingly important in the tech-

nological landscape [4]. In this context, robustness, flexibility, and user-

specificity become very relevant [5].

A recent survey on the relevance of control strategies in industry 
has shown that PID (Proportional-integral-derivative) control and MPC 
(Model predictive control) are maintaining the position at the top of 
the charts [6]. PID still has the upper hand, because of its simplicity 
and effectiveness in a manifold of cases. However, PID lacks perfor-

mance in complex situations. First of all, PID has a single input and a 
single output, thus, it is often being used in a decentralized context. In 
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[7], it is shown that for large-scale applications a decentralized archi-

tecture would only be acceptable if weak coupling exists between the 
subsystems. This would limit its applicability dramatically. Secondly, 
the controller has a limited amount of tuning parameters. In terms of 
simplicity, this can be a strength. However, it reduces the flexibility to 
approve with certain tuning rules. Therefore, the controller can only ful-

fill a limited number of conditions, often leading to suboptimal control. 
Thirdly, PID cannot handle sinusoidal disturbances [8] and constrained 
processes without extensive adaptations to the control strategy [9]. The 
MPC controller does not suffer from the above and it has been proven 
in [5] and [1] that it can handle MIMO systems with significant cou-

pling. However, it comes with a price: the design and implementation 
of the controller is a task that demands sufficient insight in and knowl-

edge of the controller and the process. Therefore, industry is hesitant to 
implement advanced control strategies.

Lately, fractional calculus has attracted the interest of engineers and 
applied scientists [10, 11, 12]. In [13], it is argued that the adoption of 
fractional calculus in control stimulates new opportunities. Fractional-
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calculus, resorting under the branch of mathematical analysis, is a 
matter of differentiation and integration of non-integer orders, which 
is in a matter of fact a generalization of the latter. It is purely a matter 
of the control engineer’s own convenience to use these new controllers 
for complex natural or man-made systems. The extra parameters gen-

erate extra degrees of freedom (DOF), which in return provides more 
precise tuning of the closed-loop process [14, 15]. Recently, tuning of 
fractional-order PI𝜆D𝜇 controllers has attracted the interest of several 
researchers, because of its enhanced control quality and its simplicity 
[16, 17]. In [18], the author presents a new auto-tuning method called 
the Kissing Circle (KC) method, which is later adapted for tuning of 
fractional-order PID controllers [19]. In the method, certain frequency 
domain specifications, i.e. gain cross-over frequency, phase margin, and 
the iso-damping property, are imposed on the open-loop process. Sev-

eral examples exist of theoretical and experimental implementations on 
Single-Input Single-Output (SISO) systems of this method [20, 21, 22].

In this paper, it is proven that the KC method can be used to tune a 
fractional-order PI (FOPI) controller for highly-coupled, integer-order, 
MIMO systems, as opposed to [23], where an integer-order controller 
is used to control a fractional-order MIMO system. For these types of 
systems a robust controller is needed, because it is difficult to obtain a 
high identification accuracy. The KC method tunes the controller based 
on robustness specifications. Therefore, it is reasonable to assume that 
the FOPI, would improve the control performance of a highly-coupled 
MIMO system. For comparison, an integer-order PI controller is tuned 
under similar conditions. The tuning strategy is done for an office light-

ing test bench. As office lighting is responsible for a significant amount 
of the energy consumption in commercial buildings and lighting qual-

ity has a significant effect on the performance of the employees, proper 
control is inevitable [24]. The goal is to achieve optimal light intensity 
on eight desks, using eight lamps. The lamp’s electrical power input is 
the manipulated variable. This motivated the research in [25] to tune 
a PID controller for lights as a minimization of electrical power con-

sumption. Each lamp, and by expansion any light source, will influence 
the light intensity on each desk. The theoretical robustness to time con-

stant variations of both controllers is researched. In an experiment, the 
ability of handling disturbance, uncertainty, and reference-tracking is 
checked.

This paper is structured as follows: the next section addresses the 
tuning of both the integer-order and fractional-order PI. The test bench 
is discussed and some remarks are made on the implementation of the 
controller. The third section presents the simulation and experimental 
results of both controllers on the test bench. Conclusions are formulated 
in section five.

2. Method

Tuning of PI𝜆D𝜇 can be done in various ways: based on optimization

techniques [25, 26], Ziegler-Nichols rules [27, 28], frequency domain 
specifications [29, 30, 22] and many more [31, 32]. In [32] an at-

tempt is made to compare different tuning rules, but this is a very 
limited study. Most of these techniques rely on process model. In MIMO 
systems obtaining an accurate process model leads to significant er-

rors due to the subsystem interaction. Therefore, model-free tuning is 
preferred in this context. Auto-tuners for FOPID are rare [33]. More-

over, robustness to process variation is a key parameter in the context 
of MIMO control. The frequency domain based techniques specifically 
rely on robustness measures. In [22], a auto-tuner based on frequency 
domain specifications is proposed for SISO systems. This Kissing Circle

(KC) method fulfills all aforementioned requirements to be suitable for a 
MIMO setup with high interaction. Moreover, in [34] it is stated that the 
method overcomes pitfalls present in other (automatic) tuning methods. 
The aforementioned literature motivate the choice for this auto-tuning 
method in this case.

In this section, the design of a fractional-order PI (FOPI) controller 
with the KC method is discussed. Some frequency domain specifica-
2

tions are used to find the appropriate parameters of the controller. For 
comparison, an integer-order PI (IOPI) controller is tuned under similar 
conditions.

2.1. Fractional-order PI

The fractional-order PI has the following transfer function:

𝐶(𝑠) = 𝑘𝑝

(
1 +

𝑘𝑖

𝑠𝜆

)
(1)

with 𝑘𝑝, 𝑘𝑖 ∈ R≥0 the proportional and the integral gain respectively, 
and 𝜆 ∈ (0, 2] the fractional order. The FOPI is a generalization of the 
IOPI as for the latter, 𝜆 is limited to integer numbers, i.e. one.

The FOPI controller has three unknowns: 𝑘𝑝, 𝑘𝑖, and 𝜆. To determine 
the values of the three unknowns, it is needed to define a set of three 
performance specifications that need to be fulfilled. In [22] a strategy 
is described to tune a FOPI with frequency domain specifications. The 
technique is classified as an auto-tuning method, which is a powerful 
tool in industry, as it is beneficial to avoid spending costly time on 
tuning low-hierarchical controllers. Nevertheless, few Fractional Order 
Control (FOC) strategies with auto-tuning have been proposed [33]. A 
few examples are the phase shaper as presented in [35], the method 
based on a relay test in [36], and an auto-tuner based on the Ziegler-

Nichols tuning procedure in [37].

In this case, the fractional-order KC method will be used to tune the 
controller [19]. The following properties will be used to determine the 
controller parameters [38]:

1. Gain cross-over frequency 𝜔𝑔𝑐 : this parameter is directly propor-

tional to the settling time of the closed-loop system. The gain 
cross-over frequency is the frequency for which the magnitude of 
the open-loop transfer function becomes one. This leads to the first 
performance equation:

|𝐻𝑂𝐿(𝑗𝜔𝑔𝑐)| = 1 (2)

Here, 𝐻𝑂𝐿(𝑠) = 𝐶(𝑠) ⋅𝑅(𝑠) refers to the open-loop transfer function 
[39]. Here, 𝜔𝑔𝑐 = 75 rad/s is chosen as a trade-off between band-

width and robustness. It is advisable to select the gain cross-over 
frequency close to the break frequency of the process.

2. Phase margin 𝜙𝑚: this is an indicator of the system’s stability. The 
phase margin (PM) is defined as the phase difference with −𝜋 at 
the gain cross-over frequency [39]. This means that if the PM ap-

proaches 0°, which is defined at the frequency where the magnitude 
of the open-loop transfer function is equal to one, the closed-loop 
transfer function approaches instability, i.e. the transfer function’s 
denominator approaches zero. The second criterion is defined as 
follows:

∠𝐻𝑂𝐿(𝑗𝜔𝑔𝑐 ) = −𝜋 + 𝜙𝑚 (3)

The PM 𝜙𝑚 = 60◦ is chosen.

3. Iso-damping property: this property realizes increased robustness 
to process model changes. Also, the overshoot is approximately 
held constant within a gain range. The constant overshoot is 
achieved by maintaining a constant phase margin around the gain 
cross-over frequency. This can be simplified to the condition that 
the phase should be constant around the frequency 𝜔𝑔𝑐 [38]. The 
iso-damping property is expressed in the following equation:

𝑑(∠𝐻𝑂𝐿(𝑗𝜔))
𝑑𝜔

|||||𝜔=𝜔𝑔𝑐

= 0 (4)

The KC method splits the Nyquist plane up in two complementary 
regions: a forbidden and a permitted region. The forbidden region is 
the area that the open-loop transfer function must avoid. Here, the for-

bidden region is defined as a circle with radius 𝑅 and center 𝐶 . The 
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Fig. 1. Construction of the forbidden region in the Nyquist plane for the KC method.
forbidden region contains the unstable point (−1, 0). To determine the 
forbidden region center −𝐶 ∈ R− and radius 𝑅, the aforementioned 
specifications are used. The PM should be respected, whereas keeping 
it as low as possible to achieve a faster rise time, such that the forbid-

den region circle touches the beeline specified by the angle 𝜙𝑚 with the 
real axis, and this on the location where the modulus of the open-loop 
transfer function becomes one, i.e. where the PM slope crosses the unity 
circle. To achieve the iso-damping property the open-loop transfer func-

tion should be tangent to the forbidden region circle. This results in the 
fact that the line perpendicular to the PM slope crosses the real axis 
in the point −𝐶 , which also fixes 𝑅. In Fig. 1 a visualization is given. 
Now, trigonometric relations can be used to calculate the radius and the 
center of the forbidden region:

𝐶 = 1
cos

(
𝜙𝑚

) (5)

𝑅 =
√
𝐶2 − 1 (6)

Next, the slope of the forbidden region is calculated, as it will be the 
reference of the tangent line of the open-loop process transfer function 
for the gain cross-over frequency (iso-damping). This is the slope of the 
PM line through the origin:

𝑆𝑓𝑟 = tan
(
𝜙𝑚

)
(7)

=
√
3

Then, the properties of the gain cross-over frequency and phase mar-

gin are used to determine the open-loop frequency response at 𝜔𝑔𝑐 :

𝐻𝑂𝐿(𝑗𝜔𝑔𝑐) =𝑀𝑔𝑐𝑒
𝑗𝜙𝑔𝑐

= cos(−𝜋 +𝜙𝑚) + 𝑗 sin(−𝜋 + 𝜙𝑚) (8)

because 𝑀𝑔𝑐 = 1 and 𝜙𝑔𝑐 = 180◦ +𝜙𝑚 from equations (2) and (3) respec-

tively. The open-loop transfer function is the succession of the controller 
𝐶(𝑠) and the process 𝑅(𝑠) with the decoupling in place:

𝐻𝑂𝐿(𝑠) = 𝐶(𝑠) ⋅𝑅(𝑠)

⇔ 𝐶(𝑗𝜔𝑔𝑐 ) =
𝐻𝑂𝐿(𝑗𝜔𝑔𝑐)
𝑅(𝑗𝜔𝑔𝑐 )

(9)

= 𝑎+ 𝑏𝑗

Using

𝑗𝛼 =
(
exp

(
𝑗
𝜋
))𝛼
2

3

= exp
(
𝑗
𝛼𝜋

2

)
= cos

(
𝑗
𝛼𝜋

2

)
+ 𝑗 sin

(
𝑗
𝛼𝜋

2

)
(10)

the controller can be expressed in frequency domain as follows:

𝐶(𝑗𝜔) = 𝑘𝑝

(
1 + 𝑘𝑖𝜔

−𝜆
(
cos 𝜆𝜋

2
− 𝑗 sin 𝜆𝜋

2

))
(11)

This leads to the following solution for the parameters 𝑘𝑝, 𝑘𝑖 = 𝑓 (𝜆):

𝑘𝑝 =
1

𝑥 sin
(

𝜆𝜋

2

) (12)

𝑘𝑖 = − 𝑏

𝑥𝜔−𝜆 (13)

𝑥 = 𝑎 sin
(
𝜆𝜋

2

)
+ 𝑏 cos

(
𝜆𝜋

2

)
(14)

Finally, the optimal fractional parameter 𝜆𝑜𝑝𝑡 needs to be found, such 
that the slope of the open-loop transfer function in 𝜔𝑔𝑐 is equal to 𝑆𝑓𝑟. 
The slope of the open-loop transfer function is found as follows:

𝑑𝐻𝑂𝐿(𝑗𝜔)
𝑑𝜔

|||||𝜔=𝜔𝑔𝑐

= 𝑑𝐶(𝑗𝜔)
𝑑𝜔

|||||𝜔=𝜔𝑔𝑐

𝑅(𝑗𝜔𝑔𝑐) +𝐶(𝑗𝜔𝑔𝑐 )
𝑑𝑅(𝑗𝜔)
𝑑𝜔

|||||𝜔=𝜔𝑔𝑐

=
𝑑𝑅𝑒𝐻

𝑑𝜔

|||||𝜔=𝜔𝑔𝑐

+ 𝑗
𝑑𝐼𝑚𝐻

𝑑𝜔

|||||𝜔=𝜔𝑔𝑐

(15)

The slope in the Nyquist plane is given by

𝑆𝐻 =
𝑑𝐼𝑚𝐻

𝑑𝑅𝑒𝐻

|||||𝜔=𝜔𝑔𝑐

=
𝑑𝐼𝑚𝐻

𝑑𝜔

|||||𝜔=𝜔𝑔𝑐

/
𝑑𝑅𝑒𝐻

𝑑𝜔

|||||𝜔=𝜔𝑔𝑐

(16)

The function ||𝑆𝑓𝑟 − 𝑆𝐻 (𝜆)|| needs to be minimized with 𝜆 ∈ [𝜆𝑚𝑖𝑛, 2]. 
Originally, 𝜆 was assumed to be ranging from zero to two, but this 
does not guarantee a physical meaning of the controller parameters, i.e. 
positive constants 𝑘𝑝 and 𝑘𝑖 [40].

2.2. Integer-order PI

The integer-order PI controller has the following form:

𝐶(𝑠) = 𝑘𝑝

(
1 +

𝑘𝑖
)

(17)

𝑠
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Fig. 2. Schematic representation of the light setup. The box contains eight zones 
that are separated by walls with a height that is smaller than the height of the 
box. Each zone has a lamp and a light sensor.

To be able to make a fair comparison with FOPI, the same performance 
parameters and values are used as in the previous tuning rules. An im-

portant difference between the IOPI and the FOPI is that the former 
has two DOF as compared to three for the latter. Therefore, it is neces-

sary to eliminate one of the conditions given by equations (2), (3) and 
(4). It is difficult to achieve condition (4) without fulfilling condition 
(2) and (3). Therefore, the iso-damping condition is removed. The gain 
cross-over frequency 𝜔𝑔𝑐 = 75 rad/s and the phase margin 𝜙𝑚 = 60◦ are 
chosen similar to the FOPI design parameters.

The correlation between the open-loop process and the controller 
in the gain cross-over frequency is given by equation (9). This can be 
combined with the equation of an IOPI controller (17) evaluated at the 
gain cross-over frequency 𝑠 = 𝑗𝜔𝑔𝑐 , which leads to the following set of 
formulas for the controller parameters:

𝑘𝑝 = 𝑎 (18)

𝑘𝑖 =
−𝑏𝜔𝑔𝑐

𝑎
(19)

2.3. Test bench: office lighting

The test bench consists of a box that is subdivided into eight zones 
which are separated by small walls (see Fig. 2). Every zone has a lamp 
(incandescent light bulb, CML 1847) and a light sensor (LDR, 1k𝛺). 
The steering of the lamps and the reading of the sensors is done 
with dSPACE™ DS1104 R&D Controller Board. Between the different 
zones there exists high coupling as the light of a lamp disperses omni-

directional. The system is subjected to certain constraints, i.e. the input 
voltage to a lamp is limited to the range [0, 5] V. The lower limit has a 
physical rationale: a lamp is unable to retract light from a room. As the 
same lamps and sensors are used in every zone, it can be assumed that 
the dynamics are similar for every zone. Remember that the influence 
of a lamp on a certain sensor is inversely correlated to the distance be-

tween these two objects. Therefore, the process is modeled as a single 
transfer function, representing the dynamics, multiplied by an eight-by-

eight gain matrix [8]. The process dynamics are given by the transfer 
function:

𝑃 (𝑠) = 3666.6
𝑠2 + 124.1𝑠+ 3726

(20)

with 𝑠 the Laplace variable.

The gain matrix is given in equation (21).
4

𝐂 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1.00 0.67 0.34 0.23 0.61 0.47 0.31 0.23
0.70 0.80 0.62 0.39 0.53 0.54 0.44 0.32
0.56 0.59 0.81 0.66 0.32 0.41 0.58 0.34
0.19 0.27 0.56 1.05 0.23 0.26 0.46 0.73
0.57 0.41 0.26 0.20 0.98 0.67 0.33 0.22
0.49 0.40 0.39 0.30 0.63 0.83 0.61 0.36
0.30 0.44 0.56 0.50 0.41 0.64 0.83 0.59
0.21 0.23 0.44 0.66 0.24 0.31 0.60 0.97

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(21)

= (𝑐𝑖𝑗 )

Here, the row number 𝑖 refers to the lamp and the column number 
𝑗 refers to the sensor. The senors and lamps introduce some non-

linearities [8]. For convenience, these are linearized in the middle of 
the input range. This leads to an additional gain 𝐺 = 0.42. The entire 
system’s model is given by equation (22).

𝐐(𝑠) =𝐺 ⋅ 𝑃 (𝑠) ⋅𝐂 (22)

2.3.1. Static decoupler

In this section, the design of a decoupler for the MIMO system is dis-

cussed. This means that the input signal to the process is conditioned 
in such a way that the coupling effect is counteracted. The static de-

coupler is based on the steady state of the process, i.e. 𝐐0 = 𝐐(0). The 
rationale behind the concept of static decoupling is the following:

𝐃𝐐0 = 𝑰8 (23)

Here, 𝐃 ∈ R8×8 is the decoupler matrix, i.e. the conditioning matrix 
of the process input, and 𝑰8 is an identity matrix of size eight. From 
equation (23) it follows that

𝐃 = 𝑰8𝐐−1
0 (24)

This is possible as 𝐐0 is invertible. The decoupled process has the fol-

lowing model

𝐓(𝑠) = 𝑃 (𝑠)
𝑃 (0)

⋅𝐃𝐐0

= 3667
0.984𝑠2 + 122.1𝑠+ 3667

𝑰8 (25)

Notice that in (25) the coupling effects are now eliminated as all off-

diagonal elements are zero. Every output is linked to only one single 
input.

2.3.2. Implementation of the controllers

The frequency response and the slope of the phase of the process 
𝑅(𝑗𝜔) for the selected gain cross-over frequency 𝜔𝑔𝑐 can be found from 
a single sine test. In [22], a method is discussed to find the aforemen-

tioned parameters without the need for a model. A sine signal 𝑢(𝑡) with 
a frequency 𝜔𝑔𝑐 and amplitude 1 is applied to the decoupled process. 
The output of the process is compared with the input to find the magni-

tude and the phase for the gain cross-over frequency. To find the slope 
the process output is filtered with the transfer function

𝐹 (𝑠) = 2𝑠
𝑠2 +𝜔2

𝑔𝑐

(26)

This leads to the time signal 𝑥(𝑡). Next, a time series is obtained by 
the following operations 𝑦̄(𝑡) = 𝑥(𝑡) − 𝑡 ⋅ 𝑦(𝑡). The three time series 𝑢(𝑡), 
𝑦(𝑡), and 𝑦̄(𝑡) are given in Fig. 3. The phase slope at the gain cross-over 
frequency can be found from

𝑑𝜙

𝑑𝜔
|𝜔=𝜔𝑔𝑐

= 𝑀̄

𝑀
𝑐𝑜𝑠(𝜙̄− 𝜙) (27)

with 𝑀̄ , 𝜙̄, 𝑀 , and 𝜙 the modulus and phase of 𝑦̄(𝑡) and 𝑦(𝑡) respec-

tively. From the data vectors presented in Fig. 3 the following numerical 
values are derived.
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Fig. 3. The results of the sine test at 𝜔𝑔𝑐 : the input signal 𝑢(𝑡), the process output 𝑦(𝑡), and the signal 𝑦̄(𝑡) to find the phase slope.
Table 1

Integer-order and Fractional-order 
PI parameters for the continuous 
time transfer function.

Type 𝑘𝑝 𝑘𝑖 𝜆𝜆𝜆

IOPI 1.45 103.09 –

FOPI 1.22 89.96 0.927

𝑅(𝑗𝜔𝑔𝑐) = 0.12 − 0.33𝑗
𝑑∠𝑅(𝑗𝜔)

𝑑𝜔
|𝜔=𝜔𝑔𝑐

= −21◦

In this case, the model of the test bench is known from [8]. This 
means that the single sine test (see Fig. 3) and its numerical results can 
be validated. With the decoupler in place, the process transfer function 
is given by (25). A first-order approximation is used. This is justified by 
the processes’ transient of the step response. The approximated transfer 
function is given by

𝑅(𝑠) = 1
0.036𝑠+ 1

(28)

Using the model the following parameters are obtained:

𝑅(𝑗𝜔𝑔𝑐) = 0.1206 − 0.3257𝑗
𝑑∠𝑅(𝑗𝜔)

𝑑𝜔
|𝜔=𝜔𝑔𝑐

= −15◦

These numerical results seem to confirm the results obtained with the 
sine test, they have a similar order of magnitude. This confirms that the 
sine test gives a decent result and can be used to obtain the parameters 
that are required for the KC method.

To obtain the fractional-order PI, equation (9) needs to be evaluated, 
which leads to the solution:

𝑎 = 1.45

𝑏 = −1.99

Based on these values the IOPI and FOPI parameters 𝑘𝑝, 𝑘𝑖, and 𝜆
are evaluated. The results are given in Table 1.

The controllers need to be transformed to their discretized form as 
they will be implemented on a digital system. For the FOPI, the fre-

quency response is approximated with a low-order direct discrete-time 
implementation. In [41] an efficient algorithm is presented. The method 
5

Table 2

The discretized Integer-order and Frac-

tional-order PI controller.

Type Discrete transfer function 𝐶(𝑞)𝐶(𝑞)𝐶(𝑞)

IOPI 2.19𝑞−1−0.70
𝑞−1−1

FOPI 1.86𝑞4−5.92𝑞3+6.76𝑞2−3.19𝑞+0.49
𝑞4−3.85𝑞3+5.55𝑞2−3.55𝑞+0.85

The coefficients of the transfer functions 
are rounded. Rounding can lead to erro-

neous, i.e. unstable, results. Therefore, it 
is important to save a sufficient amount 
of decimal numbers for the actual imple-

mentation.

is based on the impulse response. An interpolation of the Euler and 
Tustin discretization is used:

𝑠̂(𝑞) = 1 + 𝛼

𝑇𝑠

1 − 𝑞

1 + 𝛼𝑞
(29)

In this equation 𝑞 = 𝑧−1, 𝑧 is the z-transform variable, 𝑇𝑠 = 0.01 s is the 
sampling time, and 𝛼 ∈ [0, 1] the interpolation parameter. If 𝛼 = 0, 𝑠̂(𝑞)
is the Euler discretization rule. In the other extreme, if 𝛼 = 1, equation 
(29) is the Tustin discretization. This parameter has a weighting effect 
on the frequency response, establishing a trade-off between penalizing 
the error on the magnitude or the phase. Here, 𝛼 is set to 0.9. The or-

der of the rational discrete transfer function is chosen to be 𝑁 = 4. This 
is again a trade-off design parameter. A high 𝑁 guarantees a better ac-

curacy of the approximation, as a lower 𝑁 decreases complexity of the 
transfer function, i.e. less poles and zeros. The discretized approxima-

tion is given in Table 2. For the discretization of the IOPI, the Tustin 
method is used, as this method gives good results for integer order sys-

tems:

𝑠̂(𝑞) = 2
𝑇𝑠

1 − 𝑞

1 + 𝑞
(30)

with 𝑞 = 𝑧−1, 𝑧 is the z-transform variable, 𝑇𝑠 = 0.01 s is the sampling 
time. The resulting transfer function is given in Table 2.

3. Results

In this section, the performance of both controllers on the test bench 
are compared from a theoretical and experimental point of view. First, 
the robustness to time constant variation is evaluated in simulation. 
Secondly, the controllers’ performance is checked. An experiment will 
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Fig. 4. The Bode plot shows the (top) magnitude and (bottom) phase of the open-loop system 𝐻𝑂𝐿(𝑠) with the discretized IOPI and FOPI controller.
show the effect of the static decoupler and the controllers performance 
for zero-error tracking. For comparative reasons, the same experiment 
will be run for the IOPI and the FOPI controller as designed in section 3.

3.1. Simulation analysis

In this section, a theoretical analysis is done for the integer- and 
fractional-order controller with regard to frequency domain specifica-

tions and robustness to time constant variation.

To compare both controllers, a graphical analysis in frequency and 
time domain is performed. First, the Bode plots in Fig. 4 are inspected. 
This shows that it is possible to achieve particular design specifications 
due to the fractional integrator. The IOPI controller is able to fulfill 
the specifications at the gain cross-over frequency, but close to that 
frequency the phase tends to drop below the −120◦ line, which affects 
the stability slightly. From the Bode plot, one can discern the integer-

order from the fractional-order open-loop transfer function: the phase 
for integer-order integrator is −90◦ at low frequencies and the slope of 
the magnitude is −20 dB/dec, while for the fractional-order case the 
phase is −90◦ ⋅ 𝜆 and the slope of the magnitude is −20 ⋅ 𝛼 dB/dec [38, 
42].

Secondly, to show the effect of the iso-damping property, the 
Nyquist plot is checked. In Fig. 5, three open-loop transfer functions 
are plotted. The FOPI controller’s ability to handle a +∕−30% process 
gain error is shown without violating the PM and gain cross-over re-

quirement. As the gain changes the open-loop transfer function tends 
to roll against the edge of the circle, without entering the forbidden 
region. This results in a low variation on the damping and, thus, the 
overshoot. Also, the stability stays unchanged for gain variations. From 
this, one can conclude that the controller is robust, as specified by the 
design specifications.

One could argue that the difference between the IOPI and FOPI case 
is negligible while observing the frequency domain plots 4 and 5. Also, 
the robustness, seems to be improved only marginally. Therefore, a 
third situation is simulated. In Fig. 6, the step response for uncertainty 
in the process’ time constant 𝜏 is simulated, which is also linked to gain 
variation during the transient regime of the step response.

In Fig. 7, the pole of the closed-loop process with the FOPI con-

troller is plotted in a pole-zero map for the same process’ time constant 
variations as in Fig. 6. In the nominal case, this pole is located on the 
opposite side, as it has a positive real part. The complex pole pair for 
the nominal case, that is causing the oscillations in Fig. 8, shifts towards 
the imaginary axis, until it becomes a real number for increasing time 
6

Fig. 5. The Nyquist plot of the open-loop system 𝐻𝑂𝐿(𝑠) with the discretized 
FOPI controller and variations in the process gain.

constant variation. There, it is almost not affected by a further decrease 
of the process’ time constant. It can be noticed that a pole of the nom-

inal case is drifting towards the left. For the case of −85% the pole has 
almost left the stable area of the real-imaginary space. A further de-

crease of the time constant will lead to unstable behavior of the system. 
From Fig. 6, it is clear that these poles shift much faster outside the sta-

ble region for the IOPI case. Up and above −80% the pole has entered 
the unstable region.

However, in Fig. 6 the control effort of the step response for the FOPI 
controller case would have a pronounced decaying ripple for the pole 
placement given in Fig. 7. Consider the z-transform of a system with a 
real pole at 𝑧 = 𝑎. After making a fractional expansion of the transfer 
function, a term of the form

𝑏𝑧

𝑧− 𝑎
(31)

is obtained. The z-transform has the generating sequence

𝑏𝑎𝑘 for 𝑘 = 0,1,2,… (32)

in its response. Based on the location of the pole, the response will dif-

fer. In the case that 0 ≤ 𝑎 < 1, the response results in a sequence of 
positive, monotonically decreasing numbers. In the other case, when 
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Fig. 6. The step response (up) and the control effort (down) are given for the closed-loop system for the IOPI (left) and FOPI (right) case.

Fig. 7. The pole-zero map of the closed-loop system with the FOPI controller for process time constant variation.
−1 < 𝑎 ≤ 0, the response is a sequence of decaying numbers alternat-

ing in sign. This can introduce a ripple on the total system’s response. 
The more the poles are located near the edge of the unit circle, the 
more dominant the poles will be in the total response. To remove this 
unwanted behavior a filter 𝐹 (𝑧) is designed. The filter acts on the refer-

ence signal resulting in the closed-loop transfer function

𝐹 (𝑧)𝑅(𝑧)𝐶(𝑧)
(33)
1 +𝑅(𝑧)𝐶(𝑧)

7

The filter will consist of a zero at the exact location of the closed-

loop pole with a negative real part that does not leave the stable region 
of the z-domain, i.e. the unit circle. However, this is an improper 
transfer function. By adding a fast low-pass filter to the system the 
function is made proper, without influencing the response of the fil-

tered transfer function. The filter needs to have a steady-state value 
of one, so all terms are normalized. The filter is given in the follow-

ing
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𝐹 (𝑧) =
𝑧− 𝑝𝑢

1 − 𝑝𝑢

1 − 𝜖

𝑧− 𝜖
(34)

The first part of the filter is to cancel the unwanted pole 𝑝𝑢 and the 
second part is the fast-acting low-pass filter with 𝜖 = 10−2. The filter 
is applied to both the IOPI and FOPI case, and the step response is 
given in Fig. 6. This figure shows that the IOPI controller has a harder 
time to keep the process stable under varying conditions, whereas the 
FOPI keeps the process stable up until 85% error on the time con-

stant.

These simulation results indicate that the extra design effort for the 
FOPI can be worthwhile in terms of robustness. The increased design 
flexibility due to its extra DOF has led to superior control quality.

3.2. Experimental validation

In this section, the total light setup is observed. An experiment is 
designed which consists of two reference steps: one at zone 1 after 30 s

from 2 V to 2.1 V, the other in zone 5 after 60 s from 2 V to 2.15 V. 
In the other zones a constant light intensity is demanded. Zones 2 and 
3 are kept at 1.95 V, zones 4 and 6 at 2 V, zone 7 at 1.9 V, and zone 
8 at 1.8 V. For the sake of simplicity, only zone 1 has been plotted in 
Fig. 8. To evaluate the overall quality of the controller, some indexes 
will be used. To evaluate the controllers ability to handle step changes 
and reject disturbances. This is done using the Integral Absolute Error 
(IAE) given by the following definition:

𝑆𝑒 =
8∑

𝑖=1

∞

∫
0

|𝑟𝑖(𝑡) − 𝑦𝑖(𝑡)|𝑑𝑡 (35)

The IAE of each zone is summed to give the final index.

In a system, the power consumption during the transient phase is 
equally relevant. As the electrical power is given by 𝑃𝑒𝑙(𝑡) = 𝑢(𝑡)𝑖(𝑡) with 
𝑢(𝑡) the voltage to a lamp (the control effort) and 𝑖(𝑡) the current running 
through the lamp. Due to Ohm’s law, 𝑃𝑒𝑙(𝑡) = 𝑢(𝑡)2∕𝑅. The resistance of 
the lamp is inherent to the design and is said to be constant. Conse-

quently, the overall power consumption can be monitored by:

𝑆𝑢 =
8∑

𝑖=1

∞

∫
0

𝑢(𝑡)2𝑑𝑡 (36)

In Table 3, the indexes are given for both controllers. These results 
confirm the assumption that in the nominal case very similar outputs 
are achieved for both controllers. The Bode plots in Fig. 4 are very 
similar. However, regarding energy consumption an improvement of 
6% is observed. The FOPI controller can achieve a similar result using 
less electrical input power. 
Fig. 8. Detail of the step response in zone 1. (A) the output and (B) the
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Table 3

The performance indexes 
IAE (𝑆𝑒) and power con-

sumption (𝑆𝑢) for both con-

trollers.

Type 𝑆𝑒 𝑆𝑢

IOPI 0.215 210.91

FOPI 0.215 197.83

From Fig. 8, the IOPI controller shows to have a higher overshoot 
(10%), but a little smaller settling time (5%), which agrees with the fre-

quency response analysis. The control effort shows similar behaviour 
when it comes to the overshoot, the IOPI has a much higher peak with 
regard to the voltage over the lamp. The FOPI controller’s output set-

tles almost equally fast as the IOPI (3% slower), which results into less 
power consumption. The integrator assures zero tracking error in both 
cases. The coupling effect is almost completely canceled by the decou-

pler. This can be seen from the fact that in zone 1 there is almost no 
fluctuation as the step in zone 5 occurs. The zones that are closest to the 
stepped area show some fluctuations in the transient region, which can 
be expected as a static decoupler was designed for these experiments. 
In every zone, the controller is able to reject the step disturbance of 
the other zones. The further away from the zone, the less active the 
controller needs to be to compensate the disturbance.

4. Conclusions

In this paper, an auto-tuning methodology to design a fractional-

order PI controller for a highly coupled MIMO system is discussed. 
Based on decoupler theory and the KC tuning algorithm the control 
strategy is obtained. To validate this methodology, a highly-coupled 
MIMO system is used: several lamps in a box need to be controlled 
to obtain a specified light intensity. To evaluate the controller’s per-

formance an integer-order PI controller is tuned as well, with similar 
conditions, to compare them. The results indicate that time constant 
variation is handled much better by the fractional-order controller: the 
fractional-order PI is able to maintain stability up until 85% variation 
as compared to the 79% variation for the integer-order PI. However, in 
the nominal case, a 10% smaller overshoot is observed. Nevertheless, 
the Integral Absolute Error (IAE) shows that both controllers perform 
equally well. Hence, we conclude that it is worthwhile to implement 
a fractional-order PI controller for highly-coupled MIMO systems, as 
the system’s performance is maintained, while providing better robust-

ness. Additionally, the fractional-order controller reduces the electrical 
power input with 6%, which is significant.
control effort signals around the step for the IOPI and FOPI case.
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